
ChatTracker: Enhancing Visual Tracking
Performance via Chatting with Multimodal Large

Language Model

Yiming Sun∗1,2, Fan Yu∗1, Shaoxiang Chen3, Yu Zhang1, Junwei Huang1,
Yang Li 1,4 †, Chenhui Li1, Changbo Wang 1

1School of Computer Science and Technology, East China Normal University, Shanghai, China
2School of Computer Science, Fudan University, Shanghai, China

3Meituan Inc
4Shanghai Frontiers Science Center of Molecule Intelligent Syntheses, Shanghai, China.

Abstract

Visual object tracking aims to locate a targeted object in a video sequence based on
an initial bounding box. Recently, Vision-Language (VL) trackers have proposed
to utilize additional natural language descriptions to enhance versatility in various
applications. However, VL trackers are still inferior to State-of-The-Art (SoTA)
visual trackers in terms of tracking performance. We found that this inferiority
primarily results from their heavy reliance on manual textual annotations, which
include the frequent provision of ambiguous language descriptions. In this pa-
per, we propose ChatTracker to leverage the wealth of world knowledge in the
Multimodal Large Language Model (MLLM) to generate high-quality language
descriptions and enhance tracking performance. To this end, we propose a novel
reflection-based prompt optimization module to iteratively refine the ambiguous
and inaccurate descriptions of the target with tracking feedback. To further utilize
semantic information produced by MLLM, a simple yet effective VL tracking
framework is proposed and can be easily integrated as a plug-and-play module to
boost the performance of both VL and visual trackers. Experimental results show
that our proposed ChatTracker achieves a performance comparable to existing
methods.

1 Introduction

Visual object tracking stands as a foundational and challenging task in the computer vision realm.
It aims to locate an object in each frame of a video given an initial object box. Recently, Vision-
Language (VL) trackers leverage additional natural language descriptions to boost their efficacy. For
instance, the shape of a target may change during tracking. However, the semantic information of the
target, such as its category or material, remains the same. This makes language text more potential
and stable to describe such an appearance-changing object than an image template solely. Despite
these advantages, current VL trackers [12, 37, 10] are still inferior to SoTA Visual Trackers [27, 6]
on mainstream benchmarks [7, 21]. We identify the following reasons for this: 1) VL trackers
heavily rely on manual annotations, which often contain ambiguous language descriptions. 2) Manual
textual annotations primarily focus on the tracking target and neglect the semantic information
embedded in the text, such as the presence of various background objects and their relations to
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Figure 1: Comparison of different text generation methods. (a) shows manual descriptions and
GPT-4V generated descriptions of the tracking target, which are both sub-optimal for tracking. (b)
illustrates the generation method used in ChatTracker.

the target. However, most VL trackers mainly focus on better aligning the vision-language modal
features [17, 37, 12], overlooking how inaccurate textual annotations in the dataset can adversely
affect VL trackers performance. In the last few years, Large Language Models (LLMs) [1] and
Multimodal Large Language Models (MLLMs) [25, 38, 31] have progressed rapidly. The wealth
of world knowledge encoded in the pre-trained LLMs and MLLMs, along with their capabilities in
processing and understanding VL information, has attracted immediate attention from the research
communities. Inspired by these advancements, we contemplate whether they can be utilized to
achieve better language descriptions for visual tracking. However, we find that directly using the
language descriptions generated by MLLMs hardly improves tracking performance as shown in
Fig. 1. Two primary causes are identified: 1) The VL tracker is unable to comprehend the language
descriptions directly from the MLLM, resulting in the VL trackers identifying incorrect targets. This
is because the MLLM and VL trackers are trained on different datasets, leading to a mismatch between
the text generated by the MLLM and the visual content in the VL tracker’s latent space. 2) The
inherent limitations of MLLMs in understanding alternate modalities exacerbate the phenomenon of
“hallucination” in multi-modal contexts [5], leading to outputs that are inaccurate or even erroneous.

To address the aforementioned issues, we propose a novel framework, ChatTracker, to integrate
MLLMs into visual object tracking. By utilizing the capabilities of MLLMs, a Reflection-based
Prompt Optimization (RPO) module is introduced to generate accurate language descriptions of
both foreground and background objects. The core idea is to provide feedback to the MLLM about
inaccuracies or incomprehensible content of initial language outputs with the VL tracker. This
feedback mechanism drives the iterative refinement of the MLLM’s output, making it more aligned
with the image content and more understandable for the VL tracker, thus effectively addressing the
above mentioned issues. In addition, a novel semantic tracking module is proposed to effectively
utilize the semantic information obtained from the MLLM and yield the final tracking results.
Comprehensive experiments on several widely recognized public datasets are conducted, including
LaSOT [7], TrackingNet [21], TNL2K [26], and OTB [13], to demonstrate the effectiveness and
efficiency of our proposed method.

Our main contributions are summarized as follows:

1. We propose ChatTracker, a novel framework that leverages MLLMs for visual object
tracking. To the best of our knowledge, this is the first work to incorporate MLLMs into
tracking frameworks. It offers a plug-and-play module enhancement for existing visual and
VL trackers with limited computational overhead.

2. We introduce a Reflection-based Prompt Optimization (RPO) module to narrow the knowl-
edge gap between the VL tracker and the MLLM. By reflecting on the feedbacks from
tracking, the RPO module can iteratively optimize the prompt for the MLLM and finally
produces accurate and relevant descriptions for tracking targets. These descriptions are
superior in both tracking performance and image-text alignment compared to manually
annotated texts in datasets.

3. Our proposed ChatTracker achieves SoTA performance on several tracking datasets. We
conduct extensive experiments including ablation studies to demonstrate the effectiveness of
the proposed method and its individual modules.
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2 Related Work

2.1 Vision-Language Trackers

Vision-Language tracking methods [37, 16, 12, 34, 26] have explored the use of linguistic cues to
enhance visual object tracking. These approaches can be categorized based on their text sources:
those using manually annotated texts and those generating descriptions from a predefined dictionary.
In the first category, manually annotated texts have been prevalently employed in target tracking tasks.
Datasets like LaSoT [7], TNL2K [26] and MGIT [11] datasets provide manual annotated language
descriptions for each sequence. Trackers like the SNLT tracker [8] utilize both visual and language
descriptions to predict the target state, then dynamically combine these predictions to produce the
final results. JointNLT [37] combines visual grounding and tracking guided by natural language,
efficiently addressing the distinct requirements of both processes. The second category leverages a
predefined dictionary to generate language descriptions. CiteTracker [12] meticulously develops a
category vocabulary that includes attributes like color, texture, and material of the target. During
tracking, it uses CLIP [23] to compare the similarity between images and text, selecting the text
that closely matches the image as the target’s description. In contrast to these approaches, our work
exclusively employs MLLM to acquire precise text descriptions of targets. This approach effectively
eliminates the reliance on manual text annotations or predefined dictionaries.

2.2 Large Language Model in Vision Tasks

Large Language Models (LLMs) like ChatGPT [1] and Llama [25] are auto-regressive models trained
on extensive internet-scale text. They encapsulate a vast range of world knowledge within their
weights. To integrate visual information into LLMs, various approaches have been developed [38,
4, 33]. Recently, GPT-4V(ision) was released, attracting immediate attention from the community
for its outstanding multimodal perception and reasoning capabilities. Its superiority and generality
are highlighted in [31]. This has paved the way for a broader spectrum of vision-centric tasks to be
addressed. For instance, recent image classification approaches [22, 28, 20, 2], first leverage a LLM
to transform class names into more descriptive captions. Following this, the CLIP model is used to
classify the images, enhancing the precision of classification tasks. These advancements are primarily
directed towards fundamental visual recognition, such as classification and detection. In this work,
we are dedicated to integrating the rich world knowledge contained in LLMs into the field of visual
object tracking.

3 Method

3.1 Preliminaries

Problem Definition. Given a video V consisting of N frames: {It}Nt=1, where It represents the t-th
frame of the video. A visual object tracker is tasked to predict bounding boxes P t

V T that tightly wrap
the target in further incoming frames with an initial bounding box G (i.e., the position of the target
object in the first frame), P t

V T = FV T

(
It; I1, G

)
.

Multimodal Large Language Models. A Multimodal Large Language Model (MLLM) FMLLM

takes an image I ∈ RH×W×3 and a text prompt T p as inputs, and generates a sequence of textual
outputs T o. It can be formulated as: T o = FMLLM (I, T p) . In this paper, we utilize GPT-4V[31],
Gemini-1.0 [24] and LLaVA-7B [14] as the MLLM.

Grounded Visual Language Models. A Grounded Visual Language Model (GVLM) FGV LM is
designed to accept an image I ∈ RH×W×3 and a text T with M tokens as inputs, and generates
grounded region proposals P and alignment scores S for each token in the text:

P, S = FGV LM (I, T ). (1)

P ∈ RN×4 denotes the bounding box coordinates of the regions, and S ∈ RN×M is the alignment
score, which quantifies the confidence of the model in aligning each word with the corresponding
region in the image. M is the number of tokens in the input text and N represents the number of
region proposals.
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Figure 2: Overall framework of the proposed algorithm. It primarily consists of three parts: A
Reflection-based Prompt Optimization Module designed to generate descriptions of both the fore-
ground and background elements to track accurately, a Semantic Tracking Module tasked with
creating region proposals for these areas based on the generated descriptions, and a Foreground
Verification Module that utilizes these region proposals to select the most precise tracking results.
Note that the values in the figure are for visualization and may not match the actual implementation
exactly.

3.2 ChatTracker Framework

The proposed ChatTracker consists of three components: a Reflection-based Prompt Optimiza-
tion (RPO) module, a Semantic Tracking module, and a Foreground Verification module. The RPO
module takes the template image as input and generates text descriptions of the foreground Tfore

and background Tback. Then for each frame It, the Semantic Tracking module FST takes the textual
descriptions of both the foreground Tfore and background Tback as inputs, utilizes a GVLM to obtain
foreground region proposals P t

fore and background region proposals P t
back:

P t
fore, P

t
back = FST

(
It, Tfore, Tback

)
. (2)

The Semantic Tracking module also includes an off-the-shelf single-object visual tracker. We feed it
the first frame of the video I1 marked with initial bounding box G and search area It and obtain visual
tracking results: P t

V T = FV T

(
It; I1, G

)
for each frame. P t

V T is incorporated as the supplemental
foreground proposals into P t

fore. Finally, the Foreground Verification module selects the foreground
proposal with the highest confidence as the tracking result by considering the their relation with
foreground proposals, background proposals, and the template. In the following subsections, we will
introduce the details of each module.

3.3 Reflection-based Prompt Optimization Module

Initialization. We draw a green bounding box on the tracking target in the first frame I1, creating a
new image input Im. A pre-defined human-provided prompt template Tinit along with Im are input
into the MLLM, resulting in initial descriptions of both the foreground and background:

T 0
fore, T

0
back = Extract (FMLLM (Im, Tinit)) . (3)

where Extract() refers to the function that reads T 0
fore and T 0

back from the output text of the MLLM
according to a predefined output format. However, due to the hallucination issue of current
MLLMs, T 0

fore may contain ambiguous language descriptions. Inspired by the successes of LLM
reflection [30, 19, 9], we propose a reflection-based iterative method to refine the textual descriptions
of the foreground target in case LLMs/MLLMs fail to generate ideal responses in a single attempt.

Reflection-based Prompt Optimization. At iteration i, the MLLM generates the foreground
descriptions T i

fore with M i words. We input T i
fore and the template image Iz into the GVLM to
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obtain grounding results:

Pz, Sz = FGV LM (Iz, T i
fore), (4)

where Pz ∈ RN×4 denotes the grounded regions of each target in the template image, and Sz ∈
RN×M is the alignment score between each pair of word and region in the image. Subsequently,
based on Pz and Sz , we categorize the words {wi

1, w
i
2, ..., w

i
Mi} in T i

fore into positive words T i
pos

and negative words T i
neg:

T i
pos = {wi

m | ∃ n such that Snm
z > θ2

∧ IoU(Pn
z , G) > θ1}, (5)

T i
neg = {wi

m | for all n that Snm
z > θ2

∧ IoU(Pn
z , G) < θ3} \ T i

pos, (6)

where G is the ground truth box for target in the template image, and IoU(·) computes the Intersection-
over-Union for two boxes. We define a positive word to be the word that has at least one semantically
matching proposal (Snm

z > θ2) that overlaps significantly with the target (IoU > θ1). If all matching
proposals of the word can not reach the IoU threshold(θ3), then the word is classified as a negative
word. We assess the overall quality of the current set of foreground descriptions T i

fore using the
maximum IoU between all proposals and the ground truth G, which is denoted as Ri. A high value of
Ri means that the foreground descriptions can be well-understood by the GVLM to produce accurate
grounding results. We set a threshold of ϵ for Ri, and if Ri > ϵ, we use T i

fore as the final foreground
description. Otherwise, it indicates that the current T i

fore is inadequate for the GVLM to locate the
target. In this case, we construct a new prompt based on the current positive and negative words for
the MLLM to generate refined foreground text description:

T i+1
fore = FMLLM

(
Im,Update(T i

pos, T
i
neg)

)
, (7)

where Update indicates filling T i
pos and T i

neg into a pre-defined prompt template provided by humans,
resulting in a reflection prompt. Subsequently, this reflection prompt is fed into the MLLM to derive
T i+1
fore. Note that the background description is kept the same since initialization, i.e., T i+1

back =

T i
back. This is because the tracking task lacks background groundtruth, preventing T i

back’s iterative
optimization. Although it may contain vague language description, T i

back still provides strong
semantic information in the tracking scenario. We iterate the above process until the foreground
description generated by the MLLM is sufficient for the GVLM to locate the target, i.e., Ri > ϵ, or a
maximum number of iterations is reached.

3.4 Semantic Tracking Module

After obtaining accurate descriptions, we derive two novel semantic insights previously absent: 1)
the relationship between the target and background in the scene, and 2) language descriptions of both
foreground and background objects. To utilize these semantic information, we design the Semantic
Tracking Module benefiting from MLLMs and the RPO module. Initially, we input the image
Im along with a pre-defined human-provided prompt template into the MLLM. The MLLM then
determines whether the target is suitable for tracking using textual information about the relationship
between the target and other objects in the scene. If the MLLM deems it unsuitable using textual
description, we directly use the visual tracker’s prediction P t

V T as the P t
fore and set P t

back to empty.
Otherwise we use language descriptions of the foreground Tfore and background Tback to obtain
foreground proposals P t

fore and background proposals P t
back. We first perform grounding using the

concatenated words of Tfore and Tback on the template image Iz:

Pz, Sz = FGV LM (Iz, C(Tfore, Tback)), (8)

where C(·) denotes the word concatenation operation with each word separated by ’.’. Then
tokens associated with bounding boxes that exhibit a high IoU score with the ground truth G
(exceeding threshold θ1) are classified as foreground tokens Vfore. Conversely, tokens linked
to bounding boxes with a low IoU score (below threshold θ3) are categorized as background
tokens Vback: Vfore = {vm | ∃ n such that Snm

z > θ2 ∧ IoU(Pn, G) > θ1}, Vback =
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{vm | ∃ n such that Snm
z > θ2 ∧ IoU(Pn, G) < θ3} \ Vfore. Note that vm is the m-th to-

ken (one word may contain multiple tokens) in C(Tfore, Tback). We categorize foreground and
background by tokens instead of words because we empirically found it leads to better perfor-
mance in semantic grounding and tracking. After the foreground and background tokens are
divided, they are fixed and used during the tracking of all subsequent frames. For the t-th
frame, we obtain region proposals: P t, St = FGV LM (It, C(Tfore, Tback)). Then, using Vfore

and Vback, we classify the region proposals P t into foreground proposals P t
fore and background

proposals P t
back: P t

fore = {P t
n | ∃ m such that St

mn > θ2 ∧ vm ∈ Vfore}, P t
back =

{P t
n | ∃ m such that St

mn > θ2 ∧ vm ∈ Vback}. Because P t
fore may be empty, we addition-

ally incorporate the result of the visual tracker P t
V T as the supplemental foreground proposals into

P t
fore.

3.5 Foreground Verification Module

To further select result in P t
fore, we compute two types of metrics: Wfore and Wback. The Wfore is

determined based on the similarity between the proposal and the template, whereas Wback assesses
the proposal’s relationship with the background proposals. The final score is then established through
a combination of Wfore and Wback.

Foreground Scorer. Motivated by [36], we trained a neural network f(·) with gen-
erated foreground and background proposals to map the target template and foreground
proposals into a discriminative Euclidean space. Its loss function is as follows:∑K

i=1

[
∥f (X a

i )− f (X p
i )∥

2
2 − ∥f (X a

i )− f (Xn
i )∥

2
2 + α

]
+

, where X a
i denotes the i-th bound-

ing box of a specific target, X p
i a positive sample of identical target in other frames, and Xn

i
is a negative sample of any other target or background. α is a margin value. During infer-
ence, we can determine the foreground scores Wfore = {s1fore, s2fore, ..., sNfore} of the fore-
ground proposals P t

fore = {P t1
fore, P

t2
fore, ..., P

tN
fore} using a cosine similarity metric as sifore =

max
(

similarity
(
f(z), f

(
ϕ
(
P ti
fore

)))
, 0
)
, where z represents the target template in the first

frame and ϕ
(
P ti
fore

)
is the image cropped within the bounding box P ti

fore.

Background Scorer. To enhance tracking performance by incorporating background information,
we develop a background scorer. This scorer scores a foreground proposal P t

fore by its maximum
IoU with all the background proposals P t

back. During the inference stage, background scores
Wback = {s1back, s2back, ..., sNback} are computed as follows:

siback = max
j

(
IoU

(
P ti
fore, P

tj
back

))
. (9)

Finally, the overall score Wall =
[
s1, s2, . . . , sN

]
is determined by combining the foreground and

background scores:

si = sifore × (1− siback). (10)

In the final step, the foreground proposal bi with the highest score si is selected as the output of the
tracking process.

4 Experiment

4.1 Experimental Settings

Our experiments are conducted on an NVIDIA 3090 GPU. The alignment score threshold θ2 is set
to 0.2, while the IoU thresholds for foreground and background, θ1 and θ3, are set to 0.3 and 0.1,
respectively. In the proposed RPO module, ϵ is set to 0.4. We adopt GPT4V-preview1106 [31] as
our default MLLM, GroundingDINO-T [15] as the GVLM. We use MixFormer and ARTrack as the
visual trackers for ChatTracker-L and ChatTracker-B, respectively. ChatTracker-L is designed for
better performance, while ChatTracker-B is designed to achieve a better trade-off between accuracy
and speed. We used UVLTrack-B [17] in place of STM and FVM in ChatTracker-B.
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Table 1: State-of-the-art comparisons on the datasets of TNL2K, LaSOT and TrackingNet.
The best two results are shown in red and blue color. Our approach performs favorably against
the state-of-the-art methods on all datasets. ∗ indicates vision-language trackers. All metrics of
performance are in % in tables unless otherwise specified.

Method Source LaSOT TrackingNet TNL2K
AUC PNorm P AUC PNorm P AUC PNorm P

ChatTracker-L Ours 74.1 83.8 81.2 86.1 90.3 86.0 65.4 76.5 70.2
ChatTracker-B Ours 71.7 80.9 77.5 83.6 88.1 82.2 59.6 76.3 62.1
UVLTrack-B∗ AAAI2024 69.4 - 74.9 83.4 - 82.1 63.1 80.9 66.7
CiteTracker∗ ICCV2023 69.7 78.6 75.7 84.5 89.0 84.2 57.7 73.6 59.6

DecoupleTNL∗ ICCV2023 71.2 - 75.3 - - - 56.7 - 56.0
JointNLT∗ CVPR2023 60.4 69.4 63.6 - - - 56.9 73.5 58.1

RGFM-B256 NeurIPS2023 70.3 82.0 76.4 84.7 89.6 83.6 - - -
MixformerV2-B NeurIPS2023 70.6 80.8 76.2 83.4 88.1 81.6 57.4 - 58.4

F-BDMTrack-384 ICCV2023 72.0 81.5 77.7 84.5 89.0 84.0 57.8 - 59.4
MITS ICCV2023 72.0 80.1 78.5 83.4 88.9 84.6 - - -

ARTrack-384 CVPR2023 72.6 81.7 79.1 85.1 89.1 84.8 59.8 - -
SeqTrack-L384 CVPR2023 72.5 81.5 79.3 85.5 89.8 85.8 57.8 - -

DropTrack CVPR2023 71.8 81.8 78.1 84.1 88.9 - 56.9 - 57.9
MATTracker CVPR2023 67.8 77.3 - 81.9 86.8 - 51.3 - -
MMTrack∗ TCSVT2023 70.0 82.3 75.7 - - - 58.6 75.2 59.4

4.2 Comparison with Existing Trackers

As shown in Table 1, we compare ChatTracker against 5 state-of-the-art vision-language trackers and
8 state-of-the-art visual trackers on three popular datasets [7, 21, 26].

LaSOT [7] is a large-scale, long-term single object tracking benchmark with 280 videos, each
averaging more than 2,448 frames. And each video includes a phrase simply describing the tracking
target. On this dataset, ChatTracker-L achieves the top-tier performance, with an AUC of 74.1%,
surpassing JointNLT by a large margin of 13.5%. This again proves the text generated by iterative
refinement of the MLLM can enhance the tracker’s understanding of both the target and the overall
scene, which leads to improvements on long term tracking performance.

TrackingNet [21], a prominent large-scale benchmark for short-term object tracking, comprises an
extensive collection of 30,643 video segments. But it does not include textual annotations describing
the target. In this challenging dataset, ChatTracker-L has achieved a remarkable AUC of 86.1%,
surpassing all previous trackers. This performance demonstrates our tracker’s superior capability in
handling diverse and dynamic short-term tracking scenarios. It it noteworthy that, the lack of textual
annotations in the TrackingNet test set renders most vision-language trackers ineffective. However,
our ChatTracker demonstrates its unique ability to adapt to this scenario, thus broadening the scope
of vision-language tracking applications.

TNL2K [26] is a benchmark designed for evaluating vision-language tracking algorithms. And each
video here contains a more detailed phrase describing the tracking target. Compared to the recent
vision-language tracker JointNLT, which utilizes both the annotated sentences and bounding box, our
approach surpasses it by 12.1% in precision. This indicates that with the proposed RPO module, our
tracker is able to utilize optimized textual descriptions for more accurate tracking.

4.3 Generalization and Universality

Our proposed framework can act as a plug-and-play solution that boosts the performance of both
visual trackers and VL trackers, demonstrating superior generalization capabilities.

For visual trackers, we have integrated four distinct visual trackers with ChatTracker-B. Table 2
shows that this integration results in significant performance improvements for all trackers. This
suggests that our proposed framework can be generally used with other existing visual trackers to
boost their performance.

For VL trackers, we replaced the manually annotated text inputs from the dataset with the foreground
descriptions generated by ChatTracker. These results in Table 3 demonstrate that ChatTracker can
generate language descriptions that are more accurate than manually annotated descriptions and can
effectively boost tracking performance in general.
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Table 2: Results of Visual Trackers with the integration of ChatTracker (marked by +). All results
are measured on the same device.

Methods LaSOT TNL2K OTB-lang
AUC P PNorm AUC P PNorm AUC P PNorm

OStrack-256 [32] 69.11 75.22 78.68 54.16 53.12 69.02 69.20 90.39 83.64
OStrack-256+ 70.23 76.49 80.04 56.51 56.85 72.06 69.69 90.72 84.20
TransT-N4 [3] 64.85 69.02 73.78 53.16 54.26 69.70 69.55 90.61 84.25
TransT-N4+ 67.34 72.38 76.73 56.27 58.47 73.09 70.06 90.63 84.51
Stark-S [29] 65.78 69.73 75.15 53.10 51.95 68.90 67.25 86.92 81.70
Stark-S+ 66.76 71.29 76.35 55.63 56.12 71.59 67.93 87.81 82.60

Table 3: The comparison of results for Vision-
Language trackers using ChatTracker-generated text
(marked by *). We report the AUC value on the
datasets.

Methods LaSOT OTB-lang TNL2K

JointNLT [37] 56.74 58.57 54.38
JointNLT* 57.96 60.07 54.82

UVLTrack [18] 56.55 59.39 54.78
UVLTrack* 57.23 59.98 55.61

Table 4: Text-to-image alignment scores
for manually annotated and ChatTracker-
generated language descriptions. ViT and RN
refer to the use of ViT-B/32 and RN-50 as
CLIP [23] image encoders, respectively.

Source of text LaSOT TNL2K OTB-lang

Manual-ViT 24.74 23.58 23.13
ChatTracker-ViT 24.87 23.93 23.67

Manual-RN 18.03 17.57 16.87
ChatTracker-RN 18.46 18.13 17.41

With different MLLM. We also replace GPT-4V with gemini-1.0-pro-vision-latest [24] and LLaVA-
7B [14] in the ChatTracker-B to study whether our method can adapt to different MLLMs (both
proprietary and open-source). As shown in Table 5, these MLLMs generally lead to performance
improvements, and surprisingly, the results of adopting LLaVA-7B are comparable with proprietary
MLLMs. This shows the effectiveness of our method itself regardless of the choice of the MLLM.

4.4 Analysis on Language Descriptions Generated by ChatTracker.

To further validate the generation of high-quality language descriptions of our proposed method, we
conduct image-text matching experiments. Specifically, we cropped the target from each frame and
calculated its text-to-image alignment scores [23] with both manually annotated textual descriptions
and ChatTracker-generated descriptions. In Table 4, we report the maximum text-to-image alignment
score during the iteration process for each sequence. As shown in Table 4, ChatTracker-generated
descriptions have better text-to-image correlation compared with manually annotated descriptions
across three datasets. Such advancements highlight the potential for enhancing future vision-language
trackers by providing more accurate language descriptions.

4.5 Ablation Study

To validate the effectiveness of the proposed modules, we perform ablation studies on three variants
of our model. Base Model exclusively employs the visual tracker to perform the tracking task. In
the ablation study, we use TransT-N4 [3] as the visual tracker. w/o RPO utilizes manually annotated
text from the dataset as input for semantic tracking. Due to the absence of background descriptions
generated by the RPO module, we only generate foreground proposals P t

fore, and use Wfore to
select the tracking results. w/o ITER solely utilizes the foreground and background text descriptions
generated from the first iteration of the RPO module for tracking.

First, w/o RPO achieves similar performances with Base Model on all three datasets, which indicates
that manually annotated text is sub-optimal for performing vision-language tracking. Then, comparing
w/o ITER with Base Model or w/o RPO, we observe a modest enhancement across three datasets. The
improvements validate the effectiveness of our proposed Semantic Tracking module and Foreground
Verification module. The textual descriptions directly obtained from an MLLM might be inaccurate
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Table 5: Results of ChatTracker-B using various
MLLMs. BaseTracker is ARTracker-256 [27].

Methods
LaSOT TNL2K OTB-lang

AUC PNorm AUC PNorm AUC PNorm

BaseTracker 70.77 79.54 58.09 74.33 69.90 84.10

GPT-4V 71.68 80.92 59.63 76.27 70.77 85.29

Gemini1.0 70.98 80.13 60.23 76.97 70.96 85.61

LLaVA-7B 71.36 80.54 59.90 76.49 70.86 85.57

Table 6: Ablation study of the proposed algo-
rithm. The best results in each part of the table
are marked in bold.

Base Model w/o RPO w/o ITER Ours

LaSOT
AUC 64.85 64.63 64.87 67.89

P 69.02 68.80 69.12 73.07
PNorm 73.78 73.75 73.95 77.18

TNL2K
AUC 53.16 55.70 53.66 56.39

P 54.26 57.27 54.65 58.76
PNorm 69.70 72.60 70.28 73.03

Ground TruthChatTracker

Trapeze bar

positive: None
negative: None

person hanging on a bar

positive: hanging
negative: person

hands hanging on a bar

positive: hands, bar
negative: on

max iou: 0

Iteration 1

max iou: 0.39

Iteration 2 Iteration 3

max iou: 0.72

industrial robotic 
arms

positive: None
negative: industrial,
robotic, arms

gripping mechanism at the 
end effector

positive: gripping. 
mechanism
negative: at. the 

Gripper mechanism

positive: Gripper
negative: None

max iou: 0.01

Iteration 1

max iou: 0.12

Iteration 2

max iou: 0.45

Iteration 3

Figure 3: Illustrations of prompt optimization in a dialogue scenario. Each set shows the initial
manual annotation, the subsequent prompts generated by the LLM, and the final optimized prompt
that successfully guided the Vision-Language tracker to the target.

and noisy. Nevertheless, our approach effectively mitigates this noise by utilizing the semantic
matching ability of the GVLM. Furthermore, when we compare our method with Base Model and
w/o ITER, there is a notable performance improvement across all datasets. These improvements
demonstrate that our proposed RPO module can generate accurate descriptions of the target by
utilizing the rich knowledge of the MLLM, and the generated descriptions are even better than the
manually annotated ones provided by the datasets. Finally, the performance gain of our method over
w/o ITER verifies the effectiveness of iterative optimization of the RPO module.

4.6 Qualitative Study

To better understand the effectiveness of the proposed RPO module, we illustrate the process of
prompt optimization in a dialogue scenario in Fig. 3.

The example on the right is from the Swing-14 sequence, where a person is depicted mid-air, gripping
a horizontal bar, which is the tracking target. However, the dataset’s manual annotation describes it
as "swing swinging above a man in black pants". Without context, even humans might struggle to
identify the target using this description. Initially, the MLLM, drawing from its extensive knowledge,
accurately describes the object as a "Trapeze bar". Yet, due to the knowledge gap between the
vision-language tracker and the MLLM, the tracker fails to locate the target. After receiving the
feedback, the MLLM rephrases its output with simple terms like "person" and "bar". It then uses the
semantic context of "hanging" to assist the tracker in target identification. At this stage, the tracker
can approximately locate the target. However, since the IoU is below the preset threshold of 0.4,
it sends "hanging" back as a positive sample and "person" as a negative sample to the MLLM for
further refinement. In the final iteration, the MLLM pinpoints "hands" as the critical term. This term
is both easy to understand and consistently visible on the target throughout the sequence.

4.7 Limitations

When the tracking target is in low resolution or lacks discernible visual features, the MLLM struggles
to provide an accurate language description of the target. Additionally, accessing the MLLM via
API necessitates an internet connection, which may pose challenges in edge deployments due to
intermittent or unreliable network access.

Temporal changes to target and background are one of the challenges in the visual tracking domain.
However, we do not update language descriptions for two key reasons. First, the tracker’s predictions
are not always accurate, and there are no annotations for background objects, making it harder to
generate prompts dynamically. Second, calling MLLMs multiple times during tracking to update
these prompts adds much computational cost. Achieving a good balance between performance and
efficiency requires extensive research.
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Additionally, our ChatTracker focuses solely on the visual features of the tracking target, such as
shape, texture, and color, without addressing the impact of different granularities of text annotations
as discussed in MGIT [11].

5 Conclusion

In this work, we introduced ChatTracker, the first method that utilizes the Multimodal Large Language
Model (MLLM) to enhance the performance of visual tracking. We proposed a Reflection-based
Prompt Optimization (RPO) module to iteratively refine the ambiguous and inaccurate language
descriptions of the target with tracking feedback. Moreover, a simple yet effective visual-language
tracking framework was proposed to boost the performance of existing trackers as a plug-and-play
method. Experimental results on multiple datasets demonstrated that our method outperformed
state-of-the-art methods. This suggests that incorporating MLLMs into visual tracking had a notable
effect on improving tracking performance.
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Appendix

A Broader Impact

In this paper, we introduced ChatTracker, an efficient and precise tracking framework that integrates
MLLM. The remarkable efficiency and effectiveness of ChatTracker enable its seamless integration
into monitoring systems for unauthorized observations. The proposed PRO Module, through the
LLM feedback mechanism, bridges the knowledge gap between the vision language trackers and the
MLLM, allowing the MLLM to better adapt to the downstream vision language tracking task. We
believe this offers valuable insights for addressing the knowledge gap between visual and textual
modalities.

B Analysis on Language Descriptions Generated by ChatTracker.

In this section, we present the specific methods for calculating image-text alignment. For a tracking
dataset V that contains N video sequences: V = {v1, v2, . . . , vN}, each video sequence vk consists
of mk frames: vk = {Ik0 , Ik1 , . . . , Ikmk

}. In the k-th sequence, Ikj refers to the j-th frame, and the
corresponding tracking result is represented by Y k

j . Each sequence is accompanied by a manually
annotated textual description T a

k and a foreground description generated by ChatTracker, T c
k . Based

on these tracking results, we extract image regions from Ikj to form: Ck = {Ck
0 , C

k
1 , . . . , C

k
mk

}. The
text-to-image alignment score for the manually annotated descriptions (Sa) and the ChatTracker-
generated descriptions (Sc) are computed as follows:

Sa =
1

N

N∑
k=1

1

mk

mk∑
j=1

fi(C
k
j ) · ft(T a

k )

∥fi(Ck
j )∥2 · ∥ft(T a

k )∥2
, (11)

Sc =
1

N

N∑
k=1

1

mk

mk∑
j=1

fi(C
k
j ) · ft(T c

k )

∥fi(Ck
j )∥2 · ∥ft(T c

k )∥2
. (12)

Here, ft and fi represent CLIP’s [23] text and image feature extractors, respectively. Sa and Sc

indicate the degree of alignment between textual and the tracking target. Notably, ChatTracker-
generated descriptions consistently outperform manually annotated descriptions across three datasets.
Such advancements highlight the potential for enhancing future visual-language trackers by providing
more accurate language descriptions.

When background information is present in the language description, the image-text similarity is
lower compared to language descriptions without background information. Therefore, the higher the
image-text similarity between the language descriptions and the cropped target, the less background
information is included in the language descriptions. The less background information included in
the language descriptions indicates that the text quality is higher. This aligns with the observation
that higher alignment scores (Sc) demonstrate the improved capability of ChatTracker in generating
more target-focused descriptions, further reducing background interference.

C Visualized Results

Figure 4 shows the visualized results of CiteTracker [12] and Our ChatTracker on two datasets with a
total of six sequences. It is clear to see that the accuracy of our method greatly outperforms that of
CiteTracker.

D Supplimentary Experiments

D.1 More about Foreground Verification module

The Foreground Verification module is crucial to the whole framework and its final performance.To
better prove this, we design an additional ablation experiment using ChatTracker-L on the OTB-Lang
dataset. The experiment involves three versions of our trackers: Complete ChatTracker-L uses the
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LaSOT-crocodile-4

      

 

LaSOT-giraffe-15

         LaSOT-monkey-17

_ _ _ _          TNL2K-Cartoon Mouse video 04 done

         TNL2K-Xinyangzhiyue_video_12-Done

_ _ _ _ _        TNL2K-test 039 COD video 01 done

#1 #612 #713 #859 #1032

#1 #425 #484 #642 #812

#1 #153 #227 #320 #437

#1 #302 #413 #786 #1004

#937 #1039 #1201 #1350 #1387

#1 #178 #462 #839 #885

ChatTracker CiteTracker Ground Truth

Figure 4: Visualized results of the proposed algorithm and the CiteTracker method on six challenging
sequences with drastic changes. ChatTracker demonstrates superior performance. In contrast,
CiteTracker faces difficulties in handling these complex sequences.

Table 7: The performance comparison of Foreground Verification module ,random selection module
in our framework on OTB-lang Dataset

Method AUC P PNorm

ChatTracker-L 71.78 94.25 86.82
ChatTracke-L_random_sample 42.98 58.74 52.11

ChatTracke-L_upperbound 73.91 96.17 88.61

Foreground Verification module.ChatTracker-L with Ground Truth does not use the Foreground
Verification module but selects the proposal with the highest IoU with Ground Truth as the tracking
result. This entry is used to establish the theoretical upper bound.ChatTracker-L with Random
Selection does not use the Foreground Verification module and randomly selects a proposal as the
tracking result. The results are shown in the Table 7. The results show that using the Foreground
Verification module significantly outperforms the random selection group. This demonstrates that our
Foreground Verification module is effective. Although there may still be room for improvement, our
ChatTracker-L result is close to the theoretical upper bound.

D.2 More performance comparison

We conduct performance comparison on OTB-Lang dataset.
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Table 8: Results on the OTB-Lang dataset
Method AUC P PNorm

ChatTracker-L 71.78 94.25 86.82
ChatTracker-B 70.77 92.00 85.29

JointNLT 65.52 86.23 80.41
ARTrack-256 69.90 91.15 84.10

And we also conduct more SoTA comparison with other trackers.

Table 9: More state-of-the-art comparisons on the datasets of TNL2K and LaSOT. And ∗ indicates
vision-language trackers.

Method Source LaSOT TNL2K
AUC PNorm P AUC PNorm P

ChatTracker-L Ours 74.1 83.8 81.2 65.4 76.5 70.2
ChatTracker-B Ours 71.7 77.5 80.9 59.6 76.3 62.1
VLT∗

TT [10] NeurIPS2022 67.3 77.6 72.1 53.1 - 53.3
OVLM-384∗ [35] TMM2023 67.7 77.6 74.2 64.7 82.6 69.3
OVLM-256∗ [35] TMM2023 65.6 75.6 71.1 62.5 80.0 66.5
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: This paper’s contributions have been clearly listed in sec.1, and its scope
belongs to visual object tracking.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitations of the work performed by the author is discussed in 4.7.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
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Justification: The paper does not include theoretical results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: All the information necessary to reproduce our main experimental results is
presented in 3, 4.1 and 5.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: We will provide raw results and release code for readers to reproduce the main
experimental results.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: The detailed settings of the experiments can be found in the paper.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: This paper follows the convention in the visual object tracking field of research
and usually the tracking community does not include a discussion of error bars in the content.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: 4.1 specifies that all our experiments require one NVIDIA 3090 GPU.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Our research does not involve ethical issues or data. We are sure that the
research conducted in the paper fully confirm the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The paper discuss both positive and negative social impacts of this work in A.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: All the creators or original owners of assets used in this paper are properly
credited and cited.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowd sourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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