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Abstract

Planning with pretrained diffusion models has emerged as a promising approach
for solving test-time guided control problems. Standard gradient guidance typically
performs optimally under convex, differentiable reward landscapes. However, it
shows substantially reduced effectiveness in real-world scenarios with non-convex
objectives, non-differentiable constraints, and multi-reward structures. Further-
more, recent supervised planning approaches require task-specific training or value
estimators, which limits test-time flexibility and zero-shot generalization. We
propose a Tree-guided Diffusion Planner (TDP), a zero-shot test-time planning
framework that balances exploration and exploitation through structured trajectory
generation. We frame test-time planning as a tree search problem using a bi-level
sampling process: (1) diverse parent trajectories are produced via training-free
particle guidance to encourage broad exploration, and (2) sub-trajectories are re-
fined through fast conditional denoising guided by task objectives. TDP addresses
the limitations of gradient guidance by exploring diverse trajectory regions and
harnessing gradient information across this expanded solution space using only
pretrained models and test-time reward signals. We evaluate TDP on three diverse
tasks: maze gold-picking, robot arm block manipulation, and AntMaze multi-goal
exploration. TDP consistently outperforms state-of-the-art approaches on all tasks.
The project page can be found at: tree-diffusion-planner.github.io.

1 Introduction

Diffusion models offer a data-driven framework for planning, enabling the generation of coherent
and expressive trajectories learning from offline demonstrations [1H4]. Compared to single-step
model-free reinforcement learning (RL) methods [} 6], diffusion planners are more effective for
long-horizon planning by generating temporally extended trajectories through multi-step prediction.
Without task-specific dynamics models, pretrained diffusion planners can be adapted for test-time
planning through guidance functions that provide numerical scores for user requirements such as
state conditions or physical constraints. Prior studies in diffusion guidance algorithm (e.g., classifier
guidance [7]]) have been successfully incorporated to generate conditional trajectory samples given
test-time reward signals [[1,[8]]. These guidance algorithms present an exploration-exploitation trade-
off [9]], balancing adherence to the pretrained model for feasibility against maximizing the external
guide score, which may require exploring out-of-distribution trajectories.

As the main bottleneck in guided planning lies in the limited quality of trajectory samples produced
by the pretrained models, prior works have primarily focused on improving general sample quality
and mitigating planning artifacts, while the guidance algorithms themselves remain relatively un-
derexplored. The majority of recent studies on diffusion planners emphasize advancing supervised
planning capabilities [2H4} [10H12]. They are categorized into sequential [10, 1 1], hierarchical [3} 4],
and fine-tuning [2} [12] approaches. These works improve the modeling of the underlying system
dynamics from the static offline RL benchmarks. Recent works successfully solve challenging offline
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benchmarks by reformulating the training scheme, learning value estimator, and test-time scaling.
Another recent research direction in diffusion planners aims to enhance zero-shot planning capabili-
ties [[13]]. Test-time tasks are shifted from the training distribution, and planners are given access to a
pretrained model along with dense reward signals to adapt to these unseen tasks effectively.

However, test-time planning capabilities are often evaluated in relatively simple optimization tasks,
such as minimizing the distance to optimal trajectories or matching the outputs of pretrained classifiers
trained on expert demonstrations [[1, 4], and predominantly within in-distribution trajectory settings [2}
4]. Typical benchmarks include maze navigation tasks [10] where agents minimize distance to a
single goal, or block stacking tasks [[1] where a unique target configuration maximizes reward. These
tasks generally involve convex optimization problems, where a unique global optimal trajectory
maximizes a smooth guide function. In addition, similar to model-free RL methods [14], guided
planning often relies on a pretrained value estimator trained on supervised trajectory data; however,
collecting optimal trajectories for each new task is often impractical or infeasible, particularly for
tasks with complex dynamics or limited simulation control.

In this work, we address a fundamental challenge of existing diffusion-based planners: while they
excel at generating low-level action sequences, most real-world planning tasks require decision-
making over high-level abstractions. These abstractions often introduce non-convex guide functions
or non-differentiable constraints, making them incompatible with conventional test-time guidance
methods that assume smooth, convex optimization landscapes. For example, maze navigation with
intermediate goal bypassing [2] introduces a non-differentiable rule into the planning process. In
multi-reward block stacking, the agent must reconcile multiple configuration-dependent reward
signals to determine the most favorable block arrangement. These scenarios underscore the need
for guided planning algorithms that flexibly accommodate complex test-time specifications while
ensuring both trajectory feasibility and task-specific fitness. Recently, several training-free guidance
algorithms have been proposed in the image domain [[15H18]], but their capabilities are typically
restricted to smooth differentiable guide functions. Since test-time guide functions can take any form,
there is a need for a flexible planning algorithm that can handle a broad class of guide functions.

We propose Tree-guided Diffusion Planner (TDP), which formulates test-time planning as a tree
search problem that balances exploration via diverse trajectory samples and exploitation via guided
sub-trajectories. While pretrained diffusion planners model underlying system dynamics, TDP
samples high-reward (i.e., high guidance score for the test task) solution trajectories conditioned on
the learned dynamics in a zero-shot manner. TDP equips the pretrained diffusion planner model with
the ability to reason over higher-level objectives. TDP outperforms state-of-the-art planning methods
on challenging tasks with non-convex guide functions and non-differentiable constraints across all
test scenarios. TDP enables flexible task-aware planning without requiring expert demonstrations.

2 Related Work

Existing Diffusion Planners. Despite strong performance on standard offline benchmarks, existing
diffusion planners face limitations in zero-shot planning:

¢ Sequential approaches [[10, [11] explore one action at a time, which works well in single-goal
convex tasks but struggles with multi-goal tasks where different goals have varying test-time
priorities. In such settings, they often converge on local optima rather than discovering distant,
high-priority goals. Furthermore, sequential approaches like MCTD [11] typically require training
task-specific value estimators to guide their single-step decisions, limiting applicability to zero-
shot scenarios where no task-specific training is available. In contrast, TDP performs multi-step
exploration through diverse bi-level trajectory sampling, which better handles challenging multi-
goal scenarios without requiring additional training components beyond the pretrained planner.

 Hierarchical diffusion planners [3| 4] rely on training-time supervision to learn sub-goal distri-
butions. They perform well when both initial and goal states are given, but struggle on unlabeled
zero-shot tasks such as the test-time gold-picking task [2]]. In standard maze navigation bench-
marks, Hierarchical Diffuser [4] tends to generate shortest-path trajectories when initial and goal
states are specified. However, the gold-picking task poses a fundamentally different challenge: the
goal is hidden and often misaligned with the shortest path.

¢ Diffusion model predictive control (D-MPC) [12] adapts to changing dynamics via few-shot
fine-tuning with expert demonstrations, but struggles with unseen long-horizon tasks and complex



behaviors as standard dynamics models p(s|a) struggle to capture long-context reward structures
effectively. In contrast, TDP models the joint distribution p(s, a) to enable solving long-horizon
and multi-goal tasks and is a fully zero-shot planner that operates without test-time demonstrations.

Training-free Guidance. Training-free guidance methods leverage structural priors and domain
knowledge for control without additional learning. Classical planners (e.g., A*, potential fields) [[19-
23] compute feasible trajectories through graph search or geometric reasoning. In continuous domains,
trajectory optimization and model predictive control [[24} 25] refine actions iteratively using known
dynamics. Local search techniques (e.g., hill climbing), guided policy search, and reward shaping [26-
28] serve as strong baselines for structured, domain-specific control problems but typically lack the
flexibility to generalize beyond narrow task settings. In contrast, diffusion-based test-time planning
targets complex tasks that need out-of-distribution generalization and adaptability.

Tree-based Decision Making. Tree structures naturally represent hierarchical sequential decisions.
Trajectory Aggregation Tree (TAT) [29] mitigates artifacts in diffusion-generated trajectories by
aggregating similar states near the initial state, but it struggles with complex long-horizon dependen-
cies due to its limited aggregation depth early in the trajectory. Monte Carlo Tree Search [30H33]]
explores full-horizon trajectories via stochastic roll-outs, but its reliance on discrete actions and
reward heuristics limits scalability in high-dimensional or continuous control tasks with external
guidance. In contrast, TDP’s bi-level tree framework integrates gradient-based guidance at both parent
and child levels, enabling structured and adaptive planning under complex test-time objectives.

3 Background

3.1 Problem Setting

We consider the test-time reward maximization problem on a discrete-time dynamics system s, =
f(st,a;) via a pretrained planner model, where the agent has access to the user-defined guide
function J (), which indicates the fitness of the generated trajectory 7. As per-timestep reward
does not guarantee the optimality of a low-level action (e.g., non-convex reward landscape), planning
capability based on exploration is required to find the optimal trajectory 7 that maximizes 7. The
agent must find an action sequence that maximizes the guide score within a limited number of steps:

T =a,.; =argmax J(sg,ar.r) subjectto Tpreq < T < Thax e
y @1:T

Planning horizon Tjq is determined by the choice of planner model. Model-free RL methods with
single step execution [3}16]] predict a single action at each timestep so Tjeq = 1, whereas diffusion
planner [1]] predicts a sequence of actions a;.7,,, at once. As diffusion planners predict more future
states, they benefit from capturing longer-term contextual information. For example, in a long-horizon
multi-goal navigation task [34]], an agent may encounter several intermediate suboptimal goals, but
reaching a farther goal yields a substantially larger reward, requiring planning several steps rather
than greedy pursuit of nearby rewards. Planning over longer horizons can enhance performance on
more challenging tasks, particularly when future rewards are more significant [35}136].

3.2 Test-time Guided Planning with Diffusion Models

The standard approach to guide diffusion planning in test time is to use naive gradient guidance [18]],
which progressively refines the denoising process by combining the score estimate from the uncondi-
tional diffusion model with the auxiliary guide function [1, 4]. It approximates the reverse denoising
process as Gaussian with small perturbation if the guidance distribution h(7;) is sufficiently smooth
and the gradient of the guide function is time-independent:

P(Tica|Ti) o< po(Tici|Ti)h(Ts) = N (Tim1; 1’ + aXlg, ) )

where ¢ = V., log h(7;) is the gradient of the guidance distribution [37]], « is guidance strength,
and p, > are the mean and covariance of the pretrained reverse denoising process. On the other
hand, classifier guidance (CG) [7]] and classifier-free guidance (CFG) [38]] are also broadly used in
guided planning [3l 8} 139]. However, they require access to expert demonstration data to train either a
time-dependent classifier model or a conditional diffusion planner model based on trajectory rewards
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Figure 1: Rollout Trajectories for the Gold-Picking in Maze2D. In the Maze2D-Large environment [40], the
agent must collect an additional gold objective (yellow) positioned off the shortest navigation path. Trajectories
are generated by Diffuser [[1]] (with gradient guidance), Diffuser” [29], and our method. See Sec. for details.
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for a given task. Despite their simple yet powerful architecture, it is expensive to extend CG and CFG
in test-time as it requires collecting expert demonstrations for each new task and retraining the model.
The ultimate goal of test-time guided planning is adaptive planning, identifying trajectories that
satisfy user requirements using a pretrained diffusion planner without additional expert supervision.

3.3 Challenges in Guided Planning

Guided planning has primarily been evaluated on simple tasks where expert demonstrations are
available or the guide function is convex and differentiable. As a result, prior work has focused on
improving the sampling quality of the pretrained diffusion model, which was the main bottleneck for
test-time guidance in these simplified settings [4}, 41]]. Despite the importance of improving trajectory
sampling quality, there has been limited investigation into how guidance algorithms themselves adapt
to increasing task complexity and respond to various forms of test-time objectives. In this section, we
first study a fundamental challenge in guided planning: the exploitation-exploration trade-off, and
then discuss the limitations of naive gradient guidance, a standard test-time planning approach.

Exploration-Exploitation Trade-off. Test-time guided g, *: Riow :Rnign
planning employs two distinct score functions: score esti-
mate from the pretrained diffusion model and a user-defined *

*
guide score. Not only to generate a feasible trajectory but
also to maximize its fitness, the agent is encouraged to bal- /\ /
ance the exploitation of the pretrained model and the ex- ,
ploration of novel trajectories. Gradient-based guidance data ideal S§?§;2‘22
typically requires selecting a guidance strength « to bal-
ance adherence to the guide signal and trajectory fidelity.
However, « is highly task-dependent, and exhaustive tuning

across tasks introduces significant overhead during evalu- . I
ation. For example, Fig. [I]illustrates several gold-picking F

: intermediate goal

tasks within a fixed maze map. The optimal value of « varies
across tasks, depending on how far the gold location deviates
from the unconditional navigation trajectory, which favors

the shortest path (see the supplement for more details). Figure 2: Limitation of Gradient-based
Guided Planning. a. In-distribution pref-

erence. b. Naive gradient guidance is in-
compatible with non-differentiable rules.

In-distribution Trajectory Preference. Diffusion models
are capable of generating compositional behaviors [[1} [42],
but often get stuck in local optima due to insufficient explo-
ration of the trajectory space. Most previous works on guided planning did not adequately address
the exploration-exploitation trade-off, as they typically assume convex (or concave) guidance with a
single optimal trajectory that globally maximizes the reward [2, 43]. However, real-world tasks often
involve multiple objectives with different priorities, where the agent must explore the trajectory space
to avoid sub-optimality. Pretrained diffusion planners tend to favor generating in-distribution trajecto-
ries that align with previously seen data, rather than discovering novel compositional solutions [4]].



Consequently, gradient-based guidance algorithms do not effectively address this dilemma, as they
often prioritize local optimal trajectories within the learned distribution (see Fig. 2}a).

Non-differentiable Rule. Gradient-based guidance algorithms face significant challenges in plan-
ning tasks with non-differentiable constraints. Since diffusion planners are trained on trajectories
with fixed start and end states, they struggle to generate feasible paths that incorporate additional
intermediate goals. For example, as described in Fig. [2]-b, navigation trajectories conditioned to
test-time intermediate goal often result in suboptimal (left) or infeasible (right). This introduces a
non-differentiable constraint from the planner’s perspective, as the requirement to pass through a
specific state imposes a discrete structural condition not reflected in the training distribution. Similar
challenges arise in other domains of diffusion-based generation, such as enforcing chord progression
in music generation [44] or satisfying chemical rules in molecule generation [45]]. Both introduce
hard constraints that are difficult to optimize with standard gradient-based methods.

4 Method

We introduce Tree-guided Diffusion Planner

(TDP), a zero-shot test-time planning framework

leveraging a pretrained diffusion planner for

adaptive trajectory generation. While naive gra- ¢~ x (0,1
dient guidance often converges to local optima
due to limited gradient signals, TDP addresses
this by combining diverse trajectory samples (ex-
ploration) with gradient-guided sub-trajectories
(exploitation) to identify optimal solutions (see
Fig. [3). This tree structure enables coverage
over a broad range of reward landscapes. By - ;
branching into diverse regions, TDP increases . TRe—
the chance of finding globally high-reward solu-
tions that naive gradient methods may miss.

Appendix outline the overall TDP pipeline
and present the full algorithms. We detail
the core modules of TDP: state decomposition
(Sec.[4.1), parent branching (Sec.[4.2)), and sub-
tree expansion (Sec. {.3).

== : Parent Branching
=== : Sub-Tree Expansion

i | === : gradient guidance

Data space

So

Figure 3: Tree-guided Diffusion Planner (TDP). TDP
constructs a trajectory tree combining diverse parent
trajectories (navy) and guided sub-trajectories (red) in

the 2D data space. The 3D surface represents the reward
landscape, with peaks indicating high-reward regions.

4.1 State Decomposition

Given a guide function for the test-time task, states are autonomously decomposed based on gradient
signals: observation states receive non-zero gradients, while control states receive none. This gradient-
based criterion enables scalable and domain-agnostic decomposition at planning time. Observation
states are directly steered by the guide function, whereas control states are unaffected by the guide
function but govern the underlying system dynamics that support high-level objectives.

For instance, the KUKA robot arm environment provides state vectors containing multiple features
such as robot joint angles and block positions. Since TDP operates as a zero-shot planner, it does
not have prior knowledge of the state category for each feature of the state vector. Given a test-time
block stacking task with a distance-based guide function, TDP autonomously categorizes each feature
value in the state vector using Algorithm[I] It evaluates whether the gradient of the guide function
with respect to the ith feature (i.e., 3—;71_) is zero or non-zero. If non-zero, the ith feature is classified
as an observation state; if zero, it is classified as a control state. Consequently, features related to
robot physics are detected as control states. In contrast, block position (xy) features are detected as
observation states, because the block-stacking guide function is only affected by the block positions.

4.2 Parent Branching

In the first phase of our bi-level planning framework, control states are applied to fixed-potential
particle guidance (PG) [46] to explore diverse control trajectories. PG promotes diversity among
generated samples within a batch. For instance, when moving a block to a target position, multiple



control trajectories can accomplish this task. Standard gradient-based approaches often suffer from in-
distribution bias and limited exploration, constraining trajectory diversity. In contrast, TDP enhances
exploration through this procedure, generating what we term parent trajectories.

Specifically, fixed-potential PG is implemented using the gradient of a radial basis function (RBF),
denoted V&, which can be computed directly from all pairwise distances between control trajectories
within a batch. Unlike conventional gradient guidance methods that pull samples toward high-reward
regions, PG introduces repulsive forces that push samples apart in the data space. This leads to a broad
coverage of dynamically feasible trajectories independent of task objectives. Although fixed-potential
PG incurs some inference overhead from computing kernel values between all trajectory pairs, it is
significantly more sample-efficient than learned-potential variants [46]], while remaining training-free
and modular. A single denoising step for parent branching is denoted as:

“l‘zc;irol — /'l'iomrol + apziv(b(“éomrol)v y‘ci)b_sl — ”?)bs + O‘gzivJ(“ébs)v (3)

where p! . and pl . denote the control and observation components of the predicted mean of
the denoising trajectory at timestep 4. Particle guidance V®(4..,o;) introduces repulsive updates
among control states to diversify denoising paths. In contrast, gradient guidance V.7 () steers
observation states toward task-relevant regions defined by the guide function. This enables a wide
exploration in the control state space, which helps to discover diverse observation state configurations
and exposes the planner to richer gradient signals from the guide function 7.

Notably, TDP formulates a single joint conditional distribution with an integrated guidance term.
As shown in Eq. [2} the overall guidance distribution is defined as h(7;) = hge(T;) - hpg(T;) Where
hee () denotes the gradient guidance component, and Ay, (-) denotes the particle guidance component.
Since both components jointly condition the same pretrained reverse denoising process, the perturbed
reverse denoising process is approximated as p(7;_1|7;) = N (7i_1; ui + atprX gTOP, Ei) where
gtop = V108 (heg(Ti) - hpg(T3)) = V108 heo (i) + V7 10g hpe (T3) = gog + gpe- Therefore,

i

p't v pt + arppXigrop 4

denotes the integrated guidance term from Eq. [3| where pu’~! = [,ui;nhol, uf,gj] and grpp = ggg +
goe = 7= (VO (Wonpor) + gV T (1)), TDP employs a single integrated guidance term,

which is the sum of the gradient guidance part (g,¢) and the particle guidance part (gp,).

4.3 Sub-Tree Expansion

In the second phase, we apply fast denoising with reduced steps Ny < N, where N is the original
number of diffusion steps, to refine parent trajectories using task gradient signals. For each parent
trajectory, we select a random branch site and generate a child trajectory by denoising from a partially
noised version of the parent, conditioned on the preceding segment. Sub-tree expansion proceeds as:

Té\k;fid ~ qN; (Tparent, C)  where C' = {sk}zzo and b ~ Unif(0, Tprea), 5)

where C' denotes the parent trajectory prefix, gy, is the partial forward noising distribution with N

denoising steps, and ‘ri\}:{ld is the partially noised trajectory from which the child trajectory is denoised
during sub-tree expansion. These child trajectories enable fine-grained local search around the parent
branch, improving alignment with the guide signal. Sub-tree expansion offers two key advantages:

« Enhance dynamic feasibility of parent trajectories: Diverse parent trajectories benefit exploration,
but perturbing the control states may lead to dynamically infeasible plans. During sub-tree
expansion, perturbed control states are refined by a pretrained diffusion denoising process.

« Efficient Local search: Sub-Tree expansion refines observation states of parent trajectories with
gradient guidance signal. Parent trajectories serve as initial points to guide child trajectories. Since
parent trajectories are intended to cover a broad region of search space, local search conditioned
on the parent trajectories is an efficient way to find better local optima.

Why is bi-level sampling necessary? We investigate the role of our bi-level sampling framework
in handling multi-reward structures, as illustrated in Fig.[3] We characterize problems with both local
and global optima and demonstrate that bi-level trajectory generation avoids local optima. Consider



trajectory data in a learned subspace, where the pretrained diffusion planner maps Gaussian noise
back to data space via the reverse denoising process. Given a test-time guide function defined as the
sum of Gaussian components (as defined in Proposition I, the following statements hold:

Proposition 1. Initialization problem in gradient guidance with diffusion planner. Assume that the
trajectory data X € R¥*D follows the Assumption 1 in [I8], and given guide J(X) = J1(X) +

J2(X) where J1(X) = exp (—%HX — Av1|\2), J2(X) = exp (—%HX —wJ_H2), wy L
span(A), vy is the first eigenvector of AT A, 01 < 02, and By (0,1 [J1(n)] < Eponr(o,1)[T2(n)].

a. If Xo ~ N(0,1), then the guided sample X1 converges to a local optimal solution.

b. If Xo ~ qn, (X T 5T where X7 is an unconditional sample with small perturbation, then the
guided sample X converges to a global optimal solution.

The proof is provided in Appendix [C] Guided sampling initialized from standard Gaussian noise can
be steered away from the subspace, converging to off-subspace local optima [[18], as illustrated in
Proposition[T}a. These samples may locally optimize the task objective but lie outside the learned
data manifold, resulting in unrealistic or infeasible trajectories. This occurs because standard gradient
guidance modifies the pretrained denoising process without preserving the underlying data structure,
causing the sampling to drift toward regions that satisfy the guidance objective but violate the
training distribution constraints. In practice, many test-time planning problems exhibit off-subspace
optima—for example, in maze navigation, unseen obstacles can block the learned shortest path,
making pretrained trajectory preferences suboptimal. In contrast, unconditional samples naturally
remain close to the learned data subspace since they follow the original training distribution. When
guided sampling is initialized from these on-subspace points, it can leverage both data structure and
gradient information to converge to the global optimum, as demonstrated in Proposition [T}b.

TDP’s bi-level planning framework enables flexible exploration through structural search over
trajectories. During parent branching, gradient guidance can be optionally applied to steer the
observation states, depending on task characteristics. Unconditional PG supports broad exploration
of the data space, effective for discovering diverse solutions in under-specified or multi-goal settings.
In contrast, conditional PG directs exploration toward regions aligned with the guide function, useful
for convex objectives where a single high-quality solution is desired (e.g., PNP tasks in Sec.[5.3).
Gradient guidance in parent branching provides a prior for sub-tree expansion but may also limit the
breadth of exploration in trajectory space. Each strategy offers complementary benefits: unconditional
PG promotes diversity without task-specific priors, while conditional PG enables targeted search.

S Experiments

We evaluate TDP across diverse zero-shot planning tasks featuring non-convex and non-differentiable
objectives. Our experiments assess zero-shot planning capabilities and robustness when addressing
unseen test-time objectives. All experimental hyperparameters are reported in Appendix [D}

While existing diffusion planners (e.g., MCTD [11]], Hierarchical Diffuser [4]) excel on standard
offline benchmarks, they suffer from zero-shot scenarios as discussed in Sec.[2] Consequently, we
focus comparisons on recent zero-shot planning approaches, particularly Trajectory Aggregation Tree
(TAT) [29], Monte-Carlo sampling [43]], and stochastic sampling [13]. We design our benchmarks to
challenge planners with unseen test-time objectives, in contrast to offline benchmarks that only test
learned dynamics aligned with the training distribution. For completeness, we provide supplementary
comparisons with sequential approaches (i.e., MCTD [L1], Diffusion-Forcing [10]) on standard maze
benchmarks in Appendix [J} Notably, despite being designed specifically for zero-shot planning, TDP
still surpasses these sequential approaches on standard benchmarks.

5.1 Baselines and Ablations

* Diffuser [1]: Diffusion-based approach that plans by iteratively denoising complete trajectories.
¢ AdaptDiffuser [2]: Fine-tune pretrained Diffuser with synthetic expert demonstrations.

 Diffuser” (TAT) [29]: Aggregate diffusion samples into a tree structure, bounding trajectory
artifacts. Although TAT equips the pretrained Diffuser with better performance in offline RL tasks,
its zero-shot planning capability is strictly constrained by standard diffusion sampling.



Table 1: Result of Maze2d Gold-picking. Mean performance of our method and baselines across 20 tasks (5
random seeds each). Four types of test maps are depicted in Appendix [E] + denotes standard error.

Environment \ Diffuser  Diffuser” MCSS MCSS+SS  TDP wiochiidy TDP woprGg) TDP
Maze2d Medium 10.1 £25 123 +26 172 £34 174 +32 19.0 £35 39.1 £42 39.8 +42
Maze2d Large 43 +18 9.3 +26 250 +38 212 435 304 +4.1 41.1 +42 47.6 + 4.1
Single-task Average | 6.8 10.8 21.1 19.3 24.7 40.1 43.7
Multi2d  Medium 7.7 +24 8.6 +24 323 +39 292 +36 353 +43 75.9 +30 74.7 30
Multi2d  Large 9.9 +26 23.1+36  57.5+40 58.0+3s8 59.1 +39 64.9 +37 70.0 £35
Multi-task Average \ 8.8 15.9 449 43.6 47.2 70.4 72.4

* Monte-Carlo Sampling with Selection (MCSS) [43]]: Sample multiple trajectories from the
pretrained Diffuser and select the best trajectory based on the guidance score. Monte Carlo
sampling methods effectively explore the solution space and approximate optimal trajectories [47]].

* Stochastic Sampling (MCSS+SS) [13]: MCMC-based, training-free guided planning method
requiring M times more computation than MCSS, where M is the number of iterations in the
inner loop of diffusion sampling. Following [13]], we set M = 4 in all our experiments.

* TDP (wio chila): Remove the Sub-Tree Expansion phase from TDP, relying solely on parent trajec-
tories generated by conditional PG sampling without further refinement through sub-trajectory
sampling. This isolates the contribution of parent trajectories to overall planning performance.

e TDP wioPG): Ablate the particle guidance step in Parent Branching, relying solely on gradient
guidance to generate parent trajectories. This highlights PG’s role in producing diverse parents
that serve as initialization points for Sub-Tree Expansion.

5.2 Maze2d Gold-picking

We extend the single gold-picking example [2] in the Maze2D environment [40] to a multi-task
benchmark. The agent is initialized at a random position in the maze and has to find the gold at least
once before it reaches the final goal position. As discussed in Sec.[3.3] the gold-picking task is a
planning problem with a test-time non-differentiable constraint, where the agent must generate a
feasible trajectory that satisfies an initial state, a final goal state, and an intermediate target (the gold
position). In addition, the task is a black-box problem that requires inferring the intermediate goal
(i.e., gold) location using only a distance-based guide function, without access to the gold’s exact
position. To address this setting with diffusion planners, prior work [2] proposes an approximate,
distance-based guide function 7 (7) = — ZTif |si — Sgold||, Where sgo1q denotes the gold position.
While this approximate function is used for the gradient guidance sampling, the true guide function
J(r)=—- . min  ||s; — Sgoual| is used for selecting the best one from the generated candidates.
% v+ s Tpred

We report the performance of TDP and baselines in Table [I] TDP consistently outperforms both
Diffuser” and MCSS across single- and multi-task settings. Notably, even TDP (wro child) achieves
approx. a 7% performance improvement over MCSS overall. TDP generates farther sub-trajectories
through sub-tree expansion, allowing the planner to localize the gold position better and collect
stronger gradient signals from the surrounding region to guide the trajectory effectively. This bi-level
trajectory sampling approach enables the discovery of the hidden gold location within the map.

5.3 KUKA Robot Arm Manipulation

We evaluate the test-time planning performance of TDP and baselines on robotic arm manipulation
tasks. Diffusion planners are pretrained on arbitrary block stacking demonstrations collected from
PDDLStream [48]] and are typically evaluated on downstream tasks such as conditional stacking [[1]]
and pick-and-place [2]], where test-time goals are specified to the planner. Both tasks aim to place
randomly initialized blocks into their corresponding target locations in a predetermined order. The
pick-and-place task is more challenging because it requires placing each block at a unique target
without access to expert demonstrations. To better isolate test-time planning capability, we evaluate
a variant of the conditional stacking task [2]] without using the pretrained classifier on expert data.
We refer to this variant as PNP (stack), and the original task is denoted as PNP (place). For both
tasks, the pretrained diffusion planner is guided to generate 4 sequential manipulation trajectories,



one for each block, toward its target location Sy, Using a naive guidance objective defined as
J(1) ==, 1I8i — Starget||- As shown in Table 2] TDP achieves an average improvement of 10%
over MCSS and 20% over TAT in two PNP tasks, demonstrating strong generalization to diverse task
configurations. Notably, TDP (w/o PG) outperforms MCSS by 18% on PNP (place), underscoring the
role of our sub-trajectory refinement mechanism in such out-of-distribution planning scenarios.

Moreover, we carefully design a more challeng-
ing test-time manipulation task which extends PNP
(place), namely pick-and-where-to-place (PNWP). As

Reward

shown in Fig. ] the agent must find a global op- Xjocal

timal trajectory given non-concave guide function ;

J(T) = =2 c1llsi— Sicall — c2|8i — Smiall + X
global

¢3||8; — Sglobal || Where 1, c2, c3 are positive constants
and Siocal, Smid, Sglobal are the local, middle, and global
target positions, respectively. Both sgjoba and Siecal
are equidistant from the robot arm’s attachment point. Figure 4: Pick-and-Where-to-Place (PNWP).
Since the local optimum has a wide peak while the PNWP evaluates the agent’s exploration capacity
global optimum has a narrow peak, agents easily get in the robot arm manipulation environment. The
trapped in local optima without sufficient exploration. agent must infer suitable placement locations for
‘While PNP requires ﬁtting blocks into a target Conﬁg_ each block based on the reward distribution and
uration, PNWP challenges planners to distinguish be- plan corresponding pick-and-place actions.
tween globally optimal and suboptimal arrangements.

X

X * *
Xlocal xglobal

Table 2: Result of Robot Arm Manipulation. Mean performance of baselines, ablations, and our method.
Diffuser uses 1 sample, while others use samples € {6, 12, 18,24} with 100 seeds. + denotes standard error.

Environment \ Diffuser Diffuser” AdaptDiffuser MCSS MCSS+SS  TDP wiochiiay  TDP worc) TDP
PNWP ‘ 31.13 +007  34.72+000  39.72 +0.08 35.69 +007  36.24 +009  35.53 + 008 66.63 +0.15  66.81+0.17
PNP (stack) 51.5 008 60.08 +0.16  60.54 +o0.18 5991 +019  56.8 +o0.16 60.00 +0.19 59.42 +019  61.17 +024
PNP (place) 2131 +o00s 2144 +o010 36.17 o1 31.37 010 35.5 019 32.19 +o.10 36.94 013 36.94 + 0.3
PNP Average | 36.41 40.76 48.36 45.64 46.15 46.10 48.18 49.06

We report the performance of TDP, baselines, and ablations in Table[2] Mono-level guided sampling
methods (i.e., AdaptDiffuser, MCSS(+SS), TAT, and TDP (w/o child)) tend to converge to local optima,
often stacking all blocks at a single position, since a landscape of local optima is spread out in a
broader range as shown in Fig.[d] In contrast, bi-level sampling approaches (i.e., TDP and TDP
(wlo PG)), which combine parent branching and sub-trajectory refinement, are better able to identify
globally optimal placements consistently. Notably, TDP outperforms AdaptDiffuser both on the
standard benchmark (PNP) and on the custom task (PNWP). This demonstrates that TDP’s test-time
scalability and generalization enable zero-shot planning that surpasses the training-per-task approach.

a. b.

: x4
x;ocal ' &

Pairwise traj. distance

" MCSs TAT TDP TDP TDP MCSS TDP
/o chitd) /o PO

Figure 5: Diverse Trajectory Generation. a. Mean pairwise distance computed over 32 trajectories, averaged
across 100 planning seeds in PNWP. Error bars indicate standard error. b. Visualization of trajectory generation
process and rollout results of MCSS and TDP.

The key advantage of our method over the baselines comes from employing unconditional PG in
the parent branching phase, enabling broad exploration of the trajectory space. Both TDP and its
ablations produce diverse trajectories (see Fig. E]-a); however, TDP (w/o child) often fails to find the
global optimal placement due to the use of conditional PG in parent branching, which can bias samples
toward local optima. The mean pairwise trajectory distance decreases when PG is combined with
sub-tree expansion, as the generated sub-trajectories share segments with their corresponding parent
trajectories. Unconditional PG enables the generation of diverse, gradient-free parent trajectories.
When combined with sub-tree expansion guided by the objective, this bi-level strategy supports
compositional solutions that successfully stack blocks into global optimal placement (see Fig. [5}b).
More detailed information on the evaluation metrics among these tasks is available in Appendix [F}



5.4 AntMaze Multi-goal Exploration

Figure 6: AntMaze Multi-goal Exploration. A priority-aware multi-goal exploration designed to evaluate
exploration in AntMaze locomotion planning. A diffusion planner predicts the next Tp.q = 64 steps (bright
areas on the map) using a net guide signal from multiple goals, with a maximum horizon of 2000 steps.

We finally evaluate test-time multi-goal exploration capability on AntMaze [40], which is more
challenging than Maze2D due to its high-dimensional observation space for controlling the embodied
agent. Its complexity causes the pretrained diffusion planner to predict shorter horizons than the
full trajectory length [49]. We design a new multi-goal task in which the agent must visit all goal
positions in the correct order of priority, as specified by the guide function J(7) = ). geg Mg -

exp (— Zi<de |si — sg 12/ 07) where G is the set of goal positions and &, o, are parameters for

gaussian guide function at each goal g € G. For example, the agent in Fig. [f] first visits goal g, at
t = t3. If it subsequently visits g1, g4, and g3 after ¢ = t3, it successfully reaches all four goals in
the sequence go — g1 — g4 — g3. However, two precedence rules are violated (g2 — g1, g4 — 9g3)
while the remaining four (g2 — g4, g2 — 93, g1 — g4, and g1 — g3) are satisfied. In this scenario,
the agent achieves a goal completion score of 4/4 but only 4/6 priority sequence match accuracy.
Maximum accuracy of 6/6 can only be achieved by visiting all goals in the correct prioritized order.

Table 3: Result of AntMaze Multi-goal Exploration. Mean performance of baselines, ablations, and our
method. Diffuser uses 1 sample, while others use samples € {32, 64,128, 256} with 100 seeds. We report three
metrics: number of found goals, sequence match score, and average timesteps per goal. + denotes standard error.

Metric | Diffuser Diffuser” MCSS MCSS+SS  TDP wiochilay TDP wopc)y TDP
# found goals T 1.5 +03 124 +08 613 +20 628 +19 65.8 + 1.9 64.6 + 1.9 66.1 + 1.9
sequence match 1 1 +o0s6 1.2 +027 302413 31.2+13 338 +15 32.7 +14 33.8 +14
# timesteps per goal | | 5333.3 4020.1 612.1 604.4 574.3 578.3 558.4

We report the performance of TDP, baselines, and ablations in Table |§| using three metrics, with
detailed definitions in Appendix [} TDP achieves about 11% improvements over MCSS in both the
number of found goals and the sequence match score, while also reducing timesteps per goal. The
ablations highlight complementary roles of the components: when PG is removed (TDP (w/o pG)), all
three metrics degrade, confirming that PG is essential for both goal discovery and sequence alignment.
In contrast, removing child branching (TDP (wro child)) maintains performance on the first two metrics
but requires more timesteps per goal, suggesting less efficient exploration in the environment.

6 Conclusion

In summary, we propose TDP, a flexible test-time planning framework that leverages a pretrained
diffusion planner via a bi-level trajectory-sampling process without training. By balancing trajectory
diversity and gradient-guided refinement via a branching structure of sampled trajectories, our method
addresses key limitations of conventional test-time-guided planning. Empirical results across both
structured and compositional manipulation tasks demonstrate consistent performance gains over
existing baselines, particularly in scenarios that demand out-of-distribution generalization. Our
experiments also highlight the robustness of the framework in handling non-convex, multi-objective
guidance and non-differentiable constraint problems, where naive gradient guided methods often fail.

Limitation and Future Work. While TDP outperforms existing planning approaches across a suite
of challenging test-time control tasks, our bi-level trajectory generation process incurs additional
computational cost due to the expanded search in trajectory space and the pairwise trajectory distance
calculations. We analyze the additional computational time required for the two PNP tasks and the
PNWP task in Appendix |G| Future work may explore more efficient search strategies or learned
priors to reduce overhead while ensuring sufficient exploration and preserving planning performance.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Our abstract and introduction explicitly outline the claims and contributions,
which are consistent with our experimental findings.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We have discussed limitation in the conclusion section. (see Sec.[6)
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
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* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.
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address problems of privacy and fairness.
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will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: We provide the proof of our proposition in Appendix [C]
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide comprehensive implementation details through step-by-step guide-
lines in Appendix [A] [B]which outline TDP’s complete pipeline. Additionally, all hyperpa-
rameters for every experiment reported in the main paper are documented in Appendix
ensuring full reproducibility of our results.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

15



Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: Code with instructions to reproduce the main results is available on the project
website.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: The experimental details are provided in the appendix/supplementary material.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: We report the performance with their standard errors.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Compute resources required for the experiments are provided in Appendix [D}
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: Research in this paper conform with the Code of Ethics.
Guidelines:

» The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
o If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.
* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: The paper poses no such societal impacts.
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We cite the original papers that produced any code or data used in our paper.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: [NA|
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: [NA|
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: [NA|
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Tree-guided Diffusion Planner

Step 1. Parent Branching In the first phase of bi-level sampling, N parent trajectories are generated
via Algorithm[2] IV denotes the number of trajectories sampled in a batch.

Step 2. Sub-Tree Expansion In the second phase of bi-level sampling, N child trajectories are
generated via Algorithm 3| Each child trajectory is generated from a parent trajectory, and the
branching site is randomly chosen among intermediate states in the parent trajectory.

Step 3. Leaf Evaluation Now we construct a trajectory tree consisting of parent and child
trajectories. The root node of the tree corresponds to the initial state, and the tree has 2V leaf nodes.
Each leaf node represents a complete trajectory and is associated with a guide score of the path from
the root. The path to the leaf with the highest score is selected as the final solution trajectory.

Step 4. Action Execution TDP supports both open-loop and closed-loop planning. In open-loop
planning, the agent executes the entire solution trajectory as planned. In closed-loop planning, the
agent executes only the first action of the planned trajectory, then replans by repeating Step 1-3 at
each timestep.

B Algorithms

Algorithm 1 State Decomposition (SD)
1: Input: 7, trajectory T
2: W = number of features in state vector of T
3 (81,82,...8w) =T
4: lcontrol < [] lobs H
5: fori=1to W do
6.
7
8

if 22 —= 0 then
Append 8 10 leontrol

: else
9: Append s; to lops
10:  end if
11: end for

12: return [leontrol, Lobs)

Algorithm 2 Parent Branching Algorithm 3 Sub-Tree Expansion

1: Input: py, SN, T, oy, C, parent trajecto-
ries Tparent, NUMber of samples B, planning
horizon T', fast diffusion steps Ny < N

: for j =1to Bdo
: // random branch site

1: Input: 1, X%, N, J, scales (a, o), parti-
cle guidance kernel ®(-), condition C'
2: Initialize plan 7 ... ~ N(0,1)

3: fori = Nto1do
p' 4 g (T;arent)

// state decomposition

[Méontrol’ u(;bs] « SD(j :u’)
// particle guidance

—1
Mcomrol — Mcontrol + apz V<I)(:ucontrol)
9:  // gradlent guidance

10: Mobs « Mobs + Qg 2 V*7(:’-Lobs)
L1 :uparent « [N’conr_rol’ /”Lobs ]

12: parent ~ N(,uparemv Z)

13:  Constrain Tparent with C'

14: end for

15: return 7.

A

2

3

4:  b; ~Uniform([0,T))

5:  Extract first b; states from T parent, ;

6:  C— {sp}v,

7 // perturb parent traj.
N

8: Tchjf]d,j 4Ny (Tparent.,ja C)

9: // fast planning

10: fori= Nytoldo

11: ph = :u9(T<i:hild,_j) _ o
12: Tinid, ™ /\/(/ﬁ + SV T (i), B
13: Constrain Tchﬂd j with C'

14: end for

15: end for

16: return 79,




C Proof of Proposition [I]

Given guide J(X) = J1(X) + J2(X), orthogonal gradient V| 7 (X) to the subspace spanned by
A is calculated as follows:

VLJ(X) = — |:01%(I - AAT)(X — A’Ul)jl(X) + ;%(X - wl)jQ(X) (6)

We examine the orthogonal reverse process applying the orthogonal gradient guidance:

1 1 —
dX@L = (2 - h(T—t)) Xt,Ldt + VLf(Xt)dt + (I — AAT)th (7)

where the conditional distribution X;| X in forward process is Gaussian, i.e., N (a(t)zg, h(t)I)

where h(t) = 1 —a?(t) = 1 — exp(—+/t) [18]. First we consider the case when Xy ~ N(0, I). The

orthogonal gradient can be approximated as V.7 (X) ~ — 2 (X, — w, )J2(X) by assumption. As
o2

J2(X) > Ex,[J2(Xo)] =: bp > 0 and taking expectation, it is derived by linear ODE dE[X, || =

[(*y(t) - %) E[X, 1]+ %wl} dt. Solving this ODE, we get lower bound of the expectation of
2 2
displacement of the final state E[| X7 | |] > exp (—®(T,0)) (g—% fOT exp (P(s, O))ds) |w, | where

D(t,s) = f; ~y(u) — %) du. Since the coefficient of direction vector w is a tractable positive
2

constant, the final state is always off-subspace. The final state converges linearly as the given guide

function satisfies the PL condition and the Lipschitz property [50]. However, the global optimal

solution lies in the subspace spanned by A, guided sample converges to local optimal solution which

is orthogonal to the subspace.

Second, we consider the case when X ~ g, (X T 7). As the small perturbation is added to the
unconditional sample in the subspace, the orthogonal gradient can be approximated as V.7 (X)
,%(] —AAT)(X — Av)) I (X) = fﬁlel (X). From Eq. we get linear ODE dE[X; || =

[(7(7&) — %%Jl(X)) E[Xt7L]} dt. AsE[Xy ] =0, we have E[ X7 || = 0, which means the final

state is on-subspace. Similar to the previous case, the final state converges linearly to the global
optimal solution lying on the subspace as the given guide function satisfies the PL condition and
Lipschitz property [50].

Q

0.5 1 — y=lexp(-x?) +Lexp(-(x - 4)?)

==~ Local Maximum
——- Global Maximum

% -4 2 0 2 4 6 8 10
X
Figure 7: 1D Example of Local&Global optimum existing reward problem. When gradient guidance is
initialized at x = —2, it converges to a local maximum at x = 0. This example highlights the importance
of using multiple initial points when applying gradient-based guidance, which can improve the probability of
reaching the global optimum under a test-time guide function.
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D Hyperparameters

In Maze2D gold-picking tasks, we use the same number of diffusion steps for both parent trajectory
generation and sub-tree expansion, as any state within a valid maze cell can serve as a feasible
trajectory starting point. For fair comparison, we evaluate MCSS and TAT with twice the number of
samples (256) to account for their single-stage sampling design. All experiments were conducted

using a single NVIDIA GeForce RTX 3090 GPU.

Table 4: Hyperparameters of three tasks.

Task Name Value
maze2d-medium planning horizon 7jreq 256
maze2d-medium maximum steps 7max 600
maze2d-large planning horizon Tjeq 384
maze2d-large maximum steps 7ax 800

Maze2D Gold-picking Threshold distance 0.3
gradient guidance strength o 62.5
particle guidance strength «), 0.1
diffusion steps N = Ny 256
Number of samples B 128
planning horizon T}yeq 256
maximum steps 7 max 800
guide function parameters ci, c2, €3 1.0,1.5,2.0
Peak width ratio (Hsmid — Slocal H : ||Smid - Sgl(ybal H) 3:1
Threshold distance (PNP (stack), PNP (place)) 0.2

Kuka Robot Arm Manipulation Threshold distance (PNWP) 0.4
gradient guidance strength oy 100
particle guidance strength cv, (PNP (stack)) 0.25
particle guidance strength o, (PNP (place)) 0.50
diffusion steps N 1000
fast diffusion steps Ny 100
planning horizon Tjyeq 64
maximum steps Zmax 2000
Threshold distance 0.1
gradient guidance strength oy 0.1
particle guidance strength o, 0.1

AntMaze Multi-goal Exploration first goal configuration (hg, , og, ) (4.0, 0.05)
second goal configuration (hg,, 0g,) (2.0, 0.15)
third goal configuration (hg,, 0gs (0.5,0.2)
fourth goal configuration (hg,, 04, (0.25,0.25)
diffusion steps N 20
fast diffusion steps [Ny 4
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E Maze2D Gold-picking Test Map
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Figure 8: Maze2d-Medium Single-Task Test Map.
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Figure 9: Maze2d-Medium Multi-Task Test Map.
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Figure 10: Maze2d-Large Single-Task Test Map.
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Figure 11: Maze2d-Large Multi-Task Test Map.

F Evaluation Metrics
We explain the evaluation metrics used in Table 2]and Table[3]

KUKA Robot Arm Manipulation. In PNP (stack), the agent gets 1 point whenever it stacks a
block on the existing block. The maximum points the agent can get is 3 points since there are 3
blocks to stack (one is fixed). In PNP (place), the agent gets 1 point whenever it moves a block to a
desired space. The maximum points the agent can get is 4 points since there are 4 blocks to move. In
PNWP, if the agent moves a block to a region of global optimum, it will get 1 point, while it can get
only half a point if it moves a block to a region of local optimum. Therefore, the maximum score that
the agent can achieve in this task is 4 points, as it is guided to move 4 blocks in total.

AntMaze Multi-goal Exploration. The number of found goals denotes the number of goals that

the agent has found until the task is ended. The number of timesteps per goal indicates the timesteps
consumed to reach each goal. Sequence match evaluates how closely an agent follows a predefined
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sequence of visits. For example, if the defined sequence is 1 — 2 — 3 — 4, the agent earns points
based on the number of ordered pairs (i.e., {(1,2), (1, 3), (1,4), (2, 3), (2,4), (3,4)}) included in its
path. The maximum score an agent can obtain is 6 points (.’ (3) = 6). If the agent’s visiting order
is 2 - 3 — 4 — 1, then the ordered pairs (2,3), (3,4), and (2,4) match the order in the defined
sequence, resulting in a score of 3 points.

G Time Budget Analysis

We analyze the extra time cost of our method 1) to calculate pairwise distance of trajectory samples
for particle guidance and 2) to expand sub-tree trajectories by fast-denoising, as shown in Table[3]

Table 5: Planning Time Comparison in KUKA Robot Arm Manipulation. The results are
averaged over 100 planning seeds per trajectory generation. All test results are measured on a single
NVIDIA GeForce RTX 3090 GPU core. The unit is second (s).

Task \ Diffuser Diffuser”™ MCSS TDP (w/ochild) TDP (woPG) TDP
PNP (stack-place) | 16.28 16.73 16.39 17.25 18.02 19.08
PNWP 16.66 17.53 16.89 17.59 17.87 18.31

H Hyperparameter Selection

TDP relies on three key hyperparameters: gradient guidance scale oy, particle guidance scale oy,, and
fast denoising steps N ;. We provide an empirical analysis of these hyperparameters on the KUKA
tasks (PNP (place) and PNWP), demonstrating the robustness of TDP across a broad range of values
for each hyperparameter. Each result used 18 samples per planning. Bolded values indicate the
defaults used in the main experiments, and the rest of the hyperparameters are fixed to their default
values as denoted in Appendix [D]

Table 6: Effect of Ny on TDP Performance. + denotes standard error.

Ny | 50 100 200 400
PNP (place) | 37.1 £008 37.8 +009 38.1 £008 38.0 +0.07
PNWP 65.7 014 67.1 £010 683 +£009 68.8 +0.10

Table 7: Effect of o, on TDP Performance. + denotes standard error.

ap | 0.1 0.25 0.5 1.0
PNP (place) | 37.4 008 36.6 +008 37.8 £009 35.5 +o.11
PNWP 66.5 o014 66.1 £o11  67.1 £o10 64.8 +013

Table 8: Effect of oy on TDP Performance. + denotes standard error.

Qg \ 25 50 100 200
PNP (place) | 38.1 £008 38.6 £007 37.8 £009 36.0 £0.12
PNWP 67.8 +009 682 +o011  67.1 010 64.0 +0.14

Based on the ablation study, we provide practical guidelines for selecting each hyperparameter for
unseen test tasks.

* Ny: This can be selected based on the environment before planning time. A common heuristic is
to set Ny between 10% and 20% of the original diffusion steps used by the pretrained diffusion
planner.

* «p: In practice, o, typically lies within the range [0.1, 0.5]. This range is compatible across stan-
dard environments, where state spaces are normalized (e.g., to [-1, 1]). Increasing «,, encourages
greater diversity in parent trajectory sampling.

* ag: This should be empirically tuned based on the characteristics of the test-time task and guide
function.
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I Ablation Study: Number of Samples

Our framework aggregates multiple trajectory samples during test-time planning, where the number
of samples significantly impacts performance. While the main paper reports averaged results across
different sampling budgets, here we provide a detailed ablation to show how performance varies with
the number of samples.

L1 Kuka Robot Arm Manipulation

Table 9: Result of PNP (stack). + denotes standard error.

#samples | Diffuser” MCSS TDP wiochilay TDP wopG) TDP

6 59.3+0.10 61.3+010 62.0+008 56.0+0.10 62.3+0.09
12 61.0+0.09 58.7+0090  57.0+0.09 59.7+0.10 56.0+ 0.09
18 58.7+0.09 58.0+010 62.0+0.09 59.7+ 0.09 66.0+0.10
24 61.3+008 61.7+000  59.0+0.10 62.3+0.10 60.3+0.09

Table 10: Result of PNP (place). + denotes standard error.

# samples \ Diffuser” MCSS TDP (wiochily  TDP woprc)y TDP

6 20.8+ 0.08 30.2+008  31.8+008 34.0+ 0.08 35.2+0.07
12 21.0+0.07 31.2+008 31.0+008 37.2+ 008 35.5+008
18 21.2+0.06 32.2+007  33.2+007 37.5+ 007 37.8+0.09
24 22.8+0.07 31.8+008 32.8+007 39.0+0.09 39.2+0.08

Table 11: Result of PNWP. + denotes standard error.

#samples | Diffuser” MCSS TDP wiochilay TDP wopG) TDP

6 33.5+ 005 34.8+005 34.4+ 005 64.5+0.11 65.1+0.11
12 33.6+0.05 35.2+005 36.0+00s5 65.6+0.10 65.0+0.11
18 36.0+ 0.05 35.5+005 34.9+0.0s5 67.6+0.10 67.1+0.10
24 35.8+0.05 37.2+004 36.9+004 68.8+0.10 70.0+ 0.10

1.2 AntMaze Multi-goal Exploration

Table 12: Number of Found Goals + denotes standard error.

#samples | Diffuser” MCSS TDP wiochilay TDP wopG) TDP

32 11.5 +16 535 +37 53.8 £38 59.8 +37 57.5 +309
64 135 +17 56.5 +41  73.8 £34 61.0 +338 73.8 +34
128 135 +19 66.0 £38 673 £37 67.3 +£36 63.5 +36
256 11.3+16 69.3 +39 70.8 £36 70.3 +309 69.5 +33

Table 13: Sequence Match Score. + denotes standard error.

# samples \ Diffuser” MCSS TDP (wiochity  TDP woprc) TDP

32 0.8+022 253+147 243+ 15 27.7+ 150 27.3+157
64 1.2+ 029 27.8+168 35.0+1381 30.5+ 170 36.5+ 145
128 2.0+ 047 337+171 385+ 174 34.8+ 1.62 33.8+1.87
256 0.8+022 34.0+152 373+186 37.8+1.78 37.5+ 177

Table 14: Number of timesteps per goal. + denotes standard error.

#samples | Diffuser” MCSS TDP (wochitay TDP wopc) TDP

32 4347.8 801.1 773.4 661.6 708.4
64 3703.7 667.5 598.7 626.7 462.0
128 3703.7 549.0 545.2 564.3 594.1
256 44445 481.1 467.4 478.7 504.0
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J TDP performance on the standard maze benchmark

TDP surpasses sequential approaches (i.e., MCTD [11]], Diffusion-Forcing [10]]) on the standard maze
offline benchmarks [51]].

* pointmaze-{medium, large, giant}-navigate-v0: 100 £ 0
* antmaze-{medium, large}-navigate-v0: 100 £ 0
* antmaze-giant-navigate-v0: 98 = 6

TDP has advantages over sequential approaches even in single-task scenarios, in terms of trajectory
optimality. For instance, in standard maze benchmarks, the shortest-path trajectory between initial
and goal states represents the globally optimal solution, while longer trajectories correspond to
suboptimal (local optimal) solutions [4]. As maze environments scale up, identifying globally optimal
solutions requires evaluating combinatorially diverse trajectory candidates with varying structures.

Single-step exploration methods like MCTD optimize actions one step at a time (via guided vs.
non-guided action selection), which tends to lead to locally greedy decisions [52] and results in longer
trajectories than the shortest path. In contrast, TDP employs a multi-step exploration framework via
bi-level search, enabling per-step action selection based on multi-step future rewards evaluated across
diverse-branched trajectory candidates. This approach allows TDP to be able to assess long-term
action consequences and avoid the local optimal path.

K Learned PG vs. Fixed PG

Learned potentials [46]] offer slight improvements in both sample diversity and overall performance.
The results below compare TDP using learned versus fixed potentials on the KUKA benchmarks.

 pairwise trajectory distance: Learned PG (17.54 +o0.04) vs. Fixed PG (17.38 +0.0s)

¢ performance:
— PNP (stack): Learned PG (61.28 +022) vs. Fixed PG (61.17 +0.24)
— PNP (place): Learned PG (37.04 +o0.12) vs. Fixed PG (36.94 +0.13)
— PNWP: Learned PG (67.23 +o0.5) vs. Fixed PG (66.81 +0.17)

However, training a task-specific particle guidance potential model requires expert demonstrations,
making it impractical for unseen tasks.
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