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Abstract

ChatGPT has been increasingly used not only001
as a productivity tool but also to evaluate its per-002
formance on various NLP tasks. While prior003
works have vouched for its language under-004
standing and generation capabilities, limited005
efforts have been made to assess the robustness006
of ChatGPT under adversarial perturbations.007
This work aims to evaluate the effect of input008
perturbations on the accuracy for prediction;009
quality of explanation for the prediction, and010
confidence in the prediction, for the most funda-011
mental task of Information Extraction (IE) i.e.,012
Named Entity Recognition (NER). We present013
a systematic evaluation of the robustness of014
ChatGPT (under both zero-shot and few-shot015
setups) on two NER datasets using both auto-016
matic and human evaluations. Our findings sug-017
gest: ChatGPT is more brittle on Drug or Dis-018
ease replacements (rare entities) as compared019
to the perturbations on widely known Person020
or Location entities; the quality of explana-021
tions for the same entity considerably differ022
under different types of “Entity-Specific" and023
“Context-Specific" perturbations, and it is over-024
confident for the majority of the incorrect pre-025
dictions which could misguide the end-users,026
potentially breaching their trust in predictions.027

1 Introduction028

The rapidly evolving field of natural language029

processing (NLP) witnesses the upsurge of large030

language models (LLMs) (GPT3 (Brown et al.,031

2020b), LaMDA (Thoppilan et al., 2022) and032

PaLM (Chowdhery et al., 2022), etc.). Prompt-033

ing these models has emerged as a widely adopted034

paradigm, given their superior zero-shot learning035

capability (Min et al., 2022). Moreover, with a036

proper instruction (Hegselmann et al., 2023; Ma037

et al., 2023), these LLMs achieve better perfor-038

mances on downstream NLP tasks. ChatGPT1 is039

one of such powerful LLM that has attracted a huge040

1https://openai.com/blog/chatgpt

NER Prediction: orthostatic hypotension (Disease)
Explanation: Orthostatic hypotension is a type of low blood 

pressure that occurs upon standing up from a sitting or lying 

down position.

Prediction Confidence: 0.9

Original: A lesser degree of orthostatic hypotension occurred with standing.

Perturbed: A lesser degree of orthostatis occurred with standing

NER Prediction: degree(Disease)
Explanation: It is a disease that occurs due to several 

reasons

Confidence: 0.8

✅

❌

Figure 1: An example of sentence from BC5CDR in
which the disease entity orthostatic hypotension has
been perturbed with a synonym orthostatis. Before
perturbation, the disease was correctly predicted and
explained in the right way with high confidence (90%).
After perturbation, degree has been incorrectly predicted
as a disease entity with a wrong explanation. However,
ChatGPT is nearly equally confident (80%) as the situa-
tion when it made a correct prediction.

volume of users ever since its inception. However, 041

it is not clear whether it is reliable in the realistic 042

applications in which entities or context words can 043

be out of distribution of the training data, thereby 044

calling attention to gauge its robustness. While 045

previous efforts have evaluated various aspects of 046

ChatGPT in law (Choi et al., 2023), ethics (Shen 047

et al., 2023), education (Khalil and Er, 2023), verifi- 048

ability (Liu et al., 2023) and reasoning (Bang et al., 049

2023), we focus on its robustness (Bengio et al., 050

2021) to adversarial input perturbations, which has 051

not been thoroughly evaluated yet. 052

Since ChatGPT is a black-box model that hardly 053

provides any information about its training details, 054

the generated responses can significantly influence 055

user’s trust (Deshpande et al., 2023; Huang et al., 056

2023). Hence the evaluation based on its sensitivity 057

to input perturbations should also involve gaug- 058

ing the reliability of responses under the light of 059

robustness by investigating its prediction confi- 060
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dence and the rationale2 behind its prediction.061

In order to assess that, we focus on an elemen-062

tary IE task, i.e., Named Entity Recognition (NER).063

We make adversarial changes in the input data at064

both “Entity-level” (by replacing target entities065

with other entities of the same semantic class in066

Wikidata, typo, alias, random string”); and at the067

“Context-level” (by using pre-trained language mod-068

els (e.g., BERT (Devlin et al., 2019)) to generate069

contextual verb substitutions). In this paper, we070

investigate the reliablity of ChatGPT’s prediction071

under both zero-shot and few-shot settings along072

three dimensions, including RQ1) Performance073

Shift under Attack: How does the robustness of074

ChatGPT vary with domains and types of perturba-075

tions? Does ChatGPT make incorrect predictions076

for the examples which are easy for humans? RQ2)077

Difference in Explanation Quality under Attack:078

Is ChatGPT better at explaining its predictions on079

a local-level (grounded in the input) or a global-080

level (grounded in world knowledge) and how does081

that vary under attack under zero-shot setup? We082

also examine if the perturbation in the target entity083

causes a change in semantic similarity of other non-084

target entities explanation before and after attack.085

We have also assessed the difference in explanation086

quality of the same entities (local-level or global-087

level) before and after attack using both automatic088

and human evaluation. RQ3) Variation in Con-089

fidence Calibration under Attack: Is there any090

difference between prediction confidence between091

correct and incorrect predictions under attack?092

In a nutshell, our contributions are four fold:093

1. To the best of our knowledge, we are the first to094

comprehensively analyze the effect of adversarial095

perturbations on ChatGPT’s predictions and ratio-096

nale behind its prediction.097

2. Our automatic evaluation reveals that under the098

light of robustness ChatGPT’s predictions and faith-099

fulness of explanations are less reliable on domain-100

specific entities compared to popular entities; and101

quality of explanations for the overlapping entities102

which are predicted both before and after attack103

also considerably vary, indicating less reliability.104

3. Human evaluation further validates our findings105

from automatic evaluation and we throw some light106

on human’s notion of informativeness of explana-107

tions, ease of entity prediction under perturbations108

and how does that correlate with the behavior of109

2We use the terms rationale and explanation, robustness
and reliability interchangably

ChatGPT. 110

4. Even though ChatGPT is overconfident for in- 111

correct predictions, its overconfidence can be sig- 112

nificantly reduced using in-context learning; the 113

quality of explanations (containing both local and 114

global cues) also improve under few-shot setup. 115

2 Can we automatically generate 116

Adversarial Perturbations? 117

Inspired by (Lin et al., 2021), we generate high- 118

quality adversarial examples for evaluating the ro- 119

bustness of ChatGPT on the task of NER by per- 120

turbing both the entities (“Entity-specific”) and 121

contexts (“Context-specific”) of original examples. 122

We refer to the perturbed entity as “target entity" 123

(TE). In a sentence (S) of length n, we denote a tar- 124

get entity as T and it is replaced by a perturbating 125

entity T 1
E , thereby generating perturbed sentence 126

(S1). Besides, target entity there could be other 127

possible k entities (OE = OE1 , OE2..........OEk
) 128

(where k ă n). Some samples of adversarial sen- 129

tences are presented in Table 1. It is important to 130

note that, we perform perturbation of 1 target entity 131

or verb at a time to generate S1 before checking 132

NER prediction by ChatGPT. 133

A. Entity-Specific: In this case, we are generating 134

the following perturbations of entities present in the 135

sentences (containing TE), and asking ChatGPT to 136

predict named entities for the perturbed sentences 137

(containing T 1
E). 138

a) Alias Replacement: We use Wikidata API to 139

link the target entity TE in original examples from 140

its surface to canonical form in Wikidata with a 141

unique identifier (Entity Typing) and generate p 142

aliases (TEa1 , TEa2 ... TEap) of those entities. 143

b) Same Entity Type Replacement: We perturb 144

TE with another entity of similar semantic class 145

(For instance, a disease replaced by another dis- 146

ease). For this, we retrieve p additional entities 147

occurring in other input sentences. Then we per- 148

form p replacements. 149

c) Typo Replacement: We also consider perturb- 150

ing the target entity TE with natural-looking typos, 151

such as rotation of characters in the token of TE . 152

d) Random Entity Replacement: We also replace 153

target entity TE with one randomly generated string 154

and hypothesize that the model would be able to 155

detect the entity based on contextual cues.3 156

3One might argue that typo and random perturbations
might not guarantee a known entity type by just looking at
the names. However, Person, Location names are proper
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Perturbations Original Sentence (S) Perturbed Sentence (S1)

Same Entity Type We tested the sulfated polysaccharide fucoidan , which has been reported to

reduce inflammatory brain damage , in a rat model of intracerebral hemor-

rhage induced by injection of bacterial collagenase into the caudate nucleus .

We tested the sulfated polysaccharide fucoidan , which has been reported to

reduce inflammatory chorioretinal atrophy , in a rat model of intracerebral

hemorrhage induced by injection of bacterial collagenase into the caudate
nucleus .

Alias CONCLUSION : This study confirms our previous finding that selegiline in

combination with L - dopa is associated with selective orthostatic hypotension
.

CONCLUSION : This study confirms our previous finding that l-deprenalin

in combination with L - dopa is associated with selective orthostatic hypoten-
sion .

Typo China on Thursday accused Taipei of spoiling the atmosphere for a resumption
of talks across the Taiwan Strait with a visit to Ukraine by Taiwanese Vice

President Lien Chan this week that infuriated Beijing .

China on Thursday accused Taipei of spoiling the atmosphere for a resumption
of talks across the Taiwan Strait with a visit to Ukraine by Taiwanese Vice

President en ChanLi this week that infuriated Beijing .

Random Rabinovich is winding up his term as ambassador I3qk2ia is winding up his term as ambassador

Verb Speaking only hours after Chinese state media said the time was right to
engage in political talks with Taiwan , Foreign Ministry spokesman Shen
Guofang told Reuters : " The necessary atmosphere for the opening of the
talks has been disrupted by the Taiwan authorities . "

Speaking only hours after Chinese state media announced the time was right
to engage in political talks with Taiwan , Foreign Ministry spokesman Shen
Guofang told Reuters : " The necessary atmosphere for the opening of the
talks has been disrupted by the Taiwan authorities . "

Table 1: Examples of original sentences containing target entities (TE) and the corresponding sentences with

perturbed entities (T 1
E) for both “Entity-Specific” and “Context-Specific” cases. These sentences are interpolated

from CONLL and BC5CDR train datasets.

B. Context-Specific: Here we generate pertur-157

bations of the context around target entities, and158

ask ChatGPT to predict named entities for the per-159

turbed sentences which contain TE , and perturbed160

contextual cues.161

Verb substitution with synonyms: We generate162

context-specific attacks by perturbing the main verb163

v in the sentence with three synonyms (v1
s1, v1

s2,164

v1
s3) predicted by a pre-trained masked language165

model like BERT (Devlin et al., 2019).166

3 Experimental Setup167

Datasets: We evaluate the explainability168

and NER capability of ChatGPT on CONLL-169

2003 (Tjong Kim Sang and De Meulder, 2003) and170

BC5CDR (Li et al., 2016) datasets by prompting171

ChatGPT (see A.2 for prompt) to obtain the172

predicted entities and corresponding explanations173

in a structured format. We only consider two types174

of entity predictions (PERSON, LOCATION) from175

the CONLL-2003 dataset (See A.1).176

nouns, and the vocabulary of these names are ever-expanding.
An intuitive agent (just like humans) should ideally infer the
entity-type from its context, instead of memorizing names
of the person or location types from the pre-training corpora.
This type of capability, usually possessed by humans, will
capture the needs of an ever-growing number of different en-
tity instances for a specific entity type. Therefore, we use
these standard perturbations (as used by (Lin et al., 2021),
(Mondal, 2021)) that are designed to evaluate if context is
also considered by these models in predicting the type of the
entity, since, in most of the cases entity type should be pre-
dicted from the context itself. To evaluate if these unnatural
perturbations lead to prediction difficulties by humans as well,
we have conducted manual evaluation.

Evaluation Criteria: We provide a comprehen- 177

sive understanding of how we approach our re- 178

search questions mentioned in Section 1 and eval- 179

uate the robustness of ChatGPT under adversarial 180

perturbations. On a high-level, we define the fol- 181

lowing evaluation criteria to measure the same: 182

1. Performance Difference under Attack: Moti- 183

vated by (Wang et al., 2021b; Mondal, 2021), we 184

comprehensively evaluate the overall performance 185

of ChatGPT on NER task and compare it when the 186

inputs are adversarially perturbed. By examining 187

the change in its performance across two situa- 188

tions, we seek to provide a detailed understanding 189

of ChatGPT’s reliability under adversarial attack. 190

2. Difference in Quality of Explanations under 191

Attack: The explainability of ChatGPT is crucial 192

for its application in real-world scenarios (Agha- 193

janyan et al., 2021; Rajani et al., 2019); hence we 194

ask ChatGPT to provide reasons for its predictions 195

before and after adversarial attack. 196

3. Confidence Calibration under Attack: Cal- 197

ibration measurement is a crucial aspect to deter- 198

mine the predictive uncertainty of a model (Guo 199

et al., 2023; Ulmer et al., 2022); a well-calibrated 200

classifier must have predictive scores that reflect 201

the probability of its correctness (Minderer et al., 202

2021; Thulasidasan et al., 2019). Here we aim to 203

identify the uncertainties and confidence of Chat- 204

GPT (by prompting it to provide confidence score 205

in the range of 0 to 1) in predicting named entities 206

before and after adversarial perturbations. 207

Zero-shot and Few-shot Setup: To conduct a 208

thorough evaluation of ChatGPT’s capabilities on 209
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NER task, we first measure its performance in the210

Zero-shot scenario. Then, we investigate how a211

Few-shot Approach or in-context learning (ICL)212

approach affects its performance. First, we manu-213

ally design different zero-shot prompts since Chat-214

GPT is sensitive to different prompts, then we215

choose the ones which provide maximally correct216

output on the non-perturbed sentences (S). Then217

we construct few-shot ICL prompts (See A.3 by218

selecting zero-shot prompt and randomly adding219

some samples from the corresponding training set.220

How are the prompts designed? The prompts221

designed for zero-shot settings consist of the fol-222

lowing integral main elements: the task instruction,223

candidate target labels, output format description224

and the input text. The task instruction describes225

the specific IE sub-task where we ask the model226

to provide confidence of its prediction and the ex-227

planation behind its prediction; candidate target228

labels are the types of target information, such as229

entity types; the output format description speci-230

fies the format of outputs to facilitate easy pars-231

ing. In the few-shot setting, we also provide some232

demonstration examples, which can also provide233

the chain-of-thought explanation and confidence234

of prediction. Since we assume a combination of235

local+global explanations are the most useful ones236

for NER prediction, we combine both wikipedia237

description of the entities and local contextual cues238

in the explanation behind predicting it as entity.239

(See Appendix A.2, A.3 for prompts used)240

3.1 Implementation Details241

We use “gpt-3.5-turbo” model using OpenAI API242

key to obtain predictions for named entities and243

corresponding explanations for examples from the244

train-split for which triggers were collected by Lin245

et al. (2020). For each of the examples, we generate246

3 perturbations per ground truth entity for Alias,247

Verb, and Same Entity Type, and 1 for Random248

Entity, and Typo4. To eliminate the randomness249

of predicted samples, we set the temperature to 0.250

4 How to estimate Reliability?251

We perform both automatic and manual evalua-252

tions of the predictions and generated explanations253

separately for target (t) (in 4.1), non-target (nt)254

(in 4.1), and overall entities (T )5. Based on auto-255

4Only 1 perturbation since it cannot have much variations
5We consider entities to be case-sensitive for accuracy

computation as NER can be considered as a span (grounded

matic evaluation, we come up with the following 256

evaluation metrics that align well with answering 257

our research questions (as laid out in §1): 258

4.1 Automatic Evaluation 259

Is there any effect of ChatGPT’s NER predic- 260

tion on the target entity? We hypothesize that 261

after each type of perturbation (§2), we can observe 262

some differences in the reliability of predicting tar- 263

get entities along with explanations provided in 264

support of its predictions. In this case, we generate 265

S1 by perturbing TE with T 1
E , and evaluate if Chat- 266

GPT can predict T 1
E correctly in S1, since from 267

the contextual cues a smart human can predict the 268

entity correctly instead of just predicting based on 269

prior knowledge about the entity. 270

A: Accuracy Before and After Attack: For each 271

type of perturbation, we measure the difference in 272

the accuracy of predicting the target entity TE be- 273

fore prediction and T 1
E after perturbation (∆ Accu- 274

racy). This is measured with respect to gold anno- 275

tated entities in train split. Lesser the ∆ Accuracy, 276

higher is the robustness. 277

B: Faithfulness of Explanation Before and After 278

Attack: Ideally, entity prediction based on con- 279

textual cues should be faithful to the input context 280

even after adversarial perturbation. Thus, we mea- 281

sure the difference in the faithfulness (local-level 282

explanation measured in terms of cosine similarity 283

of explanation with the input query) of explanation 284

for the target entity prediction before (TE) and after 285

(TE) perturbation (∆ Faithfulness). 286

C: Similarity of Explanation Before and After 287

Attack: We measure the cosine similarity of the 288

explanation generated for the prediction of the tar- 289

get entity before (TE) and after (TE) perturbations. 290

Is there any effect of ChatGPT’s NER predic- 291

tion on the non-target entities? Here we aim to 292

analyze whether after perturbing TE with T 1
E , Chat- 293

GPT’s predictions on OE alters. In other words, 294

our primary goal is to verify if ChatGPT can suc- 295

cessfully ignore the target entity perturbation and 296

generate similar predictions and explanations for 297

the other entities in S and S1. Here also a smart 298

human can predict the other non-perturbed entities 299

based on the contextual cues. 300

A: F1-Score Before and After Attack: We mea- 301

sure the difference in the F1 of the prediction of 302

in input) prediction task
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Effect on Target Entity Effect on non-target Entities Overall Effect

∆ Accuracy ∆ Faithfulness Similarity ∆ F1 ∆ Faithfulness ∆ F1

Entity-Level
Alias Perturbation 0.16 / 0.03 0.10 / 0.05 0.69 / 0.81 -0.13 / 0.01 0.01 / 0.01 0.01 /0.01
Entity Type Perturbation 0.10 / 0.15 0.09 / 0.08 0.58 / 0.74 0.03 / 0.02 0.03 / 0.03 0.03 / 0.02
Typo Perturbation 0.30 / 0.13 0.21 / 0.15 0.63 / 0.76 0.01 / 0.01 0.01 / 0.01 0.04 / 0.03
Random Perturbation 0.38 / 0.20 0.27 / 0.15 0.49 / 0.79 0.02 / 0.01 0.01 / 0.01 0.08 / 0.06

Context-Level
Verb Substitution - - - 0.01 / 0.01 0.01 / 0.01 0.02 / 0.02

Table 2: Assessment of Robustness of NER predictions, Faithfulness of its predictions to input (extrinsic) and
similarity between the explanation generated for the original and perturbed instances in the form of (zero-shot /
few-shot) prediction performances on the BC5CDR Dataset.

Effect on Target Entity Effect on non-target Entities Overall Effect

∆ Accuracy ∆ Faithfulness Similarity ∆ F1 ∆ Faithfulness ∆ F1

Entity-Level
Alias Perturbation 0.06 / 0.03 0.03 / 0.02 0.77 / 0.78 0.01 / 0.01 0.03 / 0.03 0.03 / 0.03
Entity Type Perturbation 0.06 / 0.04 0.06 / 0.05 0.75 / 0.82 0.01 / 0.005 0.02 / 0.01 0.02 / 0.01
Typo Perturbation 0.54 / 0.33 0.46 / 0.24 0.37 / 0.46 0.03 / 0.02 0.01 / 0.01 0.05 / 0.04
Random Perturbation 0.23 / 0.11 0.15 / 0.09 0.60 / 0.64 0.02 / 0.02 0.02 / 0.02 0.07 / 0.07

Context-Level
Verb Substitution - - - 0.01 / 0.01 0.02 / 0.01 0.01 / 0.02

Table 3: Assessment of Robustness of NER predictions, Faithfulness of its predictions to input (extrinsic) and
similarity between the explanation generated for the original and perturbed instances in the form of (zero-shot /
few-shot) prediction performances on the CONLL dataset.

non-target entities (OE) (with respect to gold stan-303

dard annotations) before and after perturbation (∆304

F1). Lesser the ∆ F1, higher is the robustness.305

B: Faithfulness of Explanation Before and After306

Attack: We measure the difference in the faith-307

fulness (measured in terms of cosine similarity of308

explanation with the input query) of explanation309

for the target entity (t) prediction before and after310

perturbation (∆ Faithfulness). For a certain type of311

perturbation in §2, if there are x inputs each con-312

taining n entities on average and each entity has313

k different perturbations, then each of the above-314

mentioned metrics is reported using the weighted315

average rule: (n * k)/x. We use these metrics to316

answer our RQ1 in §1. We approximate how the317

explanation of an entity is grounded to world318

knowledge (global-level) by obtaining the entity319

description from wikipedia6 and calculating the320

similarity of generated explanation with respect321

to the summary. Then we analyze the effect of322

perturbations on generating global and local323

explanations for the common non-target entities324

which are predicted both before and after perturba-325

tions in order to answer RQ2. Here we assume that326

whenever explanation’s faithfulness (both local or327

global) score changes for the same entity as before,328

we try to measure when there is an increase or de-329

crease and enumerate those for both zero-shot and330

6https://pypi.org/project/wikipedia/

few-shot approach in Table 4. 331

Confidence Calibration We estimate confi- 332

dence in terms of a probability value (0-1) indi- 333

cating the likelihood of belonging to a specific cate- 334

gory, for both the correct and incorrect samples. We 335

estimate overconfidence as the difference between 336

confidence scores on correct and incorrect predic- 337

tions (∆C). We aim to evaluate how ∆C varies for 338

different perturbations and if that gets reduced due 339

to in-context learning. After that, Manual analysis 340

of the explanations is done for the target and non- 341

target entities before and after perturbation. We 342

sample 5 inputs and their perturbations for each of 343

the four possibilities (correct/incorrect prediction 344

before/after the perturbation) to answer RQ3 and 345

further confirm findings obtained for RQ2 from 346

automatic evaluation. 347

5 Automatic Evaluation 348

How sensitive is k in k-shot Learning? We 349

observe that one example for each type of 350

perturbation and for each entity type is imperative 351

for achieving better robustness. 352

Robustness depends on perturbation type 353

and domain of perturbing entities. Table 2 354

and Table 3 show that under zero-shot scenario 355

ChatGPT is more brittle on Drug or Disease 356

replacements (rare entities) compared to the per- 357

turbations on widely known Person or Location 358

5
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Global vs Local Explanations (Zero-shot) Global vs Local Explanations (Few-shot)

GÒLÒ GÓLÒ GÒLÓ GÓLÓ GÒLÒ GÓLÒ GÒLÓ GÓLÓ

BC5CDR
Alias 0.54 0.26 0.17 0.02 0.57 0.20 0.18 0.03
Same Entity Type 0.61 0.22 0.13 0.02 0.48 0.29 0.16 0.06
Typo 0.36 0.26 0.26 0.10 0.46 0.19 0.30 0.03
Random 0.39 0.43 0.17 0.00 0.46 0.15 0.19 0.19
Verb 0.24 0.48 0.24 0.02 0.48 0.28 0.20 0.02

CONLL
Alias 0.21 0.58 0.06 0.13 0.60 0.24 0.05 0.11
Same Entity Type 0.21 0.48 0.15 0.16 0.46 0.23 0.15 0.16
Typo 0.24 0.40 0.15 0.20 0.34 0.30 0.15 0.20
Random 0.11 0.63 0.15 0.10 0.60 0.20 0.20 0.11
Verb 0.22 0.56 0.07 0.13 0.56 0.22 0.07 0.13

Table 4: shows the change in the generated explanations due to the predictions of common entities before and after
attack. Here Ò and Ó indicate increase and decrease after perturbation respectively.

(a) BC5CDR (b) CONLL

Figure 2: Percentage of examples Before and After attack for which the explanations are less informative such as
“refers to a country/person", “it is a chemical compound/substance" for BC5CDR and CONLL datasets.

Confidence of Correct+Incorrect Predictions

Zero-Shot Few-Shot

∆C BA ∆C AA ∆C BA ∆C AA

BC5CDR
Alias 0.12 0.05 0.18 0.09
Typo 0.10 0.08 0.15 0.13
Random 0.11 0.08 0.15 0.11
Same Type 0.07 0.11 0.14 0.18
Verb 0.04 0.08 0.01 0.03

CONLL
Alias 0.05 0.03 0.08 0.06
Typo 0.12 0.08 0.15 0.11
Random 0.21 0.18 0.23 0.20
Same Type 0.07 0.11 0.15 0.17
Verb 0.05 0.06 0.01 0.05

Table 5: shows the change in the average confidence
scores between the correct and incorrect predictions
before attack (BA) and after attack (AA) in both zero-
shot and few-shot predictions.

entities in CONLL in terms of ∆ Accuracy and ∆359

Faithfulness. Besides, Typo and Random entity360

substitution seems too brittle in terms of both361

these metrics. Using human evaluation, we wanted362

to confirm if the incorrectly predicted examples363

are also difficult to be identified by the humans.364

However, we notice that under few-shot scenario,365

∆Accuracy gradually decreases for almost all the366

perturbations in both the datasets, indicating high367

robustness.368

369

Transition of global and local explainability for 370

same entity prediction under attack. Based on 371

the zero-shot results in Table 4, we observe that 372

overall, the globality of explanations decreases 373

while faithfulness to input increases due to per- 374

turbation. This provides us with an insight that 375

when an entity is being perturbed, ChatGPT relies 376

more on local context cues to detect entities. This 377

holds true for all types of perturbations in CONLL 378

since person or location names are widely popular, 379

hence before perturbation major predictions were 380

pivoted on world knowledge. However, for Alias, 381

Entity Type, Typo perturbations in BC5CDR, the 382

explanations were more global and local before 383

attack. Thus for the well-known entity types, the 384

model chooses either local or global explanations, 385

whereas after random perturbations, the models 386

always prefer looking at contextual cues. Since 387

while performing few-shot experiments, our goal 388

has been to increase both locality and globality 389

in all the explanations of the predicted entities 390

(GÒLÒ), we notice that the performance improves 391

significantly under few-shot as shown in Table 4. 392

Sample output predictions for sentences contain- 393

ing target entities in order to show the difference 394

in the quality of explanations under zero-shot and 395
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(a) Target Entities (b) Non-Target Entities

Figure 3: Percentage of (input, perturbed input) pairs with change in type of explanations for (i) target and (ii)
non-target entities in BC5CDR.

few-shot setup are shown in Table 6.396

Overconfidence of ChatGPT on incorrect pre-397

dictions can be alleviated to some extent using398

In-context Learning. Table 5 shows the differ-399

ence in the average confidence scores of the correct400

and incorrect predictions before attack (BA) and401

after attack (AA) in both zero-shot and few-shot402

predictions. It can be observed that under zero-shot403

scenario, ChatGPT is highly overconfident on the404

incorrect predictions, causing very less difference405

between correct and incorrect predictions. How-406

ever, for all types of perturbations, the few-shot407

setup improves reliability in predictions even after408

adversarial attack by increasing the gap between409

correct and incorrect predictions (except verb sub-410

stitutions) (∆C). Moreover, ∆C is being reduced411

after pertubations, indicating more overconfidence412

in incorrect predictions due to attack.413

6 Manual Evaluation414

We manually evaluate explanations for a subset of415

examples in BC5CDR and CONLL.416

Global vs. Local explanation. Figure 3a417

presents the change in the type of explanation un-418

der attack for target entities (see Figure 3b for419

non-target entities). While, under zero-shot sce-420

nario, majority of the explanations are grounded421

in world knowledge (global) before and after the422

attack across all the perturbation types, we ob-423

serve that 33% of the explanations (BC5CDR) and424

24.45% (CONLL) change from global to local-425

level for Random perturbations showing that local426

context is required for predictions in such cases.427

E.g., the explanation generated for “Recently, we428

found that therapy with r30s1k0 and L-dopa was429

associated with selective systolic orthostatic hy-430

potension which was abolished by withdrawal of431

r30s1k0." is “R30s1k0 is a chemical compound 432

used in therapy." while it was “This is a medication 433

used to treat Parkinson’s disease." before the per- 434

turbation. This connects to our zero-shot findings 435

for automatic evaluation in 5. Besides, we found 436

that majority of content in explanations generated 437

under few-shot setup contain both globality and 438

locality cues. 439

Prediction of target entities from context is eas- 440

ier for humans than ChatGPT. While ChatGPT 441

is able to correctly predict 67.8% and 75% of per- 442

turbed examples that are easy for humans for Alias, 443

and Same Entity Type, respectively, only 45%, and 444

47% are predictable for Random and Typo pertur- 445

bations. This indicates that ChatGPT finds it harder 446

to perform contextual predictions which are easier 447

for humans. E.g., it is easy for humans to under- 448

stand that the typo legilinese for selegiline is a 449

chemical in “CONCLUSION: This study confirms 450

our previous finding that legilinese in combina- 451

tion with L-dopa is associated with selective ortho- 452

static hypotension.", however, the model is not able 453

to predict this entity. Besides, in case of random 454

perturbation, it is easy for humans to understand 455

from context that 8076mhq is a type of disease 456

in “METHODS: The cardiovascular responses to 457

standing and head - up tilt were studied repeatedly 458

in 8076mhq patients receiving selegiline and as 459

the drug was withdrawn." however, ChatGPT fails 460

to predict this entity. This shows that ChatGPT is 461

not able to understand the type of entity from the 462

context which humans can do easily. 463

Informativeness of the explanations change for 464

the same non-target entity under attack. We 465

define informativeness of explanations based on 466

its source (world knowledge or from input) and 467

amount of information, rated by a human on the ba- 468

sis of Likert Scale (1-5) where the input-grounded 469
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Original Sentence[Perturbation] Predictions Before (Zero-shot) Predictions Before (Few-shot)

Selegiline [ L-deprenyl ]-induced postural hypotension

in Parkinson’s disease: a longitudinal study on the effects of
drug withdrawal.

Chemical: Selginline Explanation: Selegiline is a medication
used to treat Parkinson’s disease. Confidence: 0.8

Chemical: Selginline Explanation: Selegiline is a chemical since
it is a medication used to treat Parkinson’s disease and it is men-
tioned in the sentence as a cause of postural hypotension. Confi-
dence: 0.8

Orthostatic hypotension [ Orthostasis ] was ameliorated

4 days after withdrawal of selegiline and totally abolished 7
days after discontinuation of the drug.

Disease: Orthostatic hypotension Explanation: a medical con-
dition characterized by a sudden drop in blood pressure when
standing up from a sitting or lying down position. Confidence: 0.9

Disease: Orthostatic hypotension Explanation: Orthostatic hy-
potension is a type of low blood pressure that occurs upon standing
up from a sitting or lying down position. It is mentioned in the
sentence as a condition that was affected by the withdrawal and
discontinuation of the drug. Confidence: 0.9

Table 6: Sample output predictions for sentences containing target entities (TE)[ perturbed entities (T 1
E)] in order

to show the difference in the quality of explanations under zero-shot and few-shot setup. We only show predictions
for the target entities. The model is equally confident in the prediction irrespective of the informativeness (more
informative in few-shot) of the explanation. We show the explanations after perturbation in Table 8.

explanations are considered more informative than470

global explanations, and a combination of these471

as the most informative. E.g. when Israel is re-472

placed with ‘Mount lebanon’ in “Israel’s Channel473

Two television said Damascus had sent a "calming474

signal" to Israel.“, the explanation for ‘Damascus’475

changes from ‘refers to the capital city of Syria’ to476

less informative ‘refers to a geographical location’.477

We observe (Figure 2) that % of least informative478

explanations (such as ‘France is a country’) in-479

creases (or comparable) for person (disease) type480

in CONLL (BC5CDR) after attack for all types of481

attacks while it decreases for location (drug) type482

except for Typo and Random attacks in BC5CDR.483

Generalizability of method on other LLMs484

Our methodology is generalizable for analyzing485

robustness of any LLMs. We ran trials on some486

other LLMs: OPT 176-B9 (Zheng et al., 2022),487

Flan-T5-xxl (Chung et al., 2022), GPT-3 (Brown488

et al., 2020a) using prompts described in A.2.489

7 Background and Related Work490

Pre-trained language models such as BERT (De-491

vlin et al., 2019), BART (Lewis et al., 2020), etc.,492

have shown their power to solve a wide variety493

of NLP tasks. Several large generative models494

have been proposed, such as GPT-3 (Brown et al.,495

2020a), LaMDA (Thoppilan et al., 2022), MT-NLG496

(Smith et al., 2022), PaLM (Chowdhery et al.,497

2022). LLMs usually exhibit amazing capabili-498

ties (Wei et al., 2022) that enable them to achieve499

good performance in zero-shot and few-shot sce-500

narios (Kojima et al., 2022; Wang et al., 2023b).501

Since ChatGPT does not reveal its training details,502

it imperative to evaluate privacy concerns; con-503

cerns that involve ethical risks (Haque et al., 2022;504

Krügel et al., 2023), fake news (Jeblick et al., 2022;505

Chen and Qian, 2020), and financial challenges506

(Sun, 2023; Li et al., 2023). For its capabilities,507

researchers evaluate the performance of ChatGPT 508

on different tasks, including machine translation 509

(Peng et al., 2023; Jiao et al., 2023), sentiment anal- 510

ysis (Wang et al., 2023a) and other NLP tasks (Bian 511

et al., 2023). A number of studies have been done 512

in order to evaluate and improve the robustness of 513

LLMs (Chen and Durrett, 2021; Awadalla et al., 514

2022; Wang et al., 2021a, 2022). Since this paper 515

centers around evaluation of robustness for NER 516

tasks, it is worthy to mention that prior researchers 517

have assessed the NER model’s robustness on to- 518

ken replacement (Bernier-Colborne and Langlais, 519

2020), noisy or uncertain casing (Mayhew et al., 520

2019) and capitalization (Bodapati et al., 2019). 521

However, there has not been any comprehensive 522

work in evaluating ChatGPT’s robustness on NER 523

and how quality of explanations vary due to pertur- 524

bations, which we try to fill up in this work. 525

8 Conclusion 526

We perform automatic and manual evaluation of ex- 527

plainability and IE capabilities of ChatGPT under 528

the light of robustness before and after perturba- 529

tions in the input. We find that ChatGPT is more 530

brittle on domain-specific entity perturbations com- 531

pared to the ones on widely known entities. Be- 532

sides, we observe that the quality of explanations 533

for the same entity considerably differ under dif- 534

ferent types of perturbations and the quality can 535

be significantly improved using in-context learn- 536

ing. Even though ChatGPT is overconfident for 537

incorrect predictions, its overconfidence can be sig- 538

nificantly reduced using in-context learning. To 539

the best of our knowledge, we are the first to com- 540

prehensively analyze the effect of adversarial per- 541

turbations on ChatGPT’s predictions and rationale 542

behind its prediction on an IE Task. 543
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Limitations544

While we analyze the faithfulness of the explana-545

tions with respect to the input, we do not evaluate546

if the global explanations are factual. During the547

manual evaluation, we observe that some of the per-548

turbations resulted in invalid sentences or changed549

the meaning of the input, leaving this investigation550

for future work.551

Ethics Statement552

Our method does not include any content that has553

potential risks or harms as we are anlayzing the554

outputs of an exisitng model, ChatGPT. However,555

we acknowledge and condemn the malicious use556

of outputs of such AI systems to alter the opinions557

of the stakeholder and that these systems might558

generate biased outputs that needs to be considered559

before using them for real-world applications.560
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Accuracy (BC5CDR) Accuracy (CONLL)

OPT 0.45 0.64
Flan-T5-xxl 0.55 0.67
GPT3 0.73 0.77
ChatGPT 0.78 0.83

Table 7: Generalizability of our approach (using accu-
racy of entity predictions) on three other LLMs except
chatgpt. Stoked by the best performance of GPT3.5-
turbo, we conduct all our experiments in the main paper
using that model.
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A Example Appendix886

A.1 Why did we consider only Person and887

Location Types?888

Our rationale behind experimenting with only PER889

and LOC was from the perspective of evaluation.890

In our paper, evaluating the quality of predictions891

and the explanation behind its predictions is an892

important contribution. We wanted to evaluate the893

difference in the faithfulness of explanations before894

and after predictions, and we classify the explana-895

tions into local and global types. We approximate896

how the explanation of an entity is grounded to897

world knowledge (global-level) by obtaining the898

entity description from wikipedia and calculating899

the similarity between the generated explanation900

with respect to the summary. However, for the901

ORG and MISC types, there is no way of approxi-902

mating the global knowledge, as we cannot achieve903

the Wikipedia descriptions/definitions of these en-904

tity types in a straightforward way. In order to905

make fair comparisons with all the completed ex-906

periments of our robustness evaluation framework,907

we omit these two types from our evaluation set.908

A.2 Dealing with Prompt Sensitivity909

Some of the seed prompts that we started with are:910

1. "Find the named entities of type ""person"" 911

or ""location"" in text. You should format 912

your response as a list of JSON objects with 913

keys as ""type"", ""entity"", ""explanation"", 914

""confidence"" and values as ""type of the 915

identified entity"", ""identified entity"", ""ex- 916

planation about tagging it as that type of en- 917

tity"", and ""your confidence in identifying 918

the entity as its type"", respectively. Ensure 919

that the identified entities can only be words 920

or phrases present in the provided text. Con- 921

fidence is a real value between 0 and 1. Text: 922

""""""text""""""" 923

2. "What are the different ""person"" or ""loca- 924

tion"" entities present in the text? You should 925

format your response as a list of JSON objects 926

with keys as ""type"", ""entity"", ""explana- 927

tion"", ""confidence"" and values as ""type 928

of the identified entity"", ""identified entity"", 929

""explanation about tagging it as that type of 930

entity"", and ""your confidence in identifying 931

the entity as its type"", respectively. Ensure 932

that the identified entities can only be words 933

or phrases present in the provided text. Con- 934

fidence is a real value between 0 and 1. Text: 935

""""""text""""""" 936

3. "What are the different ""person"" or ""loca- 937

tion"" entities present in the text? You should 938

format your response as a list of JSON objects 939

with keys as ""type"", ""entity"", ""explana- 940

tion"", ""confidence"" and values as ""type 941

of the identified entity"", ""identified entity"", 942

""explanation about tagging it as that type of 943

entity"", and ""your confidence in identifying 944

the entity as its type"", respectively. Ensure 945

that the identified entities can only be words 946

or phrases present in the provided text. Con- 947

fidence is a real value between 0 and 1. Text: 948

""""""text""""""" 949

4. "Identify the different ""person"" or ""lo- 950

cation"" entities present in the text? Per- 951

son is any individual, corporation, company, 952

foundation, association, labor organization, 953

firm, partnership, society, joint stock com- 954

pany, group of organizations, or state or local 955

government and Location refers to the actual 956

physical address. You should format your re- 957

sponse as a list of JSON objects with keys as 958

""type"", ""entity"", ""explanation"", ""con- 959

fidence"" and values as ""type of the identi- 960
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Original Sentence[Perturbation] Predictions After (Zero-shot) Predictions After (Few-shot)

Selegiline [ L-deprenyl ]-induced postural hypotension

in Parkinson’s disease: a longitudinal study on the effects of
drug withdrawal.

Chemical: L-deprenyl Explanation: L-deprenyl is a chemical
substance used in the treatment of Parkinson’s disease. Confi-
dence: 0.9

Chemical: L-deprenyl Explanation: L-deprenyl is a chemical
since it is a medication used to treat Parkinson’s disease and in the
sentence it has been mentioned that it induced postural hypotension.
Confidence: 0.9

Orthostatic hypotension [ Orthostasis ] was ameliorated

4 days after withdrawal of selegiline and totally abolished 7
days after discontinuation of the drug.

Disease: Orthostasis Explanation: a medical condition charac-
terized by lightheadedness or dizziness when standing up. Confi-
dence: 0.8

Disease: Orthostasis Explanation: Orthostasis is a medical condi-
tion where a person experiences lightheadedness or dizziness upon
standing up. It is mentioned in the sentence that it was ameliorated
after withdrawal of selegiline. Confidence: 0.8

Table 8: Sample output predictions for sentences containing target entities (TE)[ perturbed entities (T 1
E)] in order

to show the difference in the quality of explanations under zero-shot and few-shot setup. We only show predictions
for the target entities. The model is equally confident in the prediction irrespective of the informativeness of the
explanation.

fied entity"", ""identified entity"", ""explana-961

tion about tagging it as that type of entity"",962

and ""your confidence in identifying the en-963

tity as its type"", respectively. Ensure that964

the identified entities can only be words or965

phrases present in the provided text. Confi-966

dence is a real value between 0 and 1. Text:967

""""""text"""""""968

We have paraphrased our prompts using sentence-969

transformer based paraphrasing tool, then we post-970

edited using humans. Finally, we ran pilot stud-971

ies with these prompts and finalized one prompt972

upon manual examination of the output quality and973

structure. The output quality was being judged on974

a scale of 1-5 using a Likert-Scale based human975

judgement technique.976

Our finally chosen prompt looks like:977

"Identify named entities of type ""person""978

or ""location"" in the below text delimited979

by triple quotes. Format your response as a980

list of JSON objects with keys as ""type"",981

""entity"", ""explanation"", ""confidence""982

and values as ""type of the identified entity"",983

""identified entity"", ""explanation of why984

it is an entity of that type"", and ""your985

confidence in identifying the entity as its type"",986

respectively. Ensure that the identified entities987

can only be words or phrases present in the988

provided text. Confidence is a real value989

between 0 and 1. Text: """"""text""""""" An990

example text: "Only France and Britain backed991

Fischler ’s proposal ."992

993

A.3 Few-shot Prompts994

We have included 4 examples in the few-shot995

prompt for each perturbation experiment. One ex-996

ample with original input and another with its per-997

turbed version for all the entity types considered998

in that particular dataset. For example if we con-999

sider the perturbation type as "Typo replacement" 1000

in BC5CDR dataset where we want to evaluate 1001

the quality of predictions and explanations for en- 1002

tity types: "Disease and Drug", a sample few-shot 1003

prompt will be like: prompt=f""" Your task is to 1004

identify the named entities of type "disease" or 1005

"chemical" in the given text delimited by triple 1006

quotes. Format your response as a list of JSON 1007

objects with keys as "type", "entity", "explanation", 1008

"confidence" and values as "type of the identified 1009

entity", "identified entity", "explanation of why it 1010

is an entity of that type", and "your confidence in 1011

identifying the entity as its type", respectively. En- 1012

sure that the identified entities can only be words 1013

or phrases present in the provided text. Confidence 1014

is a real value between 0 and 1. Use the following 1015

examples as a guide: 1016

EXAMPLE 1: Text: ¨¨N̈one of the patients had 1017

decompensated liver disease¨¨.̈ Output: "entity": 1018

"liver disease" , "type": "disease", "explanation": 1019

"It is a widely known disease and in the sentence it 1020

is mentioned that patients did not have decompen- 1021

sate this disease.", "confidence": 0.7 1022

EXAMPLE 2: Text: ¨¨N̈one of the patients had 1023

decompensated ilevr disease¨¨.̈ Output: "entity": 1024

"ilevr" , "type": "disease", "explanation": "ilevr 1025

disease (it is a typo) is a disease because it a widely 1026

known disease and in the sentence it is mentioned 1027

that patients did not have decompensated this dis- 1028

ease.", "confidence": 0.8 1029

EXAMPLE 3: Text: ¨¨Ïn conclusion , any dis- 1030

ease can occur in patients receiving continuous 1031

infusion of 5 - FU.¨¨Öutput: "entity": "5 - FU" 1032

, "type": "chemical", "explanation": "5 - FU is a 1033

chemical since it is a cytotoxic chemotherapy medi- 1034

cation used to treat cancer and in the sentence it has 1035

been mentioned that any disease can occur because 1036

of its continuous infusion.", "confidence": 0.8 1037

Example 4: Text: ¨¨Ïn conclusion , any dis- 1038

ease can occur in patients receiving continuous 1039
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infusion of F-5 U. ¨¨Öutput: "entity": "F-5 U" ,1040

"type": "chemical", "explanation": "F-5 U (prob-1041

ably a typo) is a chemical since it is a cytotoxic1042

chemotherapy medication used to treat cancer and1043

in the sentence it has been mentioned that any dis-1044

ease can occur because of its continuous infusion.",1045

"confidence": 0.71046

====== Text: ¨¨ẗext¨¨Öutput: """1047

Here, we manually examine the examples and the1048

order in which we should place the few-shot exam-1049

ples as in-context prompts, ran pilot studies with1050

these prompts and finalized one prompt upon man-1051

ual examination of the output quality and structure.1052

B Additional Results1053

Predicted entities may not be grounded in the1054

input. We observe a few predictions wherein the1055

predicted entities are not even present in the in-1056

put but are relevant given the context. E.g. Chat-1057

GPT predicts ’schizophrenia’ as one of the entities1058

for “NRA0160 and clozapine antagonized loco-1059

motor hyperactivity induced by methamphetamine1060

(Hcxd8rf) in mice." as ‘clozapine’ is used to treat1061

schizophrenia.1062
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