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Abstract

Video generation techniques have made remarkable progress, promising to be the
foundation of interactive world exploration. However, existing video generation
datasets are not well-suited for world exploration training as they suffer from some
limitations: limited locations, short duration, static scenes, and a lack of annotations
about exploration and the world. In this paper, we introduce Sekai (meaning “world”
in Japanese), a high-quality first-person view worldwide video dataset with rich
annotations for world exploration. It consists of over 5,000 hours of walking or
drone view (FPV and UVA) videos from over 100 countries and regions across
750 cities. We develop an efficient and effective toolbox to collect, pre-process
and annotate videos with location, scene, weather, crowd density, captions, and
camera trajectories. Comprehensive analyses and experiments demonstrate the
dataset’s scale, diversity, annotation quality, and effectiveness for training video
generation models. We believe Sekai will benefit the area of video generation and
world exploration, and motivate valuable applications.

1 Introduction

Explore. Dream. Discover. — Mark Twain

World exploration and interaction form the foundation of humankind’s odyssey, which are practical
scenarios for world generation models [1]. These models aim to adhere to the world laws (real world
or games) while facilitating unrestricted exploration and interaction within environments. In this
paper, we focus on the first act of world generation—world exploration, which aims to use image,
text, or video to construct a dynamic and realistic world for interactive and unrestricted exploration.

Recent advancements in video generation [2, 3, 4, 5, 6] have been remarkable, making it a promising
approach for world generation through video generation. Meanwhile, camera-controlled video gen-
eration [7, 8, 9] is a suitable way for world exploration, since camera trajectories can be converted
by keyboard and mouse inputs. However, generating long and realistic videos with precise camera
control remains a significant challenge. A major bottleneck lies in the data itself. Existing video
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Sekai-Game

Sekai-Real

Category

Location: grindelwald
Crowd Density: empty
Scene: outdoor
Weather: foggy
TimeOfDay: morning

Trajectory

…, the surrounding trees and distant
mountains, creating a serene and tranquil
setting. The camera continues its steady
advance, revealing more of the quaint
village, with occasional glimpses of parked 
cars and small patches of vegetation. The 
muted colors of the foggy day enhance the 
rustic charm of the houses, their green 
shutters standing out against the earthy …

Caption

……

Walking

Figure 1: Sekai is collected from Youtube and a video game. It consists of walking and drone-view
egocentric videos with recorded audio. We provide rich annotations of camera trajectories, location,
crowd density, scene, weather, time of day, and captions.

generation datasets [10, 11, 12] are not well-suited for world exploration as they suffer from limi-
tations: limited locations, short duration, static scenes, and a lack of annotations about exploration
(e.g., camera trajectories) and world annotations (e.g., location, weather and scene).

In this paper, we introduce Sekai (せかい, meaning “world” in Japanese), a high-quality egocentric
worldwide video dataset for world exploration (see Figure 1 and Figure 2). Most videos contain audio
for an immersive world generation. It also benefits other applications, such as video understanding,
navigation, and video-audio co-generation. Sekai-Real comprises over 5000 hours of videos collected
from YouTube with high-quality annotations. Sekai-Game comprises videos from a realistic video
game, Lushfoil Photography Sim, with ground-truth annotations. It has five distinct features: (1)
High-quality and diverse video. All videos are recorded in 720p at 30 FPS, featuring diverse weather
conditions, various times, and dynamic scenes. (2) Worldwide location. Videos are captured across
101 countries and regions, featuring over 750 cities with diverse cultures, activities, architectures, and
landscapes. (3) Walking and drone view. Beyond the walking videos (e.g., citywalk and hiking),
Seikai contains drone view (FPV and UAV) videos for unrestricted world exploration. (4) Long
duration. All walking videos are at least 60 seconds long, ensuring real-world, long-term world
exploration. (5) Rich annotations. All videos are annotated with location, scene, weather, crowd
density, captions, and camera trajectories. YouTube videos’ annotations are of high quality, while
annotations from the game are considered ground truth.

To construct the Sekai dataset, we develop a curation pipeline (see Section 3) for Sekai-Real (YouTube
videos) and Sekai-Game (video game videos). (1) For Sekai-Real, we first manually search and
download high-quality walking and drone videos. Then we introduce a pre-processing pipeline to
obtain video clips by shot detection, video transcoding, and quality evaluation. After that, we develop
an annotation framework to annotate location, scene type, weather, crowd density, captions, and
camera trajectories. Considering the large amount of data and practical usage, we further introduce a
video sampling module to sample the top-tier videos according to the computational resources for
training the video generation model. (2) For the Sekai-Game, we first play Lushfoil Photography
Sim and record videos. Then we use the same pre-processing pipeline to obtain video clips. For the
annotation, we develop a toolbox to record ground-truth annotations while playing.

We conduct statistical analyses to characterize the scale and diversity of the dataset and independently
validate the accuracy of YouTube annotations. We then fine-tune a video generation foundation model
on the the top tier of Sekai-Real for text-to-video and image-to-video, yielding consistent gains in
world-exploration scenarios, especially in video dynamics and visual quality. In addition, leveraging
Sekai’s camera trajectory annotations, we train for interactive video generation, where the model takes
a camera trajectory as input and generates videos consistent with the intended camera motion. Across
Sekai-Real and Sekai-Game, this training substantially improves interaction following, significantly
reducing the error between the trajectories of the generated video and the target.

To summarize, our contributions are threefold:

• We introduce Sekai, a large-scale, high-quality long-form video dataset for worldwide
exploration via walking and drone footage, with rich annotations.
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Figure 2: An overview of the Sekai dataset. Sekai-Real is collected from YouTube with high-quality
annotations, while Sekai-Game is collected from a game with ground-truth annotations.

• We develop a curation pipeline that efficiently collects, filters, and annotates videos from the
web and from video games.

• We validate the quality and effectiveness of the dataset through comprehensive analyses,
annotation verification, and experiments on various video generation tasks.

2 Related Work

2.1 World Generation Model

Recent years have seen a growing interest in video generation [2, 6, 5, 13, 14, 15, 16], 3D scene gen-
eration [17, 18, 19, 20, 21, 22], and 4D generation [23, 24, 25, 26, 27], with significant advancements
opening up new possibilities in the development of world generation models [28, 29, 30, 31, 32]. In
the realm of video generation, text-to-video generation [13, 14] has played a pivotal role, achieving
high-fidelity results, while image-to-video generation [15, 16, 33] has also seen notable advance-
ments. Sora [28] further underscores the significance of video generation in the context of world
generation models. Among 3D scene generation methods, techniques [19, 20, 21, 17] utilize depth
estimation models [34, 35, 36] to extend 2D scenes into 3D representations. 4D scene genera-
tion [23, 24, 25] further introduces dynamics, focusing on the evolution of objects or scenes over
time [26] and dynamic interactions [27]. This paper primarily focuses on interactive video generation
for world exploration, aiming to construct a dynamic and realistic world using image, text, or video
for unrestricted exploration.
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Figure 3: The dataset curation pipeline. *indicates that the statistics were derived from a subset of
trajectory annotations.

2.2 Video Generation Dataset

The continuous development of annotated datasets has played a pivotal role in shaping the land-
scape of artificial intelligence-generated content, offering both insights and challenges for accurate
model assessment. Existing video generation datasets can be categorized as specific-scenario and
open-scenario. Typical specific-scenario datasets including UCF-101 [37], Taichi-HD [38], Sky-
Timelapse [39], FaceForensics++ [40], ChronoMagic [41] and Celebv-HQ [42]. These datasets
have limited amount of data (with a total duration of less than 800 hours), limited individual video
duration (with an average length of less than 20 seconds), and generally lack annotation informa-
tion (only a few datasets, such as ChromoMagic, provide caption annotations). Open-scenario
datasets [43, 44, 45, 46] have somewhat alleviated issues with data scale and annotation information.
For example, OpenSoraPlan-V1.0 [45] includes videos with a total duration of 274 hours, each
accompanied by detailed captions. Similarly, the recently introduced OpenVid-1M dataset [10]
comprises videos totaling 2100 hours, with long captions provided for each video. However, the
average duration of individual videos still does not exceed 25 seconds, and they only provide caption
annotations. MiraData [12] consists of longer videos with an average length of 72.1 seconds. It is
still not long enough for the world exploration, and exploration annotations (e.g., camera poses or
keyboard and mouse inputs) and world annotations (e.g., location, time and weather) are missing. By
contrast, the proposed Sekai dataset focuses on egocentric world exploration, which covers walking
and drone view videos across diverse locations and scenes with long video duration (1 to 39 minutes,
average is 2 minutes) and rich exploratory and world annotation.

3 Dataset Curation

The overall process of curating the Sekai dataset includes four major parts: video collection, pre-
processing, annotation, and sampling, seeing Figure 3 for an illustration.

3.1 Video Collection

In the collection stage, we collect over 8623 hours of YouTube videos and over 40 hours of game
videos from Lushfoil Photography Sim.

YouTube. We manually collect high-quality video URLs from popular YouTubers and extend them
by searching additional videos using related keywords (e.g., walk, drone, HDR, and 4K). In total,
we collect 10471 hours of walking videos (with stereo audio) and 628 hours of drone (FPV or UAV)
videos. All videos were released over the past three years, with a 30-minute to 12-hour duration.
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They are at least 1080P with 30 to 60 FPS. We download the 1080P version with the highest Mbps
for further video processing and annotation. Due to network issues and some videos are broken, there
are 8409 hours of walking videos and 214 hours of drone videos after downloading.

Video Game. Beyond real-world data, we collect additional data from the video game since its
ground-truth annotations are accessible (e.g., location, weather, and camera trajectory). Lushfoil
Photography Sim is a video game that allows walking or using a first-person drone to explore real-
world landscapes. It is built by Unreal Engine 5 and showcases the game’s locations in stunning
visual fidelity, making it an excellent source for collecting realistic synthetic data. We use OBS
Studio to record 40 hours videos at 1080P 30FPS (8 to 12 Mbps) with diverse locations and weather.
Scaling the amount of data is low-cost.

3.2 Video Pre-processing

For YouTube videos, we trim two minutes from the start and end of each original video to remove
the opening and ending. Then we do the following steps and obtain 6620 hours (Sekai-Real) and 60
hours (Sekai-Game) of video clips for YouTube and the game, respectively.

Shot Boundary Detection. YouTube videos are often cut and stitched, and video games commonly
feature teleportation points—both of which contribute to discontinuous shot segments in one video.
Thus, following Cosmos [29], we employ TransNetV2 [47] with a threshold of 0.4 for shot boundary
detection. However, the original implementation runs slowly. We refactored the codebase for
GPU acceleration, which is five times faster than the original version. In particular, we use the
PyNVideoCodec library for video decoding and employ the CVCUDA library to offload frame
operations such as color space conversion and histogram computation to the GPU. We trim five
seconds from the start and end of each shot. After shot detection, the duration of video clips is from 1
to 5.88 hours.

Clip Extraction and Transcoding. Considering practical processing, we split each shot into multiple
one-minute clips (shorter than one minute will be discarded). In model training, we can stitch
contiguous clips according to the computation resources. We re-encode each video clip using the
PyNVideoCodec library to standardize the diverse codec configurations in the raw videos, targeting
720p at 30fps in H.265 MP4 format with a bitrate of 4 Mbps. Evaluation of the transcoded video
clips across diverse scenes yields PSNR values above 35, indicating no perceptible visual degradation.
We think the world exploration should contain realistic sound. Thus, we keep the audio of walking
videos. We trim the audio tracks based on the timestamps of the video clips, re-encode them into
AAC format using FFmpeg at 48kHz, and mux each audio clip with its corresponding video clip.

Luminance Filtering. Overly dark or bright videos are not suitable for model training. We apply a
simple filter based on the luma channel in YUV color space, and remove video clips with more than
15 consecutive frames of extremely high or low average brightness. Especially, this step is necessary
for video game data, as the engine often employs simplified lighting and camera systems. In this step,
we filter out 300 hours of videos.

Quality Filtering. We use COVER [48], a comprehensive video quality evaluator to filter low-quality
video clips according to the technical quality metric. Technical quality evaluates issues such as image
clarity, transmission distortion, and transcoding artifacts. The lowest-scoring 10% of video clips are
removed after filtering.

Subtitle Filtering. Some videos contain hardcoded subtitles, which are artificial texts embedded in
the video frames. These subtitles compromise the video’s fidelity to the real world and may introduce
misleading patterns during model training. To mitigate this, we apply VideoSubFinder to detect
hardcoded subtitles on the bottom one-third of the video frames. A clip is flagged if it contains any
subtitle that remains visible for more than 0.75 seconds, in order to reduce false positives. All flagged
clips are removed, resulting in the exclusion of approximately 5% of the video clips.

Camera Trajectory Filtering. For Sekai-Real, we employ a state-of-the-art structure from motion
(SfM) model to extract camera trajectories. However, some trajectories exhibit implausible or counter-
intuitive motions, so we heuristically filter out abnormal cases using the following rules. Specifically,
we exclude video clips if they satisfy either of the following: (1) Multiple abrupt trajectory reversals
(i.e., directional changes exceeding 150 degrees) within a 10-second window. (2) A camera viewpoint
shift greater than 60 degrees between two consecutive frames. (3) A camera position displacement
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greater than 5 times the average displacement of the 30 consecutive frames containing these two
frames. This filtering phase is performed on partially selected data annotated with trajectories.

3.3 Video Annotation of Sekai-Real

We annotate the video data from multiple perspectives, including geographic locations, content
category and caption, and per-frame camera trajectories.

Location. Utilizing the Google YouTube Data API, we fetch the title and description of each
video. Since most videos contain multiple chapters filmed at different locations with timeline-based
descriptions, we employ GPT-4o [49] to extract a formatted location for each chapter with the ISO
3166 country/region code attached for subsequent processing. We use the interval tree to efficiently
match each video clip to its corresponding chapter based on the timestamp, thereby retrieving the
location information. Video clips that cannot be uniquely matched to a chapter are discarded, which
accounts for approximately 8% of the total clips.

Category and Caption. We adopt a two-stage strategy to annotate each video with category and
caption. In the first stage, the video is classified along four orthogonal dimensions: scene type,
weather, time of day, and crowd density, each with mutually exclusive labels. The model selects the
most suitable label for each and abstains when uncertain. In the second stage, we carefully design
prompts that incorporate the predicted category labels, location information, and video frames to
generate detailed, time-ordered descriptions of actions and scenes for each video clip. Practically, we
extract one frame every two seconds from each video clip and use 72B version of Qwen2.5-VL [50]
to annotate them. We deploy vLLM [51] inference services with Nginx [52] for load balance. The
final caption length averages over 176 words per video clip.

Camera Trajectories. We experiment with various camera trajectory annotation methods of dif-
ferent types, including the visual odometry method DPVO [53], the deep visual SLAM framework
MegaSaM [34], and a carefully designed 3D transformer VGGT [54] that outputs 3D quantities.
Through empirical experiments and comparisons, we choose MegaSaM as the baseline annotation
method and made adjustments to optimize annotation accuracy and efficiency. Additionally, we
replace the monocular depth estimation model Depth Anything [55] used in MegaSaM with Video
Depth Anything [35], which performs better in terms of temporal consistency. We also optimize
the official implementation of MegaSaM to support cross-machine, multi-GPU parallel inference,
significantly improving annotation efficiency.

3.4 Video Annotation of Sekai-Game

We developed a concise yet comprehensive toolchain based on the open-source tools RE-UE4SS and
OBS Studio to capture ground-truth annotations from video games. RE-UE4SS is a powerful script
system for Unreal Engine, enabling access and modification of the UE object system with minimal
overhead at runtime. Based on its Lua Scripting API, we develop practical tools for video collection
and annotation, including the standardization of camera system configuration, real-time camera pose
capture, GUI hiding, ensuring the collection of clean data with aligned annotations.

The location and category are obtained from the description of the game map, and the prompt used
for captioning is tightly modified to better suit the video game context. For camera trajectories, the
captured camera poses are further calibrated to compensate for delays and interpolated to synchronize
with the video frames.

3.5 Video Sampling

Given the prohibitive cost of training on the full Sekai-Real, we propose a strategy to sample the
top-tier clips with the highest quality and diversity. The number is related to the computational budget
for further video generation model training. In this paper, we sample 400 hours of the videos as
Sekai-Real-HQ.

3.5.1 Quality Sampling

We sample the highest-quality clips according to two aspects: aesthetic quality and semantic quality.
Aesthetic quality reflects the visual harmony among different elements in the video. Semantic quality

6



assesses the semantic completeness and consistency of the content. We use COVER [48] to obtain
two quality scores and sum them for each video clip. We sample a 𝛼𝑞𝑢𝑎𝑙𝑖𝑡 𝑦 = 0.7 proportion of video
clips with the highest scores.

3.5.2 Diversity Sampling

We balance the videos using the following modules one by one. And for Sekai-Real-HQ, the sampling
ratio 𝛼𝑐𝑜𝑛𝑡𝑒𝑛𝑡 , 𝛼𝑙𝑜𝑐, 𝛼𝑐𝑎𝑡𝑒, 𝛼𝑐𝑎𝑚𝑒𝑟𝑎 are equal to 70%, 60%, 60%, and 75%, respectivelty.

Content Diversity. Given the vast volume of video clips, the presence of similar video clips is
inevitable. We use InternVideo2 [56] to extract embeddings for each video clip, and apply mini batch
K-Means [57] to cluster the embeddings of each countryregion. Subsequently, in each cluster, we
use the scores in quality sampling to rank the samples. Then we iteratively sample a video clip and
remove its most similar one until 1 − 𝛼𝑐𝑜𝑛𝑡𝑒𝑛𝑡 proportion of video clips have been removed.

Location Diversity. We denote the number of cities as 𝑁𝑐. For each city, we count the number of
video clips as 𝑁 . Given a sampling ratio 𝛼𝑙𝑜𝑐, we sort the cities in ascending order based on their
𝑁 . For each city in this order, we sample approximately 𝑁 · 𝛼𝑙𝑜𝑐/𝑁 videos from each city. If it is
larger than the corresponding 𝑁 , we sample all video clips for this city and redistribute the shortfall
proportionally across the remaining cities by updating 𝛼𝑙𝑜𝑐.

Category Diversity. To ensure broad coverage across semantic categories, we perform inverse-
probability weighted sampling based on four independent categories: weather, scene, time of day,
and crowd density. For each category, we compute the frequency of each label and assign sampling
probabilities inversely proportional to their frequencies. Assuming independence among categories,
the sampling probability for a video is initialized as the product of its label probabilities across the
four categories. These probabilities are then normalized to sum to 1. We perform non-replacement
sampling according to these probabilities until 𝛼𝑐𝑎𝑡𝑒 proportion of video clips have been sampled.

Camera Trajectory Diversity. We perform trajectory-aware sampling by the following steps. First,
for the remaining videos, we calculate a direction vector (from the start to end of the trajectory) and
the overall jitter, defined as the Euclidean norm of positional variance computed every 30 frames.
Next, direction vectors are discretized into bins mapped onto a sphere, and jitter values are also
discretized into bins. Then, a joint grouping is formed based on the direction and jitter bins. Finally,
we do average sampling in each joint group according to the sampling ratio 𝛼𝑐𝑎𝑚𝑒𝑟𝑎.

4 Dataset Statistics
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Night
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Figure 4: Statistical information on five dimen-
sions of the Sekai-Real dataset.

Figure 4 summarizes the statistics of Sekai-Real,
which covers 101 countries and regions with a clear
long-tail distribution in video duration. The top
eight countries (e.g., Japan, the United States, and
the United Kingdom) account for about 60% of the
total duration. The dataset is categorized by four
weather types, four scene types, four time-of-day
categories, and five crowd-density levels from var-
ious perspectives. Specifically, most videos are out-
door scenes, primarily under sunny or cloudy con-
ditions, while rain and snow further enrich diversity.
Daytime footage dominates, followed by nighttime
scenes, providing a range of lighting conditions for
model learning. Crowd density is evenly distributed,
from sparse rural areas to densely populated city
streets, supporting tasks such as curriculum learning
and evaluation under varying crowd levels. For the
Sekai-Game collection, data balance was considered
during gameplay.

The statistics of Sekai-Real and Sekai-Real-HQ across multiple dimensions are shown in Figure 5.
Sekai-Real-HQ, a top-tier subset of Sekai-Real, features a more balanced data distribution. Seeing
Figure 5 (a), Sekai-Real demonstrates strong overall video quality scores, with more than half of
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Figure 5: Statistics of the proposed Sekai-Real and Sekai-Real-HQ dataset.

the videos scoring above 0.9, while Sekai-Real-HQ exhibits a higher mean video quality score and
a lower variance to address the long-tail distribution issue. Figure 5 (b) shows the distribution of
Sekai-Real’s locations. Both Sekai-Real and Sekai-Real-HQ cover a wide range of countries globally.
Sekai-Real-HQ demonstrates a more balanced distribution, which is more effective in mitigating
potential bias during model training. In terms of captions, Figure 5(c) shows that Sekai-Real exhibits
a higher average token count compared to OpenVid-1M [10], providing richer textual supervision.
Figure 5 (d) shows the distribution of camera trajectory jitter before and after applying camera
trajectory sampling. We can observe that the distribution for Sekai-Real-HQ is smoother than that of
partially selected Sekai-Real data. This indicates that Sekai-Real-HQ achieves better diversity and a
more uniform distribution.

5 Experiments

In this section, we first validate the quality of the annotation in Sekai. Then we use the top-tier
subset Sekai-Real-HQ to fine-tune a video generation foundation model for text-to-video generation
and image-to-video generation to validate the effectiveness of the data. Additionally, we explore
interactive video generation with the camera trajectories annotated in Sekai.

5.1 Evaluation of Annotation Quality

We evaluate the quality of the annotated location, camera trajectory, and category.

Location Quality. For videos in Sekai-Real, formatted locations were standardized using GPT-
4o [49] based on original YouTube titles and descriptions. To evaluate their quality, we randomly
sampled 500 videos and asked co-authors to verify each location using online maps, checking for
three possible issues: (1) Omission – missing or incorrectly merged segments; (2) Temporal mismatch
– misalignment between the timestamp and location; (3) Location hallucination – inferred rather
than explicitly stated locations. Since the title and description provide rich information for GPT-4o,
the evaluation revealed that such issues were rare (<5%), indicating that the overall location quality
produced by GPT-4o was remarkably high.

Camera Trajectory Quality. We use two representative methods of two categories in the field
of Structure from Motion, cascaded and end-to-end, namely, MegaSAM [34] and VGGT [54], to
annotate 100 walking video clips and 100 drone-view video clips to evaluate their accuracy of camera
trajectory prediction. Our validation experiments show that: (1) MegaSAM produces smoother
camera trajectories than VGGT, as it has a global optimization module. (2) VGGT offers the
advantage of faster inference speed but lower annotation quality. Since data quality is our priority
and smoother camera trajectories are more beneficial for model training, we opted for MegaSAM to
annotate camera trajectories.
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Table 1: Evaluation across training steps for text-to-video generation and image-to-video generation.
Higher is better for all metrics.

Task Step
I2V

Subject
I2V

Background
Subject

Consistency
Background
Consistency

Motion
Smoothness

Dynamic
Degree

Aesthetic
Quality

Imaging
Quality

Overall
Score

T2V

5000 – – 91.93% 92.41% 98.40% 90.67% 48.38% 57.04% 4.26
10000 – – 91.33% 91.78% 97.72% 94.67% 48.42% 60.68% 4.28
15000 – – 93.14% 93.02% 97.66% 89.33% 49.36% 60.46% 4.30
20000 – – 96.02% 93.58% 98.29% 78.66% 52.09% 60.90% 4.34

I2V
5000 93.74% 93.85% 87.18% 90.26% 97.04% 100.00% 48.76% 64.84% 6.10

10000 96.11% 95.83% 90.39% 90.79% 97.63% 98.67% 49.94% 68.54% 6.26
17500 97.27% 96.65% 92.68% 91.86% 98.70% 85.00% 50.46% 66.54% 6.29

Category Quality. We randomly sample 500 examples and ask co-authors to label them for
evaluating category annotation quality. The sampling strategy follows the category diversity sampling
to ensure label variety. The results show that the overall agreement between Qwen2.5-VL and human
annotations exceeds 90%. For weather, most discrepancies occur between cloudy/foggy and rainy
labels. The difficulty lies in that rain is often imperceptible in a single frame and becomes evident
only across consecutive frames, indicating that large vision-language models still struggle with
temporal visual reasoning. We plan to leverage dedicated weather prediction datasets to fine-tune
video understanding models [56] for more accurate weather annotations. Notably, we exclude indoor
scenes from the analysis, as indoor lighting often affects the accuracy of both weather and time-of-day
predictions for models and human annotators.

5.2 Video Generation

We fine-tune the SkyReels-V2 [58] video generation foundation model on the Sekai-Real-HQ dataset
for text-to-video generation and image-to-video generation to validate the effectiveness of the dataset.

5.2.1 Settings

Implementation Details. We keep the same model architecture and training configurations as those
of SkyReels-V2-T2V-14B-540P and SkyReels-V2-I2V-14B-540P for text-to-video and image-to-
video generation, respectively. All models are trained with video resolutions of 544×960×49, an FPS
of 16, a batch size of 1, and a learning rate of 1e-5. Training was conducted on 8 NVIDIA H100
GPUs for a total of 20,000 iterations. The Adam optimizer is used across all training stages. During
inference, we adopt the same resolution and frame rate, with an inference step count of 50.

Evaluation Dataset. For a fair evaluation, Sekai-Real-HQ is randomly divided into ten folds, with
the last two folds used as the candidate test set and excluded from the training set. Subsequently,
independent annotators are invited to manually select 50 clips from the candidate test set, with an
emphasis on maintaining diversity during the selection process.

Evaluation Metrics. We adopt the VBench [59] evaluation metrics to comprehensively assess
the model’s performance at different training steps. Specifically, Subject Consistency measures
whether the subject’s appearance remains consistent. Background Consistency evaluates the temporal
stability of background scenes. Motion Smoothness assesses whether motion is smooth and physically
plausible. Dynamic Degree quantifies the extent of motion to avoid static videos. Aesthetic Quality
reflects the perceived artistic and visual appeal. Finally, Imaging Quality evaluates distortions such
as over-exposure, noise, and blur. For the image-to-video generation task, we further adopt the
VBench++ [60] metrics I2V Subject and I2V Background to better evaluate the alignment between
the prompt image and the generated video.

5.2.2 Quantitative Results

Table 1 presents the results of fine-tuning video generation foundation models in different tasks
on the Sekai-Real-HQ. We observed that (1) on both text-to-image generation and image-to-video
generation tasks, the overall generation quality improves with training, with consistent gains across
most metrics and a steady rise in the Overall Score. (2) For image-to-video generation, the I2V
Subject and I2V Background metrics improve markedly, imaging quality increases steadily through
training, and the Overall Score keeps rising. (3) Dynamic Degree decreases after early peaks. This is
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Table 2: Evaluation on interactive video generation trained on the drone-view portion of Sekai-Real.
Lower is better for TransErr and RotErr; higher is better for the others.

Method TransErr
(↓)

RotErr
(↓)

Subject
Consistency

Background
Consistency

Motion
Smoothness

Dynamic
Degree

Aesthetic
Quality

Imaging
Quality

baseline 28.32 27.2 97.61% 94.85% 99.22% 10.67% 58.25% 74.73%
fine-tuned 17.19 19.89 97.34% 95.56% 99.11% 10.92% 59.18% 75.83%

a rebalancing where the model shifts from initially exaggerating motion to focusing more on sharper
details and cleaner frames, so motion becomes more moderate while overall quality keeps improving.

5.3 Interactive Video Generation

We focus on interactive video generation guided by camera trajectories, where the model takes a
camera trajectory, an initial image, and a text prompt as inputs to generate a video that follows the
defined camera motion. We fine-tune the Wan2.1-Fun-V1.1-1.3B-Control-Camera [5] model with
camera trajectories annotated in Sekai-Real and Sekai-Game.

5.3.1 Settings

The baseline model uses a rule-based approach to convert discrete camera control action inputs into
camera poses, from which it computes Plücker embeddings [61] for each frame and injects them into
the model. In contrast, we directly use the per-frame camera poses annotated in Sekai as inputs for
fine-tuning. We fine-tune the baseline model for two epochs on the drone-view portion of Sekai-Real
and the entire Sekai-Game, respectively. For evaluation, we sample 50 test videos using the same
procedure described in the previous section. In addition to the VBench metrics, we adopt two metrics
from CameraCtrl [7]: TransErr and RotErr, which quantitatively evaluate interaction following by
measuring the translation and rotation discrepancies between the input trajectory and the trajectory
extracted from the generated videos using Mega-SAM.

5.3.2 Quantitative Results

Table 3: Evaluation on interactive
video generation trained on Sekai-
Game. Lower is better.

Method TransErr
(↓)

RotErr
(↓)

baseline 7.64 8.36
fine-tuned 4.22 6.22

Table 2 shows the results of the baseline and the fine-tuned models
trained on the drone-view portion of Sekai-Real. The fine-tuned
model shows a clear improvement in camera control accuracy,
achieving △11.13 reduction in TransErr and △7.31 reduction in
RotErr. Meanwhile, other metrics also show consistent improve-
ments. These results indicate that fine-tuning on Sekai not only
improves interaction following but also enhances overall video
generation quality in a balanced and comprehensive manner.

We also fine-tune the baseline model on Sekai-Game, as illus-
trated in Table 3. The fine-tuned model demonstrates consistent
improvements in camera control, with the error rates reduced by
more than 30% on average.

6 Conclusion

In this paper, we have introduced a new video dataset, Sekai, for video generation–based world
exploration. It consists of over 5,000 hours of walking or drone view (FPV and UVA) videos collected
from 101 countries and more than 750 cities. We have developed an efficient and effective pipeline to
process, filter and annotate the videos. For each video, we annotate location, scene type, weather,
crowd density, captions, and camera trajectories. In addition, we present a video sampling module
that selects top-tier videos according to the model training budget. Our comprehensive analyses and
experiments validate the dataset’s scale, diversity, annotation quality, and effectiveness in supporting
world exploration video generation model training. We believe that Sekai will benefit the field of
video world generation and inspire valuable future applications.
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope?

Answer: [Yes]

Justification: The abstract contains our main claims including motivation, the high-quality long-form
video dataset Sekai with diverse annotations.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims made in the
paper.

• The abstract and/or introduction should clearly state the claims made, including the contributions
made in the paper and important assumptions and limitations. A No or NA answer to this
question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how much the
results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals are not
attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: We have discussed the limitations in a individual section.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that the paper
has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to violations of

these assumptions (e.g., independence assumptions, noiseless settings, model well-specification,
asymptotic approximations only holding locally). The authors should reflect on how these
assumptions might be violated in practice and what the implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was only tested
on a few datasets or with a few runs. In general, empirical results often depend on implicit
assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach. For
example, a facial recognition algorithm may perform poorly when image resolution is low or
images are taken in low lighting. Or a speech-to-text system might not be used reliably to provide
closed captions for online lectures because it fails to handle technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms and how
they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to address problems
of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by reviewers
as grounds for rejection, a worse outcome might be that reviewers discover limitations that
aren’t acknowledged in the paper. The authors should use their best judgment and recognize
that individual actions in favor of transparency play an important role in developing norms that
preserve the integrity of the community. Reviewers will be specifically instructed to not penalize
honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and a complete
(and correct) proof?

Answer: [NA]

Justification: Our work is not related to theorems.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.

15



• The proofs can either appear in the main paper or the supplemental material, but if they appear in
the supplemental material, the authors are encouraged to provide a short proof sketch to provide
intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented by
formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main experimental
results of the paper to the extent that it affects the main claims and/or conclusions of the paper
(regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide the implementation details of dataset curation and experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived well by the

reviewers: Making the paper reproducible is important, regardless of whether the code and data
are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken to make
their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways. For
example, if the contribution is a novel architecture, describing the architecture fully might suffice,
or if the contribution is a specific model and empirical evaluation, it may be necessary to either
make it possible for others to replicate the model with the same dataset, or provide access to
the model. In general. releasing code and data is often one good way to accomplish this, but
reproducibility can also be provided via detailed instructions for how to replicate the results,
access to a hosted model (e.g., in the case of a large language model), releasing of a model
checkpoint, or other means that are appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submissions
to provide some reasonable avenue for reproducibility, which may depend on the nature of the
contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how to

reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe the

architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should either be

a way to access this model for reproducing the results or a way to reproduce the model (e.g.,
with an open-source dataset or instructions for how to construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors are
welcome to describe the particular way they provide for reproducibility. In the case of
closed-source models, it may be that access to the model is limited in some way (e.g.,
to registered users), but it should be possible for other researchers to have some path to
reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instructions to
faithfully reproduce the main experimental results, as described in supplemental material?

Answer: [Yes]

Justification: We provide the youtube video urls and the code of the whole dataset curation pipeline.
The complete data will be published after the paper is accepted.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be possible,
so “No” is an acceptable answer. Papers cannot be rejected simply for not including code, unless
this is central to the contribution (e.g., for a new open-source benchmark).

• The instructions should contain the exact command and environment needed to run to reproduce
the results. See the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.
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• The authors should provide instructions on data access and preparation, including how to access
the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new proposed
method and baselines. If only a subset of experiments are reproducible, they should state which
ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized versions (if
applicable).

• Providing as much information as possible in supplemental material (appended to the paper) is
recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyperparameters,
how they were chosen, type of optimizer, etc.) necessary to understand the results?

Answer: [Yes]

Justification: We describe the detailed experimental settings for both annotation quality verification
and downstream task experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail that is

necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate informa-
tion about the statistical significance of the experiments?

Answer: [No]

Justification: We focus on the proposed Sekai dataset, and the experiments are primarily conducted to
verify its effectiveness.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confidence

intervals, or statistical significance tests, at least for the experiments that support the main claims
of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for example,
train/test split, initialization, random drawing of some parameter, or overall run with given
experimental conditions).

• The method for calculating the error bars should be explained (closed form formula, call to a
library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error of the

mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should preferably report

a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality of errors is
not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or figures
symmetric error bars that would yield results that are out of range (e.g. negative error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how they were
calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the experiments?

Answer: [Yes]

Justification: We provide the computational resources consumed during data annotation and down-
stream task validation.

Guidelines:

• The answer NA means that the paper does not include experiments.
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• The paper should indicate the type of compute workers CPU or GPU, internal cluster, or cloud
provider, including relevant memory and storage.

• The paper should provide the amount of compute required for each of the individual experimental
runs as well as estimate the total compute.

• The paper should disclose whether the full research project required more compute than the
experiments reported in the paper (e.g., preliminary or failed experiments that didn’t make it into
the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the NeurIPS Code
of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Our work conforms with the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a deviation

from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consideration due

to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative societal impacts
of the work performed?

Answer: [NA]

Justification: There is no societal impact of our work performed.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal impact or

why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses (e.g.,

disinformation, generating fake profiles, surveillance), fairness considerations (e.g., deploy-
ment of technologies that could make decisions that unfairly impact specific groups), privacy
considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied to particular
applications, let alone deployments. However, if there is a direct path to any negative applications,
the authors should point it out. For example, it is legitimate to point out that an improvement in
the quality of generative models could be used to generate deepfakes for disinformation. On the
other hand, it is not needed to point out that a generic algorithm for optimizing neural networks
could enable people to train models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is being used
as intended and functioning correctly, harms that could arise when the technology is being used
as intended but gives incorrect results, and harms following from (intentional or unintentional)
misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation strategies
(e.g., gated release of models, providing defenses in addition to attacks, mechanisms for monitor-
ing misuse, mechanisms to monitor how a system learns from feedback over time, improving the
efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible release of
data or models that have a high risk for misuse (e.g., pretrained language models, image generators, or
scraped datasets)?

Answer: [Yes]

Justification: We access videos on Youtube, and Youtube has its own methods to avoid security safety
risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with necessary

safeguards to allow for controlled use of the model, for example by requiring that users adhere to
usage guidelines or restrictions to access the model or implementing safety filters.
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• Datasets that have been scraped from the Internet could pose safety risks. The authors should
describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do not require
this, but we encourage authors to take this into account and make a best faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in the paper,
properly credited and are the license and terms of use explicitly mentioned and properly respected?

Answer: [Yes]

Justification: We’ve cited the original paper of the code and model we used.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of service of

that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the package should

be provided. For popular datasets, paperswithcode.com/datasets has curated licenses for
some datasets. Their licensing guide can help determine the license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of the derived
asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to the asset’s
creators.

13. New assets

Question: Are new assets introduced in the paper well documented and is the documentation provided
alongside the assets?

Answer: [Yes]

Justification: We provide the youtube video urls and the code of the whole dataset curation pipeline.
The complete assets will be published after the paper is accepted.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their sub-

missions via structured templates. This includes details about training, license, limitations,
etc.

• The paper should discuss whether and how consent was obtained from people whose asset is
used.

• At submission time, remember to anonymize your assets (if applicable). You can either create an
anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper include
the full text of instructions given to participants and screenshots, if applicable, as well as details about
compensation (if any)?

Answer: [NA]

Justification: There are no crowdsourcing experiments and research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

• Including this information in the supplemental material is fine, but if the main contribution of the
paper involves human subjects, then as much detail as possible should be included in the main
paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or other
labor should be paid at least the minimum wage in the country of the data collector.

15. Institutional review board (IRB) approvals or equivalent for research with human subjects
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Question: Does the paper describe potential risks incurred by study participants, whether such
risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals (or an
equivalent approval/review based on the requirements of your country or institution) were obtained?

Answer: [NA]

Justification: There are no crowdsourcing experiments and research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent) may be
required for any human subjects research. If you obtained IRB approval, you should clearly state
this in the paper.

• We recognize that the procedures for this may vary significantly between institutions and
locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the guidelines for
their institution.

• For initial submissions, do not include any information that would break anonymity (if applica-
ble), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or non-standard
component of the core methods in this research? Note that if the LLM is used only for writing,
editing, or formatting purposes and does not impact the core methodology, scientific rigorousness, or
originality of the research, declaration is not required.

Answer: [NA]

Justification: The usage of LLMs is not an important, original, or non-standard component in this
work.

Guidelines:

• The answer NA means that the core method development in this research does not involve LLMs
as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM) for what
should or should not be described.
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