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Abstract

This study focuses on developing a sentence-001
level automatic speech segmentation system002
for Amharic. Two approaches were explored.003
The first approach utilized an automatic tool for004
segmenting and labeling Amharic speech data,005
creating an acoustic model through HMM mod-006
eling. The system’s segmentation was refined007
using forced alignment AdaBoost techniques.008
In the second approach, prosodic features were009
extracted directly from the speech waveform,010
and statistical methods including AdaBoost011
were employed. Additionally, LSTM and Bi-012
LSTM models were utilized, achieving im-013
pressive accuracies of 94.62% and 95.23%,014
respectively. These approaches contribute to015
advancing automatic speech segmentation for016
Amharic, promising improved accuracy and ef-017
ficiency.018

1 Introduction019

Current research in the field of speech technol-020

ogy aims to develop efficient speech systems that021

can be used for communication between peoples022

and devices for processing of information. Unfor-023

tunately, the ability of a computer to understand024

speech is still weak. Since human speech is continu-025

ously generated, the most difficult aspect of speech026

that challenges machines is its segmentation. Sev-027

eral speech processing systems require speech seg-028

mentation wave form into principal acoustic units029

(phonemes, syllables, sentence, and paragraph). In030

the field of speech technology, it is very primary031

phase. The primary purpose of this segmentation032

process is to use the outcome for other areas of033

speech research. In several speech research areas034

such as speech recognition, speech synthesis, lan-035

guage generation-based system, and language iden-036

tification and speaker identification system, speech037

segmentation is an important preprocessing phase.038

Therefore, to achieve this objective, well-039

organized, precise, and simple technique is re-040

quired. While tending to the segmentation task, 041

it must be considered that speech is not clearly 042

organized as written text, especially spontaneous 043

speech. 044

Amharic is one of the most spoken Semitic lan- 045

guages in Ethiopia with at least 27 million native 046

speakers [1]. In contrast, it has also been iden- 047

tified as an under resourced language based on 048

the following aspects, very limited research on 049

acoustic features and spoken language technolo- 050

gies, lack of electronic resources for speech and 051

language processing such as transcribed speech 052

data, monolingual corpora and pronunciation dic- 053

tionaries. Speech segmentation is a technique for 054

discovering speech signal in different parts [2][3]. 055

The main objective of this segmentation process is 056

to use the result for other area of speech process- 057

ing. It is an essential preprocessing step in several 058

speech research areas. 059

2 Experiment 060

In this study, we gathered 50,000 Amharic speech 061

sentences from diverse sources like Amharic bibles, 062

broadcast news, conversations, and fiction to 063

build corresponding text corpora. These cor- 064

pora reflected two distinct speaking styles: read 065

speech and spontaneous speech. The read speech 066

corpus combined existing broadcast news and 067

Amharic bibles, while the spontaneous speech cor- 068

pus merged broadcast conversations and Amharic 069

fiction. 070

Acoustic models were developed using HMM 071

modeling. In the second approach, an automatic 072

speech segmentation system classified speech and 073

non-speech segments, focusing on non-speech seg- 074

ments as potential sentence boundaries. Prosodic 075

features such as pause duration, sentence dura- 076

tion, fundamental frequency (F0), and energy were 077

extracted for each sentence candidate to capture 078

contextual information. A statistical method, Ad- 079

1



aBoost, was then applied to all sentence bound-080

ary candidates using decision tree and support vec-081

tor classifiers (SVC). Additionally, LSTM and Bi-082

LSTM neural network architectures were employed083

in our experiment for comparison and evaluation.084

3 Result085

The study evaluated a model for Amharic sentence086

boundary detection using various approaches and087

metrics. Initially, forced alignment was imple-088

mented with monosyllable, tied-State tri-syllable,089

and monophone acoustic models. The data sets090

were randomly split into 10% test and 90% train-091

ing sets to assess model performance.092

The results of the evaluation revealed that the093

decision tree classifier achieved impressive accu-094

racy rates. Specifically, it obtained 91.3% accuracy095

for read aloud speech and 85% accuracy for spon-096

taneous speech when applied to the monosyllable097

model. These results outperformed the tied-State098

and monophone models, showcasing the effective-099

ness of the decision tree classifier in this context.100

In a different approach, a baseline system uti-101

lizing pause features initially achieved correct sen-102

tence boundary discrimination rates of 88.8% and103

78.9%. As additional prosodic features were incor-104

porated into the model, the accuracy significantly105

improved to 93.67% for read aloud speech and106

84.3% for spontaneous speech. This enhancement107

highlighted the importance of considering various108

prosodic features in improving the accuracy of sen-109

tence boundary detection.110

LSTM and Bi-LSTM models later achieved111

notable results, LSTM and Bi-LSTM models112

achieved 92.3% and 87.5%, and 93.36% and113

89.78% accuracy for read aloud and spontaneous114

speech on the monosyllable model, respectively.115

Further enhancements with additional prosodic fea-116

tures resulted in 94.62% and 85.39%, and 95.23%117

and 87.89% accuracy using LSTM and Bi-LSTM118

models, respectively. These findings emphasize the119

importance of prosodic features and model com-120

plexity in accurate Amharic sentence boundary de-121

tection.122

These comprehensive findings underscore the123

significance of prosodic features and model com-124

plexity in accurately detecting sentence boundaries125

in Amharic speech data. To further enhance model126

performance, consider integrating more linguistic127

features, and evaluate the potential benefits of data128

augmentation techniques.129

4 Conclusion and Future Work 130

The primary objective of this research was to 131

achieve sentence-level speech segmentation by 132

accurately identifying boundaries in continuous 133

speech signals. Future work will explore Advanced 134

neural network based approaches to significantly 135

enhance classification efficiency. Additionally, re- 136

search will extend to automatic speech segmen- 137

tation of other discrete units, including syllables, 138

phonemes, and words, to further advance the field. 139
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