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ABSTRACT

Recent advances in large reasoning models (LRMs) such as OpenAI’s ol and
Deepseek-R1 have demonstrated that reinforcement learning (RL) with outcome-
based supervision can significantly enhance the reasoning abilities of language
models. However, these improvements have so far relied on massive model scales
and compute budgets, leaving open the question of whether RL-based scaling can
be made both effective and efficient at smaller scales. In this work, we introduce
DeepScaleR-1.5B, a 1.5B parameter model trained using reinforcement learning
via a novel iterative context lengthening strategy. Our method begins with shorter
context windows and progressively extends them throughout training, enabling
the model to first learn to reason efficiently before learning to reason longer.
This approach yields substantial performance gains with dramatically reduced
computational cost. DeepScaleR-1.5B achieves 43.3% Pass@1 on the AIME2024
math benchmark—a 14.3 percentage point improvement over its base model and
on par with OpenAl’s ol-preview—while requiring a fraction of the compute.
We provide a full training recipe, including dataset, code, hyperparameters, and
training methodology, demonstrating that small models can be effectively scaled
into strong math reasoners via RL.

1 INTRODUCTION

The release of OpenAl ol [29] and Deepseek-R1 [[12] marks a paradigm shift in improving the
reasoning capabilities of large language models. These models, also known as large reasoning models
(LRMs), achieve remarkable performance on challenging reasoning tasks such as competition-level
mathematics and coding—far surpassing the capabilities of traditional, non-reasoning models. Unlike
standard models, LRMs are explicitly trained to “think longer” by leveraging extended context
during inference to arrive at correct and well-reasoned conclusions. This enables them to outperform
conventional LLMs by a substantial margin.

Many approaches have been discussed and explored to encourage models to make more extensive
use of the context before committing to a final answer. Some early training-free approaches leverage
prompting techniques to ask the model to think step by step [20]. Later, many works perform
supervised fine-tuning on long CoT trajectories curated through either distillation [28| 23| or expert
written trajectories [52].

Beyond prompting and supervised finetuning, the recent release of Deepseek-R1 [12] demonstrates
that reinforcement learning (RL) with outcome-based rewards can be surprisingly effective in enhanc-
ing a model’s reasoning ability. Notably, Deepseek-R1 shows that by directly supervising solution
correctness, the model naturally learns to “think longer”—Ieveraging extended context before pro-
ducing an answer. As training progresses, the model’s average response length increases organically,
reflecting a growing tendency toward more deliberative reasoning.

While Deepseek-R1 lays out a high-level blueprint demonstrating the potential of RL training with
outcome supervision, it leaves critical details undisclosed, including the dataset, hyperparameters, and
scaling methodology. Moreover, training such a large model is prohibitively expensive—Deepseek-R1
is a 671B MoE model trained over 8,000 steps. This raises an important open question: can RL-based
reasoning improvements be scaled effectively to smaller models under realistic compute constraints?
Initial results from Deepseek-R1 [[12] suggest that scaling down is not effective. When applied to the
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Figure 1: DeepScaleR’s Pass@1 accuracy on AIME2024 as training progresses. At step 1040 and
1520, the context length is extended to 16K and 24K.

32B Qwen model, performance on the AIME competition math dataset reached only 47%, compared
to the 79% achieved by R1, indicating diminishing returns at smaller scales.

In addition, even with smaller models, RL training remains computationally expensive. The primary
challenges in scaling RL for reasoning models are:

1. Long context lengths: Reasoning tasks often require extended contexts—up to 32K tokens—
unlike traditional workloads where outputs are typically only a few hundred tokens. This
dramatically slows response generation and introduces major performance bottlenecks.

2. Large batch sizes and prolonged training: To achieve significant performance improve-
ments (e.g., >10% Pass@1 on AIME), RL training demands thousands of gradient updates.
Stability in training typically requires large batch sizes (e.g., 1024 rollouts per batch),
making each training step extremely costly.

Given these factors, naively applying RL to train reasoning models at scale is impractical. For
instance, we estimate that training even a modest 1.5B parameter model over 2,000 steps with a 32K
context window requires approximately 17,500 A100 GPU hours or 21K USD in compute cost.

Thus, two key open questions remain: (1) How can we effectively scale RL training to improve
reasoning ability? and (2) How can we efficiently scale RL training to make it accessible under
practical computational budgets?

In this work, we answer both questions affirmatively. First, we show that RL scaling can be highly
effective even for a small 1.5B model. Our model, DeepScaleR-1.5B-Preview, achieves 43.3% on
AIME?2024—an absolute improvement of 14.3% over the base model—and matches the performance
of OpenAl’s ol-preview through RL scaling alone. While Deepseek-R1°s results suggested that direct
RL scaling might be ineffective for smaller models, our work demonstrates that, with high-quality
data distillation over long reasoning trajectories, small distilled models can be effectively transformed
into strong reasoner using RL.

To address computational challenges and make RL training efficient, we propose iterative context
lengthening, a simple yet highly effective strategy that first encourages the model to think shorter
and more efficiently, before progressively “thinking longer” as the training evolves. Intuitively, our
techniques acts as a implicit curriculum that forces the model to solve easier problems first with
shorter, more efficient reasoning. Then, as training plaeteaus, we increase the context length to give
the model more thinking space to solve harder problems.

Concretely, we adopt a three-stage training process: starting with an 8K context window, and later
expanding to 16K and 24K contexts. During the initial 8K phase, the model’s average response
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length shrinks dramatically—from 16.3K tokens to 5.8K tokens on the AIME2024 dataset—while
still gaining 5% in accuracy. This indicates that the model learns to reason better and more efficiently
early on. As we gradually increase the context length to 16K and then 24K, the model continues to
improve by “thinking longer”, reaching 38% and 43% Pass@1 respectively, and ultimately matching
ol-preview’s competition math performance despite being much smaller in scale.

Furthermore, our training method dramatically improves computational efficiency. Our full training
run requires only 3,800 A100 GPU hours over 1,750 steps—a 2.6xx reduction compared to the
naive baseline of training 1,750 steps at 24K context directly. At inference time, our model achieves
50% majority-vote accuracy on AIME2024 using 14K fewer tokens per problem than the base model,
demonstrating significantly more efficient test-time scaling.

In this work, we contribute the following:

* We propose iterative context lengthening, a simple yet effective technique that progressively
extends the context length during RL training, enabling both more efficient training and
stronger test-time scaling performance.

» Using iterative context lengthening, we train DeepScaleR-1.5B, a model that achieves
significant performance gains in math reasoning through RL scaling, surpassing ol-preview
results with a model orders of magnitude smaller, and provide the full training recipe.

* We study the effect of different context length schedules, propose general principles for
selecting an optimal schedule, and empirically validate them through ablation experiments.

2 RELATED WORK.

LLM reasoning A substantial body of work has explored bootstrapping and enhancing the mathe-
matical and general reasoning capabilities of language models through prompting [48 19} 160, 16} 51],
inference-time scaling [39,4}[36], and training-based approaches [8, 11} 16} 125} 131} 591149/ 128 152 23]
Wei et al.[48] introduced chain-of-thought (CoT) prompting, which encourages models to "think
step by step," revealing latent reasoning capabilities. Following the release of 01[29], a wave of
work [39, 4] has focused on inference-time scaling, where multiple solutions are sampled and ag-
gregated via majority voting or LLM-based verification. Beyond prompting and inference-time
strategies, numerous studies investigate training methods to directly instill reasoning skills into
models. For example, early works [43|[25] propose training a process reward model to guide solution
search in mathematical problem-solving. Zelikman et al.[54]] introduce rejection fine-tuning with
self-generated rationales to bootstrap reasoning capabilities, inspiring several follow-up works that
refine and extend this training paradigm [16} 55]. Other approaches integrate Monte Carlo Tree
Search (MCTS) with process reward models for both training and inference [[11} 59, 158, 149, [31],
demonstrating that joint optimization across search, verification, and learning can enhance model
reasoning performance.

Reinforcement learning for LLMs The most widely adopted application of reinforcement learning
in language models is Reinforcement Learning from Human Feedback (RLHF) [7, 130, 3 62]], which
involves training a reward model from human preference data and using it to guide the model
toward generating responses that are more aligned with human preferences. While RLHF originally
uses PPO [34], some recent work proposes alternative methods (e.g. RLOO [1], Remax [24],
Reinforce++ [18]]) that removes the value model for more efficient RLHF training.

Beyond RLHEF, a growing body of work [57} 2} 132,15/ 161] explores applying reinforcement learning
to train LLMs for a range of decision-making tasks, including Android device control [2], web
navigation and interaction [32], and text-based games [5}61]. In contrast to RLHF, which is typically
applied in a single-turn setting, these works operate in multi-turn environments, where standard policy
gradient methods such as PPO [34] and REINFORCE [40]] often suffer from sample inefficiency. As
a result, many of these efforts explore off-policy or offline reinforcement learning methods [38, 32} 2]
to improve training stability and data efficiency.

A parallel line of research applies reinforcement learning to enhance mathematical reasoning in
LLMs [13}137,145, 35,9, 21]. These methods typically leverage math datasets with verifiable rewards
and either introduce new RL algorithms—such as GRPO [37]] and PRIME [9]—or propose new
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formulations for applying reinforcement learning in this domain [21]. Our work is along this line of
research, showing that iterative context lengthening can be effective at scaling RL for math reasoning.

3 TRAINING RECIPE

In this section, we describe the methodology used to train DeepScaleR. Section [3.1] details the
training setup, including the dataset, the reward function, and the reinforcement learning algorithm.
Section [3.2]introduces our iterative context lengthening technique and presents the training procedure
that enabled the model to reach ol-preview level performance on math reasoning tasks.

3.1 TRAINING SETUP

Dataset curation We curate our training data from high-quality competition math problems, in-
cluding AIME (1984-2023) [44], AMC (pre-2023), OMNI-MATH [10]], and STILL3 [42]. To
ensure reliable supervision, we implement a three-stage preprocessing pipeline: (1) Answer ex-
traction — using gemini-1.5-pro-002 [41] to parse official AoPS solutions; (2) Duplicate
removal — applying retrieval-augmented generation with a11-MiniILM-L6-v2 [46}133] to elimi-
nate near-duplicates (>0.9 similarity) and prevent train—test contamination; (3) Filtering — excluding
problems ungradable by sympy [27] to avoid noisy rewards. The final dataset contains 40K unique
problem—answer pairs.

Reward function Following DeepSeek-R1, we use outcome-based rewards from ground-truth
solutions: 1 if the answer is correct and well-formatted (LaTeX + sympy checks), otherwise 0.

Training algorithm We adopt Group Relative Policy Optimization (GRPO) [37,12]. For ques-
tion—answer pairs (g, a), GRPO samples G responses {o; } with rewards {r;} and optimizes:

G loi]
1 1 . P . -
Jerreo () = E Ie ; ol ; (mlﬂ (ri,(0)Aig, clip(ri(0),1 — €, 14+ €)A;¢) — BDKL(W0|Wref))] ;
where
e\ 05 iy O ~ r; —mean(y7;
o) = FolOulgoie) ()
T Oo1a (Oi7t qis Oi,<t) Std<{ri})

Base model We initialize from DeepSeek-R1-Distilled-Qwen—1.5B [12], distilled from
DeepSeek-R1 onto Qwen2.5-Math-1.5B [50], which improves math reasoning through ex-
tended reasoning tokens.

Training hyperparameters Hyperparameters are provided in Appendix

3.2 ITERATIVE CONTEXT LENGTHENING

A key challenge in scaling RL for reasoning tasks is selecting an appropriate context window. Unlike
standard RLHF, reasoning tasks often require very long outputs—for example, AIME solutions
can exceed 10,000 tokens—creating a bottleneck for on-policy algorithms like GRPO, which must
generate full trajectories before gradient updates. Autoregressive LLM generation with long contexts
slows trajectory sampling and overall training.

This creates a fundamental trade-off: longer contexts allow tackling harder problems but increase
computation, while shorter contexts improve efficiency but may limit reasoning. Iterative context
lengthening addresses this by initially encouraging the model to “think shorter” with a constrained
context window, then gradually increasing it to unlock longer-horizon reasoning. Our approach
begins with RL training using an 8K context for efficient, effective reasoning, then incrementally
expands to 16K and 24K to handle more challenging problems.

We next detail the training dynamics in each stage.
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Bootstrapping reasoning with an 8K context Before full-scale training, we did a diagnostic
evaluation of Deepseek-R1-Distilled-Qwen-1.5B on AIME2024. The results from Table[l]
incorrect responses were over three times longer than correct ones (20,346 vs. 6,395 tokens). This
suggests that direct scaling at longer context might be inefficient, as these wrong responses are harder
for the model to solve.

Therefore, we initialize training with an 8K context, providing an implicit curriculum that encourages
concise reasoning on simpler problems and accelerates learning. While initial accuracy drops from
28.9% to 22.9%, training rewards steadily rise from 46% to 58%, and mean response length falls
from 5,500 to 3,500 tokens. After 1K steps, DeepScaleR gains 5 points over the base model and 11
points compared to direct 8K training, while average response length shrinks from 16.3K to 5.8K
tokens. This bootstrapping phase improves both performance and efficiency, making subsequent
extended-context training substantially more tractable.

Metric Base Model DeepScaleR-1.5B-8K Change
AIME Pass@1 (%) 28.9 33.9 5.0
Avg. tokens (correct) 6396.0 3661.2 —2734.8
Avg. tokens (incorrect) 20 346.3 6976.8 —13369.5
Avg. tokens (overall) 16 335.6 5850.9 —10484.7

Table 1: Comparison of base model and 8K-context fine-tuned model on AIME2024. Training under
constrained output length improves both efficiency and accuracy.

Transitioning to 16K contexts After 1,000 training steps at 8K, response lengths began increasing,
indicating the model was attempting longer reasoning. However, accuracy plateaued, rewards
fluctuated, and the response clipping ratio rose from 4.2% to 6.5%, signaling that the 8K window was
limiting further gains (See Figure [2]and 3).

Identifying this as a natural transition point, we checkpointed at step 1,040 and resumed training
with a 16K context. This two-stage approach is more efficient than starting at 16K, as the 8K
bootstrapping kept average response length at 3,500 instead of 10,000 tokens, reducing computation
2-3x. Following the switch, rewards, response length, and AIME accuracy steadily improved: after
500 steps, average response length rose to 5,500 tokens and Pass@1 accuracy reached 38

0.590{ — Rewards
Response Length -g 0.060
o z
£ 0.585 <
; (=}
g 5 0.055
0580 b=
E g
£ 5
= 0575 5 0.050
& ]
N g
20570 2
; £.0.045
Q
3
< 0.565 : 8
f 0.040

800 1000 1200
Training Steps

700 800 900 1000 1100 1200 1300
Training Steps
Figure 3: The response length clip ratio

Figure 2: Response length goes back up after 1000 steps, rises after 1000 steps for the 8K context

but training rewards eventually declines for our 8K run.

Final push with 24K contexts After an additional 500 steps at 16K context, performance once
again began to plateau. Training rewards stabilized at 62.5%, AIME accuracy hovered at 38%, and
output lengths began declining slightly. The maximum clipping ratio also rose to 2.0%, indicating
renewed constraints at the new context ceiling.
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To address this, we extended the context window one final time to 24K tokens, resuming training
from step 480 of the 16K run. The results were immediate: within 50 steps, the model surpassed 40%
accuracy, eventually reaching 43% by step 200 and surpassing ol-preview.

Training efficiency and cost Overall, our training run consists of 1,750 steps. The initial 8K phase
was trained on 8 A100 GPUs, while the 16K and 24K phases scaled up training to 32 A100 GPUs.
In total, the training took around 3,800 A100 hours, equivalent to roughly 5 days on 32 A100s and
$4500 in terms of compute cost.

3.3 PRINCIPLES FOR SELECTING THE CONTEXT WINDOW IN ITERATIVE LENGTHENING

While iterative context lengthening is an effective strategy for scaling reasoning models, it introduces
a new hyperparameter: the context window. This raises two natural questions for model training:
(1) what is the optimal initial context window, and (2) when should the window be expanded during
training? Given our observations from DeepScaleR, we propose the principles for selecting context
windows in iterative lengthening:

Principle 1: Start at steepest gains Model performance vs. context length often follows a concave
curve: rapid early gains plateau as context grows. We recommend starting fine-tuning near where
initial gains taper, letting the model leverage short- to medium-length contexts before expanding.
For example, on AIME2024 with DeepSeek-R1-Distill-1.5B, fixed-context Pass@]1 scores
at 2K, 4K, 8K, 16K, and 32K tokens are 3%, 9%, 23%, 26%, and 29%, showing steep gains up
to 8K and diminishing returns afterward. This motivates a staged schedule of 8K — 16K — 24K.
Conversely, if gains rise sharply only near the maximum context, direct training at the target length
may be more effective than staged growth.

Principle 2: Expand when performance plateaus Performance saturation, often accompanied by
longer responses and higher clipping, indicates the model is constrained by context. Expanding the
window before this plateau allows the model to fully utilize its reasoning capacity.

General methodology Based on the above principles, iterative context lengthening can be imple-
mented as a three-stage process: 1) evaluate coverage (fraction of problems solved) across context
cutoffs; 2) identify the concave trend and select an initial window just beyond the steepest gains; 3)
when coverage plateaus while response lengths increase, expand the context using the best checkpoint
before the plateau. In Section[4.2] we present additional RL scaling experiments on the countdown
task that empirically validate these principles.

4 EVALUATION

Evaluation setup We evaluate our model on various competition-level mathematics benchmarks,
including AIME 2024 [44]], AMC 2023, MATH-500 [15], Minerva Math [22], and Olympiad-
Bench [[14]. Since datasets such as AIME has high variance, for each question, we sample 16 times
following the recommended setup by Deepseek-R1 (temperature=0.6, topp=0.95) and report the
average Pass@1 accuracy over the 16 trials.

We compare DeepScaleR with the base DeepSeek model and recent academic works exploring RL for
math reasoning, including rStar [[11]], SimpleRL [56]], PRIME [9]], and STILL-3 [42]. We show our
evaluation results in Table |2|and underline the model whose scores we evaluate and verify ourselves.

As shown in Table[2] DeepScaleR significantly outperforms the base model across all benchmarks,
achieving a 14.4% absolute gain on AIME2024 and an 8.1% overall improvement. Additionally,
DeepScaleR surpasses recent works such as rSTAR, PRIME, and SimpleRL, which are finetuned
from a larger 7B models.

4.1 ABLATION STUDY

Iterative Context Lengthening (8K — 16K — 24K) vs. Direct RL Scaling (24K) To evaluate the
effectiveness of our iterative context lengthening strategy, we conduct an ablation study comparing
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Model AIME 2024 MATH 500 AMC 2023 Minerva Math OlympiadBench Avg.
Qwen-2.5-Math-7B-Instruct 133 79.8 50.6 34.6 40.7 43.8
rStar-Math-7B 26.7 78.4 47.5 - 471 -

Eurus-2-7B-PRIME 26.7 79.2 57.8 38.6 42.1 48.9
Qwen2.5-7B-SimpleRL 26.7 82.4 62.5 39.7 43.3 50.9
DeepSeek-R1-Distill-Qwen-1.5B 28.8 82.8 62.9 26.5 43.3 48.9
Still-3-1.5B-Preview 32.5 84.4 66.7 29.0 45.4 51.6
DeepScaleR-1.5B-Preview 43.1 87.8 73.6 30.2 50.0 57.0
O1-Preview 40.0 81.4 - - - -

Table 2: Pass@1 accuracy across competition-level math benchmarks. DeepScaleR outperforms both
the base model and recent RL-enhanced methods.

our staged training approach (8K — 16K — 24K) against direct reinforcement learning (RL) scaling
with a 24K context window. For the direct scaling baseline, we replicate the training configuration
used in DeepScaleR’s final 24K-stage run.

The direct 24K model is trained for 440 steps on 16 A100 GPUs, with each step taking approximately
1,300 seconds, amounting to a total training cost of roughly 2,400 A100 GPU-hours. To provide a
fair comparison, we plot both training curves using GPU hours as the x-axis.
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Figure 4: Comparison of DeepScaleR’s iterative context lengthening (8K — 16K — 24K) versus
direct RL scaling at 24K. Left: AIME accuracy vs. GPU hours. Right: Average training rewards vs.
GPU hours.

As shown in Figure[d] the direct 24K scaling baseline exhibits unstable performance and does not
yield significant improvement over time. In contrast, iterative context lengthening—while starting
from a lower initial AIME accuracy due to truncation—demonstrates steady progress throughout
training and surpasses the direct scaling baseline after approximately 500 GPU hours. These findings
support our hypothesis that naively scaling to long contexts in RL training is suboptimal, and that a
staged curriculum enables more stable and effective learning.

Test-Time Scaling of DeepScaleR Test-time scaling refers to techniques that improve model
performance on downstream tasks by allocating additional compute during inference. A widely
adopted method is self-consistency [47]], which generates multiple solutions and selects the final
answer via majority voting.

Figure 5| presents a side-by-side comparison of test-time scaling between DeepScaleR and the original
base model, Deepseek-R1-Distill-1.5B. For each of the 30 problems in the AIME2024
dataset, we generate 64 solutions per model and evaluate majority voting accuracy by repeatedly
sampling subsets of responses from this pool. We run 300 sampling trials and report the mean
accuracy and standard deviation as a function of the number of sampled solutions (left) and total
number of generated tokens (right).

The results show that DeepScaleR consistently outperforms the base model as the number of samples
increases, achieving a Maj @64 accuracy of 65% compared to 57.7%. Notably, our iterative context
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Figure 5: Test-time scaling comparison between DeepScaleR and

Deepseek-R1-1.5B-Distill. Left: Mean majority voting accuracy (with standard
deviation) as a function of the number of sampled responses. Right: Mean majority voting accuracy
(with standard deviation) as a function of the total number of generated tokens. DeepScaleR
consistently outperforms the baseline while requiring much fewer tokens to reach comparable
accuracy.
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Figure 6: Coverage and truncation for Qwen3-
0.6B on CountDown under different cutoffs.

lengthening technique leads to significantly more concise reasoning, which greatly improves the
efficiency of test-time scaling. As shown in the right panel of Figure 5] DeepScaleR reaches 50%
majority voting accuracy using 4.2M fewer tokens (equivalent to a savings of 14K tokens per problem),
demonstrating a substantial reduction in inference cost.

4.2 CONTEXT LENGTH SCHEDULING ON THE COUNTDOWN TASK

To investigate the effect of different context length schedules and validate our principles for selecting
the context window, we conduct a set of additional RL scaling experiments on the COUNTDOWN task
using QWEN3-0.6B as the base model.

Coverage analysis. Before running experiments, we first examine the behavior of the base model
under different context cutoffs. Figure[7|and Table [f]report coverage (fraction of problems solved
within the cutoff) and truncation (fraction of solutions clipped). We observe a concave growth curve:
coverage rises rapidly for the first 1K tokens (0% to 45.5%), then slows beyond 2K. Meanwhile,
accuracy drops substantially at higher cutoffs (e.g., only 25 out of 225 problems are solved between
4K-8K), suggesting these longer problems remain unsolved.

This implies that directly scaling at 8K is inefficient, as substantial compute is wasted on truncated
or incorrect long solutions that do not contribute to the gradient under GRPO. Our scheduling
principles therefore suggest initializing within the 1K-2K range, where coverage gains are steepest
but diminishing returns have not yet set in.
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Schedule Start Acc. (%) Final Acc. (%) Avg. Len Steps

512 - 4K — 8K 10.9 673 —79.6 — 82.5 1760 350 — 50 — 50
1K — 4K — 8K 45.5 70.2 — 82.7 — 854 2061 225 — 50 — 25
2K — 4K — 8K 61.9 74.2 — 80.7 — 84.9 3045 150 — 50 — 25
4K — 8K 69.3 75.1 — 81.9 3054 75 — 50
8K (direct) 71.8 81.1 3022 100

Table 3: Countdown task results under different ICL schedules. Accuracies are reported at each stage
of training.

Effects of Different Iterative schedules We evaluate five iterative context lengthening (ICL)
schedules—(1) 512 — 4K — 8K, (2) 1K — 4K — 8K, (3) 2K — 4K — 8K, (4) 4K — 8K, and
(5) direct SK—using the same dataset and RL configuration, with context switches triggered from
the best checkpoint before reward plateaus. Results are presented in Table 3] Across all setups,
iterative scheduling consistently outperforms direct scaling. Runs 2 and 3, which start in the 1K-2K
range, achieve the highest final accuracy (85.4% and 84.9%, respectively), validating our scheduling
principles; Run 2 (1K — 4K — 8K) further provides the best trade-off, reaching top accuracy with
shorter outputs. In contrast, Run 1 (512 start) begins too low, requiring significantly more steps to
recover; Run 4 (4K start) skips the steep-gain region, leading to weaker outcomes (81.9%); and direct
8K training (Run 5) is the least efficient, plateauing at 81.1% despite longer responses.

These results empirically validate our two heuristics—selecting the initial context near the steepest
coverage gain and expanding when learning plateaus—showing that iterative scheduling serves as an
implicit curriculum that yields higher accuracy, more efficient training, and more concise solutions.

5 KEY TAKEAWAYS

RL scaling can manifest in small models as well Deepseek-R1 [12] demonstrates that applying
RL directly on small models is not as effective as distillation. Their ablations show that RL on Qwen-
32B achieves 47% on AIME, whereas distillation alone reaches 72.6%. A common myth is that RL
scaling only benefits large models. However, with high-quality SFT data distilled from larger models,
smaller models can also learn to reason more effectively with RL. Our results confirm this: RL
scaling improved a distilled model’s AIME accuracy from 28.9% to 43.1%! These findings suggest
that neither SFT nor RL alone is sufficient. Instead, by combining high-quality SFT distillation with
RL scaling, we can truly unlock the reasoning potential of LLMs.

Iterative lengthening enables more effective length scaling Prior works [53}[17] indicate that
training RL directly on 16K context yields no significant improvement over 8K, likely due to
insufficient compute for the model to fully exploit the extended context. And a recent work [26]
suggests longer response lengths consists of redundant self-reflection that leads to incorrect results.
Our experiments are consistent with these findings. By first optimizing reasoning at shorter contexts
(8K), we enable faster and more effective training in subsequent 16K and 24K runs. This iterative
approach grounds the model in effective thinking patterns before scaling to longer contexts, making
RL-based length scaling more efficient.

6 CONCLUSION

In this work, we introduce a novel iterative context lengthening technique for effective RL scaling.
Our approach gradually expands the model’s context windows during training (8K—16K—24K),
stabilizing learning and encouraging concise reasoning. Leveraging this technique, we train Deep-
ScaleR, a 1.5B model that achieves 43.3% Pass@1 on AIME2024— improving by 14.3% over its
base model and matching OpenAI’s o1-preview on various math reasoning benchmarks. Our
ablation study shows that iterative context lengthening is more effective than direct RL scaling, and
enables stronger and more efficient test-time scaling.



Under review as a conference paper at ICLR 2026

REFERENCES

(1]

(2]

(3]

(4]

(5]

(6]

(7]

(8]

(9]

[10]

[11]

[12]

[13]

[14]

Arash Ahmadiar'l', Chris Cremer, Matthias Gallé, Marzieh Fadaee, Julia Kreutzer, Olivier
Pietquin, Ahmet Ustiin, and Sara Hooker. Back to basics: Revisiting reinforce style optimization
for learning from human feedback in llms. arXiv preprint arXiv:2402.14740, 2024.

Hao Bai, Yifei Zhou, Jiayi Pan, Mert Cemri, Alane Suhr, Sergey Levine, and Aviral Kumar.
Digirl: Training in-the-wild device-control agents with autonomous reinforcement learning.

Advances in Neural Information Processing Systems, 37:12461-12495, 2024.

Yuntao Bai, Saurav Kadavath, Sandipan Kundu, Amanda Askell, Jackson Kernion, Andy Jones,
Anna Chen, Anna Goldie, Azalia Mirhoseini, Cameron McKinnon, et al. Constitutional ai:
Harmlessness from ai feedback. arXiv preprint arXiv:2212.08073, 2022.

Bradley Brown, Jordan Juravsky, Ryan Ehrlich, Ronald Clark, Quoc V Le, Christopher Ré,
and Azalia Mirhoseini. Large language monkeys: Scaling inference compute with repeated
sampling. arXiv preprint arXiv:2407.21787, 2024.

Thomas Carta, Clément Romac, Thomas Wolf, Sylvain Lamprier, Olivier Sigaud, and Pierre-
Yves Oudeyer. Grounding large language models in interactive environments with online
reinforcement learning. In International Conference on Machine Learning, pp. 3676-3713.
PMLR, 2023.

Wenhu Chen, Xueguang Ma, Xinyi Wang, and William W Cohen. Program of thoughts
prompting: Disentangling computation from reasoning for numerical reasoning tasks. arXiv
preprint arXiv:2211.12588, 2022.

Paul F Christiano, Jan Leike, Tom Brown, Miljan Martic, Shane Legg, and Dario Amodei. Deep
reinforcement learning from human preferences. Advances in neural information processing
systems, 30, 2017.

Karl Cobbe, Vineet Kosaraju, Mohammad Bavarian, Mark Chen, Heewoo Jun, Lukasz Kaiser,
Matthias Plappert, Jerry Tworek, Jacob Hilton, Reiichiro Nakano, et al. Training verifiers to
solve math word problems. arXiv preprint arXiv:2110.14168, 2021.

Ganqu Cui, Lifan Yuan, Zefan Wang, Hanbin Wang, Wendi Li, Bingxiang He, Yuchen Fan,
Tianyu Yu, Qixin Xu, Weize Chen, et al. Process reinforcement through implicit rewards. arXiv
preprint arXiv:2502.01456, 2025.

Bofei Gao, Feifan Song, Zhe Yang, Zefan Cai, Yibo Miao, Qingxiu Dong, Lei Li, Chenghao
Ma, Liang Chen, Runxin Xu, Zhengyang Tang, Benyou Wang, Daoguang Zan, Shanghaoran
Quan, Ge Zhang, Lei Sha, Yichang Zhang, Xuancheng Ren, Tianyu Liu, and Baobao Chang.
Omni-math: A universal olympiad level mathematic benchmark for large language models,
2024. URL https://arxiv.org/abs/2410.07985.

Xinyu Guan, Li Lyna Zhang, Yifei Liu, Ning Shang, Youran Sun, Yi Zhu, Fan Yang, and Mao
Yang. rstar-math: Small llms can master math reasoning with self-evolved deep thinking. arXiv
preprint arXiv:2501.04519, 2025.

Daya Guo, Dejian Yang, Haowei Zhang, Junxiao Song, Ruoyu Zhang, Runxin Xu, Qihao Zhu,
Shirong Ma, Peiyi Wang, Xiao Bi, et al. Deepseek-rl: Incentivizing reasoning capability in
Ilms via reinforcement learning. arXiv preprint arXiv:2501.12948, 2025.

Alex Havrilla, Yuging Du, Sharath Chandra Raparthy, Christoforos Nalmpantis, Jane Dwivedi-
Yu, Maksym Zhuravinskyi, Eric Hambro, Sainbayar Sukhbaatar, and Roberta Raileanu. Teaching
large language models to reason with reinforcement learning. arXiv preprint arXiv:2403.04642,
2024.

Chaoqun He, Renjie Luo, Yuzhuo Bai, Shengding Hu, Zhen Leng Thai, Junhao Shen, Jinyi
Hu, Xu Han, Yujie Huang, Yuxiang Zhang, Jie Liu, Lei Qi, Zhiyuan Liu, and Maosong Sun.
Olympiadbench: A challenging benchmark for promoting agi with olympiad-level bilingual
multimodal scientific problems, 2024. URL https://arxiv.org/abs/2402.14008|

10


https://arxiv.org/abs/2410.07985
https://arxiv.org/abs/2402.14008

Under review as a conference paper at ICLR 2026

[15] Dan Hendrycks, Collin Burns, Saurav Kadavath, Akul Arora, Steven Basart, Eric Tang, Dawn
Song, and Jacob Steinhardt. Measuring mathematical problem solving with the math dataset.
arXiv preprint arXiv:2103.03874, 2021.

[16] Arian Hosseini, Xingdi Yuan, Nikolay Malkin, Aaron Courville, Alessandro Sordoni, and
Rishabh Agarwal. V-star: Training verifiers for self-taught reasoners. arXiv preprint
arXiv:2402.06457, 2024.

[17] Zhenyu Hou, Xin Lv, Rui Lu, Jiajie Zhang, Yujiang Li, Zijun Yao, Juanzi Li, Jie Tang, and
Yuxiao Dong. Advancing language model reasoning through reinforcement learning and
inference scaling. arXiv preprint arXiv:2501.11651, 2025.

[18] Jian Hu. Reinforce++: A simple and efficient approach for aligning large language models.
arXiv preprint arXiv:2501.03262, 2025.

[19] Tushar Khot, Harsh Trivedi, Matthew Finlayson, Yao Fu, Kyle Richardson, Peter Clark, and
Ashish Sabharwal. Decomposed prompting: A modular approach for solving complex tasks.
arXiv preprint arXiv:2210.02406, 2022.

[20] Takeshi Kojima, Shixiang Shane Gu, Machel Reid, Yutaka Matsuo, and Yusuke Iwasawa. Large
language models are zero-shot reasoners. Advances in neural information processing systems,
35:22199-22213, 2022.

[21] Aviral Kumar, Vincent Zhuang, Rishabh Agarwal, Yi Su, John D Co-Reyes, Avi Singh, Kate
Baumli, Shariq Igbal, Colton Bishop, Rebecca Roelofs, et al. Training language models to
self-correct via reinforcement learning. arXiv preprint arXiv:2409.12917, 2024.

[22] Aitor Lewkowycz, Anders Andreassen, David Dohan, Ethan Dyer, Henryk Michalewski, Vinay
Ramasesh, Ambrose Slone, Cem Anil, Imanol Schlag, Theo Gutman-Solo, Yuhuai Wu, Behnam
Neyshabur, Guy Gur-Ari, and Vedant Misra. Solving quantitative reasoning problems with
language models, 2022. URL https://arxiv.org/abs/2206.14858,.

[23] Dacheng Li, Shiyi Cao, Tyler Griggs, Shu Liu, Xiangxi Mo, Eric Tang, Sumanth Hegde,
Kourosh Hakhamaneshi, Shishir G Patil, Matei Zaharia, et al. Llms can easily learn to reason
from demonstrations structure, not content, is what matters! arXiv preprint arXiv:2502.07374,
2025.

[24] Ziniu Li, Tian Xu, Yushun Zhang, Zhihang Lin, Yang Yu, Ruoyu Sun, and Zhi-Quan Luo.
Remax: A simple, effective, and efficient reinforcement learning method for aligning large
language models. arXiv preprint arXiv:2310.10505, 2023.

[25] Hunter Lightman, Vineet Kosaraju, Yuri Burda, Harrison Edwards, Bowen Baker, Teddy Lee,
Jan Leike, John Schulman, Ilya Sutskever, and Karl Cobbe. Let’s verify step by step. In The
Twelfth International Conference on Learning Representations, 2023.

[26] Zichen Liu, Changyu Chen, Wenjun Li, Tianyu Pang, Chao Du, and Min Lin. There may not be
aha moment in r1-zero-like training — a pilot study. https://catllm.notion.site/
oat-zerol 2025. Notion Blog.

[27] Aaron Meurer, Christopher P Smith, Mateusz Paprocki, Ondfej Certik, Sergey B Kirpichev,
Matthew Rocklin, AMiT Kumar, Sergiu Ivanov, Jason K Moore, Sartaj Singh, et al. Sympy:
symbolic computing in python. PeerJ Computer Science, 3:¢103, 2017.

[28] Niklas Muennighoff, Zitong Yang, Weijia Shi, Xiang Lisa Li, Li Fei-Fei, Hannaneh Hajishirzi,
Luke Zettlemoyer, Percy Liang, Emmanuel Candes, and Tatsunori Hashimoto. sl: Simple
test-time scaling. arXiv preprint arXiv:2501.19393, 2025.

[29] OpenAl. Learning to reason with language models. https://openai.com/index/
learning—-to-reason—-with—-11ms/} 2024. Accessed: 2025-04-25.

[30] Long Ouyang, Jeffrey Wu, Xu Jiang, Diogo Almeida, Carroll Wainwright, Pamela Mishkin,
Chong Zhang, Sandhini Agarwal, Katarina Slama, Alex Ray, et al. Training language models to
follow instructions with human feedback. Advances in neural information processing systems,
35:27730-27744, 2022.

11


https://arxiv.org/abs/2206.14858
https://oatllm.notion.site/oat-zero
https://oatllm.notion.site/oat-zero
https://openai.com/index/learning-to-reason-with-llms/
https://openai.com/index/learning-to-reason-with-llms/

Under review as a conference paper at ICLR 2026

[31]

[32]

[33]

[34]

[35]

[36]

[37]

[38]

[39]

[40]

[41]

[42]

[43]

[44]

[45]

[46]

[47]

Richard Yuanzhe Pang, Weizhe Yuan, He He, Kyunghyun Cho, Sainbayar Sukhbaatar, and
Jason Weston. Iterative reasoning preference optimization. Advances in Neural Information
Processing Systems, 37:116617-116637, 2024.

Zehan Qi, Xiao Liu, Iat Long Iong, Hanyu Lai, Xueqiao Sun, Wenyi Zhao, Yu Yang, Xinyue
Yang, Jiadai Sun, Shuntian Yao, et al. Webrl: Training llm web agents via self-evolving online
curriculum reinforcement learning. arXiv preprint arXiv:2411.02337, 2024.

Nils Reimers and Iryna Gurevych. Sentence-bert: Sentence embeddings using siamese bert-
networks. In Proceedings of the 2019 Conference on Empirical Methods in Natural Language
Processing. Association for Computational Linguistics, 11 2019. URL https://arxiv,
org/abs/1908.10084l

John Schulman, Filip Wolski, Prafulla Dhariwal, Alec Radford, and Oleg Klimov. Proximal
policy optimization algorithms. arXiv preprint arXiv:1707.06347, 2017.

Amrith Setlur, Saurabh Garg, Xinyang Geng, Naman Garg, Virginia Smith, and Aviral Kumar.
Rl on incorrect synthetic data scales the efficiency of 1lm math reasoning by eight-fold. Advances
in Neural Information Processing Systems, 37:43000-43031, 2024.

Amrith Setlur, Chirag Nagpal, Adam Fisch, Xinyang Geng, Jacob Eisenstein, Rishabh Agarwal,
Alekh Agarwal, Jonathan Berant, and Aviral Kumar. Rewarding progress: Scaling automated
process verifiers for llm reasoning. arXiv preprint arXiv:2410.08146, 2024.

Zhihong Shao, Peiyi Wang, Qihao Zhu, Runxin Xu, Junxiao Song, Xiao Bi, Haowei Zhang,
Mingchuan Zhang, YK Li, Y Wu, et al. Deepseekmath: Pushing the limits of mathematical
reasoning in open language models. arXiv preprint arXiv:2402.03300, 2024.

Charlie Snell, Ilya Kostrikov, Yi Su, Mengjiao Yang, and Sergey Levine. Offline rl for natural
language generation with implicit language q learning. arXiv preprint arXiv:2206.11871, 2022.

Charlie Snell, Jachoon Lee, Kelvin Xu, and Aviral Kumar. Scaling llm test-time compute opti-
mally can be more effective than scaling model parameters. arXiv preprint arXiv:2408.03314,
2024.

Richard S Sutton, David McAllester, Satinder Singh, and Yishay Mansour. Policy gradient meth-
ods for reinforcement learning with function approximation. Advances in neural information
processing systems, 12, 1999.

Gemini Team, Petko Georgiev, Ving Ian Lei, Ryan Burnell, Libin Bai, Anmol Gulati, Garrett
Tanzer, Damien Vincent, Zhufeng Pan, Shibo Wang, et al. Gemini 1.5: Unlocking multimodal
understanding across millions of tokens of context. arXiv preprint arXiv:2403.05530, 2024.

RUCAIBox STILL Team. Still-3-1.5b-preview: Enhancing slow thinking abilities of small
models through reinforcement learning. 2025. URL https://github.com/RUCAIBox/
Slow_Thinking with_ LLMs.

Jonathan Uesato, Nate Kushman, Ramana Kumar, Francis Song, Noah Siegel, Lisa Wang,
Antonia Creswell, Geoffrey Irving, and Irina Higgins. Solving math word problems with
process-and outcome-based feedback. arXiv preprint arXiv:2211.14275, 2022.

Hemish Veeraboina. Aime problem set 1983-2024, 2023. URL https://www.kagglel
com/datasets/hemishveeraboina/aime-problem-set-1983-2024.

Peiyi Wang, Lei Li, Zhihong Shao, RX Xu, Damai Dai, Yifei Li, Deli Chen, Yu Wu, and Zhifang
Sui. Math-shepherd: Verify and reinforce llms step-by-step without human annotations. arXiv
preprint arXiv:2312.08935, 2023.

Wenhui Wang, Furu Wei, Li Dong, Hangbo Bao, Nan Yang, and Ming Zhou. Minilm: Deep
self-attention distillation for task-agnostic compression of pre-trained transformers, 2020.

Xuezhi Wang, Jason Wei, Dale Schuurmans, Quoc Le, Ed Chi, Sharan Narang, Aakanksha
Chowdhery, and Denny Zhou. Self-consistency improves chain of thought reasoning in language
models, 2023. URL https://arxiv.org/abs/2203.11171.

12


https://arxiv.org/abs/1908.10084
https://arxiv.org/abs/1908.10084
https://github.com/RUCAIBox/Slow_Thinking_with_LLMs
https://github.com/RUCAIBox/Slow_Thinking_with_LLMs
https://www.kaggle.com/datasets/hemishveeraboina/aime-problem-set-1983-2024
https://www.kaggle.com/datasets/hemishveeraboina/aime-problem-set-1983-2024
https://arxiv.org/abs/2203.11171

Under review as a conference paper at ICLR 2026

[48] Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten Bosma, Fei Xia, Ed Chi, Quoc V Le,
Denny Zhou, et al. Chain-of-thought prompting elicits reasoning in large language models.
Advances in neural information processing systems, 35:24824-248377, 2022.

[49] Yuxi Xie, Anirudh Goyal, Wenyue Zheng, Min-Yen Kan, Timothy P Lillicrap, Kenji Kawaguchi,
and Michael Shieh. Monte carlo tree search boosts reasoning via iterative preference learning.
arXiv preprint arXiv:2405.00451, 2024.

[50] An Yang, Beichen Zhang, Binyuan Hui, Bofei Gao, Bowen Yu, Chengpeng Li, Dayiheng Liu,
Jianhong Tu, Jingren Zhou, Junyang Lin, Keming Lu, Mingfeng Xue, Runji Lin, Tianyu Liu,
Xingzhang Ren, and Zhenru Zhang. Qwen2.5-math technical report: Toward mathematical
expert model via self-improvement. arXiv preprint arXiv:2409.12122, 2024.

[51] Shunyu Yao, Dian Yu, Jeffrey Zhao, Izhak Shafran, Tom Griffiths, Yuan Cao, and Karthik
Narasimhan. Tree of thoughts: Deliberate problem solving with large language models. Ad-
vances in neural information processing systems, 36:11809-11822, 2023.

[52] Yixin Ye, Zhen Huang, Yang Xiao, Ethan Chern, Shijie Xia, and Pengfei Liu. Limo: Less is
more for reasoning. arXiv preprint arXiv:2502.03387, 2025.

[53] Edward Yeo, Yuxuan Tong, Morry Niu, Graham Neubig, and Xiang Yue. Demystifying long
chain-of-thought reasoning in llms. arXiv preprint arXiv:2502.03373, 2025.

[54] Eric Zelikman, Yuhuai Wu, Jesse Mu, and Noah Goodman. Star: Bootstrapping reasoning with
reasoning. Advances in Neural Information Processing Systems, 35:15476-15488, 2022.

[55] Eric Zelikman, Georges Harik, Yijia Shao, Varuna Jayasiri, Nick Haber, and Noah D Goodman.
Quiet-star: Language models can teach themselves to think before speaking. arXiv preprint
arXiv:2403.09629, 2024.

[56] Weihao Zeng, Yuzhen Huang, Wei Liu, Keqing He, Qian Liu, Zejun Ma, and Junxian He. 7b
model and 8k examples: Emerging reasoning with reinforcement learning is both effective and
efficient. https://hkust-nlp.notion.site/simplerl-reason, 2025. Notion
Blog.

[57] Simon Zhai, Hao Bai, Zipeng Lin, Jiayi Pan, Peter Tong, Yifei Zhou, Alane Suhr, Saining
Xie, Yann LeCun, Yi Ma, et al. Fine-tuning large vision-language models as decision-making
agents via reinforcement learning. Advances in neural information processing systems, 37:
110935-110971, 2024.

[58] Dan Zhang, Sining Zhoubian, Ziniu Hu, Yisong Yue, Yuxiao Dong, and Jie Tang. Rest-mcts*:
Llm self-training via process reward guided tree search. Advances in Neural Information
Processing Systems, 37:64735-64772, 2024.

[59] Di Zhang, Jianbo Wu, Jingdi Lei, Tong Che, Jiatong Li, Tong Xie, Xiaoshui Huang, Shufei
Zhang, Marco Pavone, Yuqiang Li, et al. Llama-berry: Pairwise optimization for ol-like
olympiad-level mathematical reasoning. arXiv preprint arXiv:2410.02884, 2024.

[60] Denny Zhou, Nathanael Schirli, Le Hou, Jason Wei, Nathan Scales, Xuezhi Wang, Dale
Schuurmans, Claire Cui, Olivier Bousquet, Quoc Le, et al. Least-to-most prompting enables
complex reasoning in large language models. arXiv preprint arXiv:2205.10625, 2022.

[61] Yifei Zhou, Andrea Zanette, Jiayi Pan, Sergey Levine, and Aviral Kumar. Archer: Training
language model agents via hierarchical multi-turn rl. arXiv preprint arXiv:2402.19446, 2024.

[62] Daniel M Ziegler, Nisan Stiennon, Jeffrey Wu, Tom B Brown, Alec Radford, Dario Amodei,
Paul Christiano, and Geoffrey Irving. Fine-tuning language models from human preferences.
arXiv preprint arXiv:1909.08593, 2019.

A APPENDIX

A.1 TRAINING HYPERPARAMETERS ADDITIONAL TRAINING RESULTS
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Hyperparameters 8k 16k 24k
Train Batch Size 128 128 128
GRPO Group Size 8 16 16
Max Response Length 8192 16384 24576
Learning Rate 1x107% 1x107% 1x10°°
PPO Mini-Batch Size 64 64 64
PPO Epochs 1 1 1

KL Loss Coefficient 0.001 0.001 0.001
Rollout Temperature 0.6 0.6 0.6
Total Steps 1040 480 250

Table 4: Training hyperparameters for DeepScaleR’s 8k, 16k and 24k runs.
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Figure 8: DeepScaleR’s average response length and training rewards as training progresses. The
curves shows the running average over a window size of 100.
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