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Abstract

A large-scale deep model pre-trained on massive
labeled or unlabeled data transfers well to down-
stream tasks. Linear evaluation freezes parame-
ters in the pre-trained model and trains a linear
classifier separately, which is efficient and attrac-
tive for transfer. However, little work has inves-
tigated the classifier in linear evaluation except
for the default logistic regression. Inspired by
the statistical efficiency of naive Bayes, the paper
revisits the classical topic on discriminative vs.
generative classifiers (Ng & Jordan, 2001). Theo-
retically, the paper considers the surrogate loss in-
stead of the zero-one loss in analyses and general-
izes the classical results from binary cases to mul-
ticlass ones. We show that, under mild assump-
tions, multiclass naive Bayes requires O(logn)
samples to approach its asymptotic error while
the corresponding multiclass logistic regression
requires O(n) samples, where n is the feature
dimension. To establish it, we present a multi-
class H-consistency bound framework and an ex-
plicit bound for logistic loss, which are of inde-
pendent interests. Simulation results on a mixture
of Gaussian validate our theoretical findings. Ex-
periments on various pre-trained deep vision mod-
els show that naive Bayes consistently converges
faster as the number of data increases. Besides,
naive Bayes shows promise in few-shot cases and
we observe the “two regimes” phenomenon in pre-
trained supervised models. Our code is available
at https://github.com/ML-GSAI/Revisiting-Dis-vs-
Gen-Classifiers.
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1. Introduction

Deep representation learning has achieved great success
in many fields such as computer vision (Ren et al., 2015;
He et al., 2017; Chen et al., 2020a; He et al., 2020; Chen
et al., 2020b; Chen & He, 2021; Grill et al., 2020; He et al.,
2022), natural language processing (Devlin et al., 2019;
Brown et al., 2020; Raffel et al., 2020) and cross-modal
learning (Radford et al., 2021) over the past few years. The
common paradigm behind them is to (pre-)train a large-
scale model on an enormous amount of labeled or unlabeled
data and transfer it to downstream tasks. During the trans-
fer, linear evaluation (Chen et al., 2020a; He et al., 2020;
Chen et al., 2020b; Grill et al., 2020; Radford et al., 2021)
freezes all parameters in the pre-trained model and learns
a linear classifier separately. Theoretically, it is validated
by the (approximate) linear separability of the representa-
tions extracted by pre-trained models (Saunshi et al., 2019;
Lee et al., 2021; Tosh et al., 2021; HaoChen et al., 2021).
Practically, linear evaluation is an efficient and attractive
alternative to fine-tuning, considering the extremely large
and continually growing size of modern pre-trained models.

Although new algorithms and models for deep pre-training
emerge in endlessly, little work has investigated the clas-
sifier except for the default logistic regression. Directly
inspired by the classical work (Efron, 1975; Ng & Jordan,
2001) (detailed in Section 2) on the statistical efficiency of
generative linear classifiers (e.g. naive Bayes), we revisit
the discriminative vs. generative linear classifiers in the
context of deep representation learning.

In Section 3, we improve the classical theory (Ng & Jor-
dan, 2001) in two aspects for subsequent analysis in deep
representation learning. First, we characterize asymptotic
behaviors of both multiclass naive Bayes and logistic regres-
sion, generalizing the results in binary classification (Ng &
Jordan, 2001). Second, in logistic regression, we consider
the practically used surrogate loss in our analysis instead
of directly optimizing the zero-one loss as assumed in (Ng
& Jordan, 2001). To establish it, we introduce a general
multiclass H-consistency bound framework upon recent
advances (Awasthi et al., 2022a) and a nontrivial explicit
bound for multiclass logistic regression, which are of in-
dependent interests. We prove that for a fixed number of
classes, the number of samples required to approach the
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corresponding optimal classifier is O(logn) and O(n) for
naive Bayes and logistic regression respectively, where n is
the feature dimension. We conduct synthetic experiments
with tractable H-optimal classifiers to validate our theory.

In Section 4, we discuss the implications of our theory in
the linear evaluation of pre-trained deep models. We first
analyze the main assumptions in our theory upon deep rep-
resentations. We then perform extensive experiments on
CIFAR10 and CIFAR100 datasets with various representa-
tive pre-trained vision models (He et al., 2016; Dosovitskiy
et al., 2021; Chen et al., 2020d;c; Radford et al., 2021; Xie
et al., 2022; He et al., 2022), which are trained in supervised
or self-supervised manners. The results show that naive
Bayes consistently converges faster as the number of data
increases in all settings, which agrees with our theory. Be-
sides, naive Bayes shows promise in few-shot cases and
we observe the “two regimes” phonomenan (Ng & Jordan,
2001) in models pre-trained in a supervised manner, sug-
gesting a distinction between the representations learned by
supervised and self-supervised approaches.

2. Preliminaries

In this section, we present notations and preliminaries on
discriminative vs. generative classifiers and #-consistency.

Let lower, boldface lower and capital case letters denote
scalers (e.g., a), vectors (e.g., @), and matrices (e.g., A),
respectively. For a matrix A, A; and A;; denote its i-th
row and (i, j)-th element. For a vector a, a; denotes its i-th
element. Similarly, for a vector function f, f;(x) denotes
the i-th element of f(a). We do not distinguish constants
and random variables in notations if there is no confusion.
We denote the KL divergence between distributions p and ¢
by D(p|q). We use E, V, Ay, to represent expectation, vari-
ance, and k-dimensional possibility simplex, respectively.

Let X denote the domain set and Y = {1,..., K} denote
the label set, where K is the number of classes. For sim-
plicity, we assume X = {0,1}" when inputs are discrete
and X = [0,1]™ otherwise, where n is the feature dimen-
sion. Note that our analysis can be easily extended to the
general case with any bounded features. Let H be a hy-
pothesis set of functions mapping from & x ) to R¥. The
prediction associated by a hypothesis h € H and x € X is
argmax,cy, h, (). In the main paper, we focus on the fam-
ily of constrained linear hypotheses H;in, = {x - h(x) :
hy(x) = (wy,x) + by, |wyl2 < Wby < B,y € Y},
where W, B ¢ R*. We also denote the hypothesis set
of all measurable functions by H,;;. Given a hypothe-
sis set H and distribution D, the generalization error and
minimal generalization error of a hypothesis h with re-
spect to the loss function £ : RE x Y - R are defined as
Ry(h) = E(gy)-p[((h(2),y)] and B}, = infer Re(h).

2.1. Discriminative vs. Generative Classifiers

K-class logistic regression 1is parameterized by
[wi,...,wk,b], where w; € R™ and b ¢ REX. Its
prediction is given by argmax, .y, ({w,, x) + by).

It’s well known that the generative counterpart of the logistic
regression is naive Bayes (with some constraints presented
later) (Ng & Jordan, 2001; Rubinstein & Hastie, 1997).
When inputs are discrete, a naive Bayes classifier uses a
training set with m i.i.d examples to calculate the empirical
conditional distributions p(x;|y) and empirical marginal
distribution p(y) as follows:

#r;=lLy=k}+a

Plas =1y = k) = T (1)
sy - Y=k} ta
py=k)= Ko (2)

where #{-} is the counting function and « is a positive
Laplace smoothing parameter. Corresponding population
versions are denoted by p(z;|y) and p(y) respectively. In
case of continuous inputs, we let p(z;|y = k) be a univariate
Gaussian distribution with parameters /i;; and 2. We note
that s do not depend on y to keep the linearity of its deci-
sion boundary, otherwise logistic regression and naive Bayes
are no longer a fair discriminative-generative pair (Xue &
Titterington, 2008). They are calculated as the empirical
version of jui; = E[z;]y = k] and 07 = E, [V (z;]y)].

Ng & Jordan (2001) proved that in binary classification,
logistic regression enjoys a lower asymptotic error but ap-
proaches it much slower (w.r.t. the sample size) than naive
Bayes. The theory explains the “fwo regimes” (Ng & Jordan,
2001) phenomenon in practice. In particular, naive Bayes
generalizes better with limited data. However, the multi-
class case has not been investigated yet, which is the main
focus of this paper. Besides, prior work (Ng & Jordan, 2001)
assumes that the zero-one loss can be directly optimized
in logistic regression, which is impractical. To weaken the
assumption, we introduce tools from H-consistency.

2.2. ‘H-consistency

‘H-consistency (Long & Servedio, 2013) analyzes the re-
lationship between the estimation error of zero-one loss
w.r.t. a hypothesis class H and that of a surrogate loss. It
includes the classical Bayes consistency (Zhang, 2004b;
Bartlett et al., 2006; Tewari & Bartlett, 2007) as a special
case by setting H to H,y. In this paper, we analyze the
linear discriminative vs. generative classifiers upon recent
advances on H-consistency bounds (Awasthi et al., 2022a).

We first introduce some notations. We denote by p(x) the
conditional distribution of Y given x, i.e., py(x) =P(Y =
y|X = x). We define the conditional risk as Cy(h,z) =
fo:l py(x)l(h(x),y), and note that generalization error
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R(h) can be rewritten as E,, [ C;(h, x)]. We also define its
infimum C7 5 (x) = infpez; Co(h, ) and the gap between
them ACy 3 (h,x) = C/(h,z) - C; 5 (z). A key quantity
appears in our bounds is My 3 = R} 5 — E4(C)4(2)),
which is difficult to estimate (Awasthi et al., 2022a), but can
be bounded by the approximate error. In addition, for any p
in probability simplex Ak, we can define Cy(h,x,p) =
Zf:lpyﬁ(h(m)w) and ACy 9 (h,x,p) = Co(h,z,p) -
infpey Co(h,x,p). Furthermore, we define the e-regret
of t as (t)e = t1yse.

The general H-consistency bound (Awasthi et al., 2022a)
for two loss functions #¢; and /5 is defined as follows.

Definition 2.1 (H-consistency bound). H-consistency
bound is in the following form that holds for all h € H,

D € P and some non-decreasing function f : R, - R,
Ry, (h) = Ry, 30 < f(Re, (B) = Ry, ) 3)

If P is composed of all distributions over X x ), we call it
a distribution-independent bound.

Note that it covers the classical Bayes consistency
bounds (Bartlett et al., 2006) by setting H = H,;;. When
£, is logistic loss ¢;,4 and ¢5 is zero-one loss £y, Awasthi
et al. (2022a) proved the following H-consistency bound
w.r.t. the bounded linear hypotheses.

Theorem 2.1 (H-consistency bound for binary logistic loss
and zero-one loss, Appendix K.1.2 (Awasthi et al., 2022a)).
Given binary linear hypothesis set H = {x - (w,z) + b :
|wl2 < WiIb| < B}, if Re,,,,(h) = R}, 5+ My, .m0 <

( ij 2, then it holds for any distribution that Ry,_, (h) -

Rzo,l,’H + Mfo—l,'H < \/ﬁ(Rng(h) - RZog,H + leogaﬂ)%'

To the best of our knowledge, there is no H-consistency
bound for logistic loss and zero-one loss in multiclass
classification'. In this paper, we extend the binary frame-
work (Awasthi et al., 2022a) to multiclass cases and derive
an explicit bound for logistic loss.

3. Theory

In this section, we present our main theoretical results in
Section 3.1: Under some mild assumptions, for any fixed
class number K, the number of training samples required
by naive Bayes to approach its asymptotic error is O(logn)
(Theorem 3.2), and that of logistic regression is O(n) (The-
orem 3.4). To establish it, we propose a general multiclass
‘H-consistency framework (Theorem 3.5) and a nontrivial
multiclass H-consistency bound for logistic loss and zero-
one loss (Theorem 3.3) in Section 3.2. Notably, our theory

"Most recently, the concurrent and independent work of Mao
et al. (2023) also studies this problem and obtains similar results
to ours.

includes the analysis for K = 2 in Appendix B as a special
case.

3.1. On Multiclass Discriminative vs. Generative
Linear Classifiers

Let hpis,m and hgen,m denote the hypothesis returned
by multiclass logistic regression and naive Bayes with
m i.4.d samples, respectively. Let Apis 0 and hgen,oo
be the corresponding asymptotic version. We are inter-
ested in comparing the statistical efficiency of naive Bayes
and logistic regression (Ng & Jordan, 2001). Formally,
we need to bound Ry, , (hgen,m) — Rey_, (RGen,) and
Ry, (hpis,m) — Rey_, (R Dis, o0 ) TESpectively.

Naive Bayes. Notably, the solution of Naive Bayes is in
a closed-form, as presented in Eq. (1&2). Therefore, we
can characterize the gap between parameters in hgen,m
and AGen,o to bound Ry, , (Rgenm) — Rey_s (RGen,oo),
similarly to the binary case (Ng & Jordan, 2001).

We make two mild assumptions about the data distribution
similar to Ng & Jordan (2001). We avoid trivial cases where
p(y=k)=1orp(y = k) =0 for some k in Assumption 3.1
and assume that the conditional distribution of  given y
can not be too concentrated in Assumption 3.2.

Assumption 3.1. For some fixed p; € (0, 3], we have that
p1<ply=k)<1l-pyforallke).

Assumption 3.2. For some fixed py € (0, %] p2 < px; =
lly = k) < 1-po foralli, k in the discrete case, and o2 > po
for all i in the continuous case.

In practice, most deep learning work considers the balanced
case where p; = % (Deng et al., 2009). Empirically, we
found that p, € [107°,1072] on the features extracted by
representative pre-trained vision models in Section 4. For
clarity, we denote py = min{py, p2} throughout the paper.
We now define two key quantities in our proof as follows.

Definition 3.1 (Pair activation function of naive Bayes).
For every k1, ko € Y, we define the pair activation function
Aagen(, k1, k) as

AaGen(maklakQ) = aGen(xJﬁ) _aGevz(m7k2)7 €]
where agen (2, k) = iy log p(zily = k) +log p(y = k).

The paired activation function is important because it con-
nects the estimated parameters and predictions of the hy-
pothesis. For instance, Aagen(x, k1, k2) > 0 means that
x is more likely to be predicted as an instance of class k;
than class k5. We can easily bound the gap between the pa-
rameters in Agen,m and hgen,o by standard concentration
inequalities. To bound Ry, , (hgen,m) — Reg 1 (RGen,o0)
as presented in Theorem 3.1, we further upper bound the
probability of getting “bad training samples”, which are pre-
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dicted as different classes with high probability by hgen,m
and hgen, o0, via the following G(7).

Definition 3.2. We define the function G () as follows:

G(7) = maxP(g ;) p(|AaGenoo (@, k1, 2)| < 7).

Theorem 3.1 (Proof in Appendix D.1). Suppose that As-
sumption 3.1 and 3.2 are valid. Then with probability at
least 1 —-§:

Rfo,l (hGen,m) < Rfo,l (hGen <x>)
K(KQ )( (0(/ = 10(5)) +5).

The core of Theorem 3.1 is the G (7), which must be small
when 7 is small in order to obtain meaningful bound about
Ry . (hgen,m) — Rey_y (RGen,o)- It holds under the fol-
lowing assumptions, similarly to Ng & Jordan (2001).

Assumption 3.3. For all ki,ka(ky # ko) and k € ),
it holds that |27 (D(p(xily = k)|p(xily = k1)) -
D(p(zily = k)| p(zily = k2)))| = Bry ks k1 = Q(n).

Assumption 3.4. For all ky,ko(k1 # ko) and k € ), it
holds that VZ[Z?zllong = k] = ap, gy kn =

p(zily=k2)
O(n") foranyr € [1,2).

Intuitively, Assumption 3.3 requires that (1) fraction of
features distinct for any two different classes. Assump-
tion 3.4 is more technical. In fact, it is derived when we
attempt to bound G(7) via Chebyshev’s inequality>. We
empirically analyze both assumptions in Section 4. Propo-
sition 3.1 presents a meaningful bound for G/(7), which is
followed by the main result of naive Bayes in Theorem 3.2.

Proposition 3.1 (Proof in Appendix D.2). Suppose that
Assumption 3.1, 3.3 and 3.4 hold, then G () is polynomially
small in n:

~ o
G(1) € ——F—,
<=
where o« = IMaXk, ky k Ok ko k O(n"1),
Ey [AaGen,w(m»kla k2)|y = k] = Ckl,kz,k”’
C = minkl,kz’k |<k1,k2,k| = Q(l) and T < C

Theorem 3.2 (Results for naive Bayes, proof in Ap-
pendix D.3). Suppose the precondition of Proposition 3.1
holds. Then, it suffices to pick m = O(logn) training sam-
ples such that Ry, | (hGen.m) < Rey_, (RGen,o0) + €0 hold
with probability 1 - 0o, for any €q € (0,1) and 6o € (0, 75 |.

Logistic Regression. To directly compare with naive Bayes,
we aim to bound Ry, , (Rpism) — Rey_, (R Dis,c0 ). How-
ever, the optimization of logistic regression does not have

Indeed, if the naive Bayes assumption really holds, we can
obtain a stronger guarantee for G/(7) by using Chernoff’s bound.
We put the result in Proposition C.2.

an analytic form, making the proof idea of naive Bayes in-
feasible. Besides, Ng & Jordan (2001) proves the bound by
directly optimizing the zero-one loss, which is impractical.
Instead, we present a bound considering the surrogate lo-
gistic loss in this paper. To establish it, we exploit recent
advances on H-consistency bound (Awasthi et al., 2022a) as
detailed in Defition 2.1. It is worth discussing an alternative
approach based on Bayes consistency bounds (Bartlett et al.,
2006). For a direct comparison with naive Bayes, we care
about the asymptotic error in H;;,, instead of H,;;. There-
fore, a H-consistency bound is more natural and potentially
tighter than a Bayes consistency bound. In fact, existing
Bayes consistency bounds (Bartlett et al., 2006) are special
cases of the H-consistency bounds (Awasthi et al., 2022a).

Note that the binary H-consistency bound (Awasthi et al.,
2022a) in Theorem 2.1 does not directly apply to multi-
class cases. We generalize the binary framework (Awasthi
et al., 2022a) to multiclass cases and prove an explicit H-
consistency bound for logistic loss. We present the bound
in Theorem 3.3 and defer the establishment to Section 3.2.

Theorem 3.3 (#-consistency bound for multiclass logis-
tic loss and zero-one loss, proof in Appendix E4). If

1. _é*8 2

Relog(h’) - Rzlongli‘n, + MelogaHlm < 2 ( e2B+K 1) then
for;;ny distribution satisfiying max, p, (&) —min, p, (x) <
—7e Jor all @, it holds that Ry, ,(h) - Rj 5, —+

1
MZO—l yHiin < \/§(R£lug (h) - RZOQ,HHH + MelogﬂHZin ) 2.

Note that Ry, (Ppis,c0) =

Besides, when B — +o00, we have % — 1, and Theo-
rem 3.3 holds for all distribution. Theorem 3.3 provides a
tool to analyze the asymptotic behavior of multiclass logistic
regression considering the surrogate loss. According to it,
we need to bound the gap Ry,,, (Rpis,m) — Re,,,(RDis,00)
and My,,, 31, to guarantee a small Ry, (hpism) —
Ry, (hpis,00). The following Proposition characterizes
Ry,,,(hpis,m) — Re,,, (RDis 00 ) by Radmancher complex-
ity (Bartlett et al., 2002; Mohri et al., 2018) and a contraction
lemma (Maurer, 2016).

Proposition 3.2 (Proof in appendix D.4). For any fixed
do € (0,1), with probability at least 1 — &, the following
holds:

Ry, 3., by the definition.

K3n
R, (Rpism) < Rey, (RDis,e0) + O( T)'

My 74 is a constant determined by the hypothesis set H, loss
function ¢, and data distribution D. Its value is difficult to es-
timate directly (Awasthi et al., 2022a). However, according
to the definition, My 4, can be bounded by the correspond-
ing approximate error. Prior works (Saunshi et al., 2019;
Lee et al., 2021; Tosh et al., 2021; HaoChen et al., 2021)
prove the (approximate) linear separability of the represen-
tations extracted by deep pre-trained models, suggesting a
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small approximation error for the logistic loss. Therefore,
we make the following assumption, which is validatable in
the context of linear evaluation of deep models.

Assumption 3.5. The approximate error of the logistic loss
2B

is bounded by a small constant v < %(62%”_(1_1 )2. Namely,

argmingey, . Re,,,(h) — argmingey, R, () < v,

which implies that My, , 3,,,, < V.

We characterize the number of samples required to approach
the asymptotic error for logistic regression in Theorem 3.4
by combining Proposition 3.2 and Theorem 3.3.

Theorem 3.4 (Results for multiclass logistic regression,
proof in appendix D.5). Suppose that Assumption 3.5 holds.
Then, it suffices to pick m = O(n) training samples such that
Ry . (Rpism) < Riy  (RDis 00 ) + €0 hold with probability

1 = bo, for any fixed € € [\/2v, ef;fii}l_l] and 6 € (0,1).

Notably, according to the multiclass fundamental theorem
(Theorem 29.3 of Shalev-Shwartz & Ben-David (2014)),
the sample complexity of H,;,, for any algorithm is Q(n)
because the Natarajan dimension for H;;,, is Q(Kn), indi-
cating the upper bound in Thereom 3.2 is tight with respect
to the dimension n.

Theorem 3.2 and Theorem 3.4 show that the O(n) vs.
O(log(n)) result (Ng & Jordan, 2001) still holds in mul-
ticlass cases, which suggests that naive Bayes is possibly
better than logistic regression when the sample size is lim-
ited. We validate our theory on a mixture of Gaussian dis-
tribution, as presented in Figuire 1. For a fixed feature di-
mension n, we increase the number of samples m until the
two models approach the corresponding asymptotic error,
which is tractable in the experiment. Detailed configurations
of the experiments and additional results are presented in
Appendix H.

3.2. Multiclass #-consistency Framework

We now present the general multiclass #-consistency bound
framework and prove the explicit bound for the logistic
loss in Theorem 3.3, which are of independent interest.
Similarly to the binary case (Awasthi et al., 2022a), we first
introduce the following general multiclass 7{-consistency
bound between any target loss £5 and surrogate loss ¢1.

Proposition 3.3 (Distribution-dependent convex bound,
proof in Appendix E.1). For a fixed distribution, if there
exists a convex function g : R, — R with g(0) >0 and € > 0,
and the following holds for any h € H and x € X:

g({AC, 3 (h,x))e) < ACy, 4 (h,x). )
Then it holds for all h € H that

9(Re, (h) = Ry, 3 + Mo, 30)
< Ry, (h) = Ry, 3 + My, 30 + max(g(0),g(€)).  (6)

We present the concave counterpart of it as Proposition C.1
of Appendix C. For simplicity, we fix the target loss ¢
as the zero-one loss in the following. Note that Proposi-
tion 3.3 is distribution-dependent while an asymptotically
distribution-independent version is necessary for our anal-
ysis in Section 3.1. To this end, we introduce a tool called
multiclass H-estimation error transformation.

Definition 3.3 (Multiclass #-estimation error transfor-
mation). The multiclass H-estimation error transforma-
tion of a surrogate loss { is defined on t € [0,1] as
kIg(t) = inf@€y7ps7)@ (t),xeX heH;(z) AG&’H(h, x,p) Here
Hy(x) = {h € H : argmax,y, h,(x) = ¢} is a collection
of hypotheses that predicts x as class §. Py(t) ={p e Ag :
maxy py — py = t} is a subset of K-dimensional simplex
indexed by classes and the gap between the max component
and class-indexed component of p.

Je(t) in Defition 3.3 is carefully derived such that plug-
ging it to the right-hand side of Eq. (5) provides a sufficient
condition such that Eq. (6) holds for any h,x, and p (i.e.,
distribution-independent). It is worth noting that the condi-
tion is actually necessary as well under further assumptions,
as presented later in Theorem 3.6. Defition 3.3 generalizes
the binary freamwork (Awasthi et al., 2022a) by optimiz-
ing p in a collection of subsets P;(¢) to handle multiclass
cases. Built upon Defition 3.3, we establish the multiclass
distribution-independent bound for zero-one loss as follows.

Theorem 3.5 (Distribution-independent convex ¢y_; bound,
proof in Appendix E.2). Suppose that H satisfies that
{argmax, .y hy,(x) :h e H} ={1,..., K} forany x € X.
If there exists a convex function g : R, — R with g(0) =0
and g(t) < Jy(t). Then it holds for any h € H and any
distribution D that

9(Rey (h) =Ry, | 2+ My, 31) < Re(h) =Ry 3+ Moy

We present the concave counterpart of it as Theorem C.1 in
Appendix C. This theorem holds for any hypothesis set H
that can divide any sample x into any category, including
the linear hypothesis set and hypotheses of neural network.
Notably, our multiclass H-consistency result degenerates to
the binary one exactly (Awasthi et al., 2022a) with K = 2.
In addition, we note that if 7;(¢) is convex and J;(0) = 0,
then J, satisfies the condition of g in Theorem 3.5. In fact,
it leads to the tightest multiclass H-consistency bound.

Theorem 3.6 (Tightness, proof in Appendix E.3). If J(t)
is convex with Jy(0) = 0, then for any t € [0,1] and § > 0,
there exist a distribution D and a hypothesis h € H such that
Ry, (h) - Rzoq,?'l + My, 3 =t and Jp(t) < Ry(h) -
R;,H + MZ,’H < jg(t) +9.

To establish our main result in Section 3.1, we have pre-
sented an asymptotically distribution-independent multi-
class H-consistency bound for the logistic loss in an explicit
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Table 1. Analysis of assumptions on CIFAR10 training dataset.

Method Backbone Pre-training data 00 B8 «
ViT (Dosovitskiy et al., 2021) ViT-B/16 Image-label 2.80E-3 0.004 690
ResNet (He et al., 2016) ResNet50 Image-label 1.70E-3 0.06 11516
CLIP (Radford et al., 2021) ResNet50 Image-text 4.78E-3 0.203 6383
MoCov2 (Chen et al., 2020d) ResNet50 Image 5.03E-5 0.005 26640
SimCLRv2 (Chen et al., 2020c) ResNet50 Image 3.74E-5 0.01 2490
MAE (He et al., 2022) ViT-B/16 Image 6.37E-3 0.032 6919
SimMIM (Xie et al., 2022) ViT-B/16 Image 7.86E-3 0.002 5201
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Figure 1. Multiclass (K = 5) simulation results. Empirically, lo-
gistic regression and naive Bayes require O(n) and O(logn)
samples to approach the corresponding asymptotic error respec-
tively. Error bars show the variance estimated by 5 runs.

form in Theorem 3.3. We mention that the proof of Theo-
rem 3.3 is nontrivial because J(¢) in the multiclass case
involves a much more complex optimization problem than
that in the binary case (Awasthi et al., 2022a).

The proposed framework is not limited to the linear hypoth-
esis class and the logistic loss. In particular, we present a
similar result for the hypothesis class of one-hidden-layer
neural networks in Theorem C.2 of Appendix C. Besides,
the general bound in Theorem 3.5 and the proof idea of
Theorem 3.3 are applicable to hinge loss, exponential loss,
p-margin loss, and so on, which are left for future work. Fur-
thermore, the analysis idea can be used to obtain multiclass
Bayes consistency bounds by setting H to H;;-

4. Implications in Deep Learning

In this section, we discuss the implications of our theoretical
results in the linear evaluation of pre-trained deep neural
networks. First, as presented in Section 4.1, we empiri-
cally analyze the main assumptions of our theory in various
deep vision models (Dosovitskiy et al., 2021; He et al.,

2016; Radford et al., 2021; Chen et al., 2020d;c; He et al.,
2022; Xie et al., 2022). Second, we systematically com-
pare logistic regression and naive Bayes on the CIFAR10
and CIFAR100 datasets (Krizhevsky et al., 2009) with vari-
ous models and sample sizes in Section 4.2. Naive Bayes
always converges much faster, which agrees with our the-
ory. The “two regimes” phenomenon (Ng & Jordan, 2001)
almost happens with models pre-trained in a supervised
manner (Dosovitskiy et al., 2021; He et al., 2016), which
is analyzed in detail in Section 4.3. Details of experiments
can be found in Appendix I.

4.1. Analyzing the Assumptions

We empirically analyze and discuss the main assumptions
made in Section 3 on the CIFAR10 dataset. The results are
summarized in Table 1. We emphasize that the concrete val-
ues of the quantities in the table won’t affect the asymptotic
analyses in Section 3, i.e., O(logn) results for naive Bayes,
but may affect its performance given a fixed data size.

We consider linear evaluation for transfer learning on top of
pre-trained models, whose parameters are frozen. Therefore,
it is valid to assume that the features extracted on the target
dataset satisfy the ¢.¢.d. assumption.

4.1.1. ASSUMPTION 3.1 AND 3.2

Assumption 3.1 holds naturally because the CIFARIO
dataset is class-balanced. For Assumption 3.2, we calculate
the &;? for each dimension of the training representations as
approximations for o2, We present py = min(min; &, %)
in Table 1, and Figure 5 in Appendix 1.3 plots the histogram
of ¢;%. Assumption 3.2 holds for all models.

4.1.2. ASSUMPTION 3.3 AND 3.4

It is hard to directly validate the two assumptions in prac-
tice. Nevertheless, we estimate [y, i, and ag, i, , for
all kq,ko(ky # ko) and k € Y in different models for a
comparison. We note that By, x, x = (i ko k IN OUr €X-

periments, because the CIFAR10 dataset is class-balanced.
We report the estimated S = ¢ = ming; g, k | Bk ky k| and
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Table 2. Convergence comparison between multiclass logistic re-
gression and naive Bayes. “NB faster” means naive Bayes ap-
proaches its asymptotic error faster.

Method Visual results NB faster/ Two regimes
CIFAR10 CIFAR100
ViT Figure 8 NIRVA NARVA
ResNet Figure 9 VI NARV
CLIP Figure 10 VIV VIV
MoCov2 Figure 11 NIES V1 x
SimCLRv2 Figure 12 NIES NARYA
MAE Figure 13 VI VI %
SimMIM Figure 14 VI x NIES

Q= MAXp1 ko k Ok, , ko, k 1D Table 1. We also present the his-
tograms of |8, k, x| and o, k, x in Figure 6 and Figure 7
of Appendix 1.3, respectively.

4.1.3. ASSUMPTION 3.5

Assumption 3.5 is hard to validate in practice because the
Bayes-optimal classifier is unknown. However, recent the-
oretical results in prior works (Saunshi et al., 2019; Lee
etal., 2021; Tosh et al., 2021; HaoChen et al., 2021) suggest
that it holds when the number of samples for pre-training is
sufficiently large.

4.2. Empirical Results in Deep Learning

We systematically compare logistic regression and naive
Bayes on the CIFAR10 and CIFAR100 datasets in various
models, which are trained on image-label pairs (Dosovitskiy
etal., 2021; He et al., 2016), image-text pairs (Radford et al.,
2021), or pure images (Chen et al., 2020d;c; He et al., 2022;
Xie et al., 2022).

For a fair comparison, we keep the linear evaluation set-
ting in (Radford et al., 2021) throughout the experiments.
Specially, we train the logistic regression using scikit-
learn’s (Pedregosa et al., 2011) L-BFGS implementation,
with a maximum of 1000 iterations. We adjust the weight
of /5 regularization of logistic regression carefully to repro-
duce the results reported in (Radford et al., 2021) on both
datasets with full training data. We then adjust the number
of training samples m gradually. For each m, we obtain
training samples randomly 5 times and record the mean test
error of two models.

We plot the convergence curves in all settings in Ap-
pendix 1.4, which are linked in Table 2. Notably, naive
Bayes approaches its asymptotic error much faster than
logistic regression in all settings, like that presented in Fig-
ure 2, which is consistent with our theoretical results.
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Figure 2. Comparison between naive Bayes and logistic regression
with the features extracted by ResNet on the CIFAR100 dataset.
Naive Bayes approaches its asymptotic error much faster.
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Figure 3. Comparison between naive Bayes and logistic regression
with the features extracted by ViT on the CIFAR100 dataset. The
“two regimes” phenomenon is observed.

4.3. On the “Two Regimes” Phenomenon

Ng & Jordan (2001) suggests that there can often be two
regimes of performance between naive Bayes and logistic
regression, that is, though logistic regression enjoys lower
asymptotic error, naive Bayes performs better with smaller
training sets because of its fast convergence rate. They ob-
served this phenomenon on many datasets from the UCI
Machine Learning repository (Dua & Graff, 2017). These
classical datasets are small and the features are mostly low-
dimensional. However, nowadays, people prefer to obtain
representations by using deep neural networks pre-trained
by massive data. The occurrence of the “two regimes” phe-
nomenon in this new setting has not been investigated yet.

We summarize the occurrence of the “two regimes” phe-
nomenon in Table 2. The “two regimes” phenomenon oc-
curs in half of our experiments, which suggests that naive
Bayes still shows promise when the training data is limited.
We present a typical case in Figure 3 and see Appendix 1.4
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for complete results. Interestingly, the “two regimes” phe-
nomenon almost happens when the deep vision model is
pre-trained in a supervised manner (ViT, ResNet, and CLIP),
which suggests a distinction between representations learned
by supervised learning and self-supervised learning.

We conjecture that representations learned by supervised
methods could have some better properties to make naive
Bayes converges faster than that learned by self-supervised
methods. As validated in Section 4.2, though our theory
could only prove the fast convergence rate of naive Bayes,
it does help us to understand this distinction to some extent.
Combining the values presented in Table 1, we can get some
preliminary results.

Representations learned by supervised methods could be
more robust for each dimension. As shown in Table 1, fea-
tures learned by supervised methods (ViT, ResNet, CLIP)
tend to have larger py. In other words, these representa-
tions tend to have larger in-class variance o than others.
Intuitively, it suggests that data in each dimension could
be more robust to relieve the over-fitting and boost naive
Bayes learning better in the few-shot case. Besides, ac-
cording to Eq. (7-8) in Appendix D.1 and the derivation in
Appendix D.3, a larger py implies faster convergence in a
1/p? order, which explains it in a certain sense.

Representations learned by supervised methods could be
more separable between different categories. From Table 1,
representations learned by supervised methods (ResNet,
CLIP) are inclined to have larger 5 than others. Namely,
there exists more distinction between the distributions of
samples in different classes, which are easier to predict.
In addition, by our derivation in Appendix D.3, a larger 3
implies faster convergence in a 1/3% order, which agrees
with our observation.

5. Related Work

5.1. Deep Representative Learning

Deep representation learning aims to learn representations
on the raw unlabeled data and transfer them to the down-
stream tasks. It has made remarkable progress in various
machine learning fields (Ren et al., 2015; He et al., 2017;
Chen et al., 2020a; He et al., 2020; Chen et al., 2020b; Chen
& He, 2021; Grill et al., 2020; He et al., 2022; Xie et al.,
2022; Devlin et al., 2019; Brown et al., 2020; Raffel et al.,
2020). In particular, the promise of linear evaluation (Chen
et al., 2020a; He et al., 2020; Chen et al., 2020b; Grill et al.,
2020; Radford et al., 2021) suggests that representations
extracted by pre-trained models are near to linear separable.
Besides, the performance of such representations in linear
evaluation is guaranteed in recent theoretical works (Saun-
shi et al., 2019; Lee et al., 2021; Tosh et al., 2021; HaoChen
et al., 2021). All of these empirical and theoretical works

encourage us to rethink the role of linear classifiers.

5.2. Discriminative vs. Generative Learning

Comparing discriminative with generative classifiers has
long been an interesting topic (Efron, 1975; Rubinstein &
Hastie, 1997; Ng & Jordan, 2001). Efron (1975) compared
the logistic regression and normal discriminant analysis and
claimed that the latter is only slightly more efficient. Ng &
Jordan (2001) simplified the normal discriminant analysis
to naive Bayes and concluded that the discriminative model
has lower asymptotic error while the generative classifier
may approach its higher asymptotic error much faster. Ng &
Jordan (2001) assume that one can directly optimize on zero-
one loss. Instead, we weaken the assumption and introduce
the theoretical tools from #-consistency to obtain more
reliable results.

5.3. H-consistency

Most machine learning algorithms depend on optimizing a
surrogate loss function rather than the target loss function.
To find the favorable property of surrogate loss, consistency
has been studied broadly in the last two decades. Classical
Bayes consistency (Zhang, 2004a;b; Bartlett et al., 2006;
Tewari & Bartlett, 2007) analyzes the relationship between
the excess error of zero-one loss and that of a surrogate loss.
Instead, H-consistency (Long & Servedio, 2013) considers
the estimation error w.r.t. a hypothesis set 4. It includes the
classical Bayes consistency as a special case by setting H
to Hau. Most recently, Awasthi et al. (2022a) proposed a
novel and solid framework named H-consistency bounds,
which consider the upper bounds on the target estimation
error expressed by surrogate estimation error.

We proposed a novel multiclass {-consistency framework,
which includes the framework in (Awasthi et al., 2022a)
as a special case. We notice that the independent work
of (Awasthi et al., 2022b) also proposed a multiclass H-
consistency framework from the same general theorem
(Proposition 3.3). We highlight the following comparison
that distinguishes our work. First, the proof ideas are totally
different. In particular, we directly generalize the binary
framework in (Awasthi et al., 2022a) to the multiclass case
in Theorem 3.5, which is general and tight (Theorem 3.6).
In contrast, Awasthi et al. (2022b) argues that generalizing
the binary framework is nontrivial and instead provides a
case-by-case analysis for different losses, which does not en-
joy the tightness guarantee. Second, we provide an explicit
bound for logistic loss (Theorem 3.3), which is necessary
for our subsequent analysis, while it is unclear how to derive
such a bound by the prior work (Awasthi et al., 2022b).

Concurrent work. The concurrent and independent work
of Mao et al. (2023) also obtains H-consistency bounds of
the multiclass logistic loss under a little stronger assumption.
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The multiclass #-estimation error transformation J(¢) de-
rived by them (Theorem 1 of Mao et al. (2023)) is actually
the same as ours in Theorem 3.3, and their bounds also en-
joy the tightness guarantee. However, they assume that the
hypothesis set # is complete, that is, {h,(x):heH} =R
for any (x,y) € X x ), which does not hold for bounded
linear hypotheses (W, B < +00) considered by this paper.

6. Conclusion

We revisit the classical topic of discriminative vs. generative
classifiers (Ng & Jordan, 2001). Specially, we weaken the
assumption in the previous work and extend the analysis
to multiclass cases. As result, under some assumptions,
we prove that multiclass naive Bayes requires O(logn)
samples to approach its asymptotic error while the logistic
regression needs O(n) samples. Technically, we proposed
a multiclass H-consistency framework, which is of indepen-
dent interest. Experiments with various pre-trained deep
vision models verify our theory and show the potential of
the generative linear head in the few-shot cases. Finally, our
experiments suggest differences between representations
learned by supervised and self-supervised methods.

Social Impact: This is mainly theoretical work and we do
not see a direct social impact of our theory. The experiments
on Naive Bayes may benefit applications with a few training
data such as medical analysis.
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A. Detailed Notations and Definitions

Let lower, boldface lower and capital case letters denote scalers (e.g., a), vectors (e.g., @), and matrices (e.g., A) respectively.
For a matrix A, A; and A;; denote its i-th row and (4, 7)-th element. For a vector a, a; denotes its i-th element. Similarly,
for a vector function f, f;(x) denotes the i-th element of f (). Let X denote the domain set and ) denote the label set. For
simplicity, we assume X = {0, 1}" when inputs are discrete and X’ = [0, 1]™ otherwise, where n is the feature dimension.
Let Y = {0,1} be the binary label space and ) = {1,..., K} be the multiclass label space, where K is the number of
classes. D denotes the distribution on X x ) and P denotes set of distribution. We denote the KL Divergence between two
distributions p and ¢ by D(p|q). We use E and V to represent expectation and variance, respectively.

For the binary case, let  be a hypothesis set of functions mapping from X to R. The prediction associated by a hypothesis
h € H and « € X is sign(h(x)). In this paper, we mainly focus on the family of constrained binary linear hypotheses
Hiin = {x - wloz +b: |w|y < W,|b| < B}, where W, B € R*. The generalization error and minimal generalization
error of a hypothesis » w.rt. the loss function £ : R x ) — R are defined as Ry(h) = E(g ).p[¢(h(x),y))] and
Ry 3, = infpen Ry(h), where H is a hypothesis set and D is data distribution. We denote the empirical generalization error

by Rg(h) Furthermore, given a family of functions G mapping from Z to R, the empirical Rademacher complexity of G
for a sample S = (21, ..., 2, ) is defined by Rs(G) = EU[% SUpyeg 2ie1 0ig(2i)], where o = (01, ...,0m,) is a vector of
i.4.d. independent uniform random variables taking values in {-1,+1}. The Rademacher complexity of G is defined as

Rm(G) = Es[Rs(9)].

Notations listed in the following will be useful to analyze the H-consistency bounds. For binary label space, let n(x)
denote the conditional distribution P(Y = 1|X = z) and An(z) the n(x) — 3. We rewrite the generalization error as
Re(h) = Eg[Cy(h,x)], where Co(h,x) = n(x)l(h,(x,1)) + (1 —n(z))L(h, (x,0)) is called as conditional risk. We can
also define the minimal conditional risk as C7 5, (x) = infpez; Co(h, ). We use the shorthand for the gap ACy 3, (h, x) =
Ce(h,x) — €} 4, (x) and conditional e-regret of ¢ (ACr 3 (h,w))e = ACr 3 (h, ) Le, 5 (hw)>e- Forany t € [0, 1] we also
define Cy(h, z,t) = te(h, (x,1)) +(1-t)(h, (x,0)) and ACp 3 (h,x,t) = Co(h,x,t) —infreps Co(h, x,t). It is worthwhile
to note that a key quantity appears in the article is the My 3 = 1] 3, — E4(C} 4, (2)), which is hard to estimate.

For the multiclass case, let  be a hypothesis set of functions mapping from X’ x ) to R¥ . The prediction associated by
a hypothesis b € H and « € X is argmax, .y hy (). In the main paper, we mainly focus on the family of constrained
linear hypotheses Hyin, = {z — h(z) : hy(x) = w)z + by, |wy|2 < W, |by| < B,y € Y}, where W, B € R*. We also
give H-consistency bound for family of one-hidden-layer neural network hypotheses with ReLU activation function (-),
Hyn = {x - h(z) : hy(x) = -, Uy;((w;, ) +b), }, where U € RF*", w; ¢ R" and b € R. The generalization
error and minimal generalization error of a hypothesis h w.r.t. the loss function £ : R x ) — R are defined as R;(h) =
E(e,y)-pll(h(x),y)] and R} ;, = infhen Re(h), where H is a hypothesis set and D is data distribution. We denote by
p(x) the conditional distribution of y when given «, i.e., p,(z) = P(Y = y|X = ). Similarly to the binary classification,
we have C;(h,x) = Z;ilpy(m)ﬁ(h(ac),y), €l y (@) = infper Co(h, @), ACr 3 (h,x) = Co(h, ) - C] 4 () and M 3 =
R} 4y —E4(C] 4, (x)). Furthermore, for any p in probability simplex A, we can define C¢(h,x,p) = Z;il pyl(h(x),y)
and ACy 3 (h,z,p) = Co(h,z,p) — infrey Co(h, x, p).

B. On Binary Discriminative vs. Generative Linear Classifiers

In this section, we focus on the binary case and obtain results that are similar to (Ng & Jordan, 2001), under weaker
assumptions. Let Agen,m and hpis m be logistic regression and naive Bayes trained with m ¢.7.d samples, hgen, 0o and
hDis, be their asymptotic/population versions. Proofs of this section can be found in Appendix F.

We will compare the sample complexity of logistic regression with that of naive Bayes. Consider optimizing the practicable
logistic loss rather than zero-one loss, the estimation error of the logistic regression can be bounded by making use of the
definition of Rademacher complexity from classical statistical learning techniques.

Proposition B.1 (Proof in Appendix F.1). With a high probability of at least 1 — &, the following holds
D
Rél(,g(hDis,m) < Rﬂlog(hDis,oo) +O( E)

Theorem 2.1 means that we can bound the estimation error of the zero-one loss by the estimation error of the logistic loss,
which makes it possible to obtain an upper bound of the sample complexity with respect to zero-one loss.

14
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Theorem B.1 (Proof in Appendix F.2). Suppose that Assumption 3.5 is valid. Then, it suffices to pick m = O(n) training

. e eB-1
samples such that Ry, , (hpism) < Re,_, (hDis,eo) + €0 hold with probability 1 — 0o, for any €y € [\2v, 57 ] and
60 € (0, 1)

By further using the Theorem 9.3 in (Shalev-Shwartz & Ben-David, 2014) and binary H-consistency bound Theorem 2.1,
which states that for n-dimension logistic regression, it needs at least {2(n) training samples to guarantee the estimation
error is small enough with high probability, we know the result in Theorem B.1 is tight.

In the rest of this subsection, we will discuss the sample complexity of naive Bayes. The sketch of proofs has been adopted
by (Ng & Jordan, 2001). However, their results are somewhat ambiguous and without detailed derivation, which is very
important to the extended analysis in Section 3.1 for multiclass classification. Thus, we present the proof for completeness.

Definition B.1. We define the G(7) which will be useful to bound the generalization error of binary naive Bayes as
G(7) = P(gy)~p(|AtGen,0o (2,1,0)[ < T1).

Theorem B.2 (Proof in Appendix F.3). Suppose that Assumption 3.1 and 3.2 hold. Then with probability at least 1 - §:

/1
Rfo,l (hGen,m) < Réo,l (hGen,m) + G(O( % lOg(%))) +0.

The key quantity in this Theorem is the G(7) , which must be small when 7 is small in order to bound Ry, , (hGen,m) —
Ry, (hGen, ). This property holds when we introduce the Assumption B.1 and B.2.

Assumption B.1. For ki, ko € {0,1} (k1 # ko), it holds that ¥;- D(p(z;|y = k1) |p(@ily = k2)) = Bry kon = Q(n).
It means that samples from different classes (y = 0 and y = 1) should have different distributions on at least €2(1) fraction of
their features.

Assumption B.2. Forall k € {0, 1}, it holds that V[ ¥ ;- log p(zily=1) ly = k] = axn =O0(n"), where r < 2..

p(i|y=0)
Proposition B.2 (Proof in Appendix F.4). Suppose that Assumption 3.1, B.1 and B.2 hold, then G(7) is polynomially small
inn:
@
G(T) < ———,
O e—om

where o = miny, |ag| = O(n" ™), Ex[Aagen.o (2, 1,0)|y = k] = (en, ¢ = ming || = Q(1) and 7 < C.

Indeed, if the naive Bayes assumption really holds, that is, feature values are independent given the label, we can obtain a
much stronger guarantee for G(7).

Proposition B.3 (Proof in Appendix F.5). Suppose that Assumption 3.1, 3.2, B.1 and the naive Bayes assumption hold, then
G(7) is exponentially small in n, that is,

G(7) <exp-O((7 - B)*n),
where Ey[Aagen oo (2,1,0)|y = k] = Cen, ¢ = ming || = (1) and 7 < (.

Using the results from Theorem B.2, we can obtain the sample complexity of naive Bayes as follows.

Theorem B.3 (Proof in Appendix F.6). Suppose that either precondition of Proposition B.2 or Proposition B.3 holds. Then,
it suffices to pick m = O(logn) training samples such that Ry, , (hGen,m) < Reyy (RGen,00) + €0 hold with probability
1~ b0, for any €q € (0,1) and 6 € (0, ¢ ].

Compare Corollary B.1 with B.3, we revisit the results in (Ng & Jordan, 2001). But we highlight that our results are obtained
based on different assumptions and novel H-consistency bound.

C. Deferred Results

Proofs of results in this section can be found in Section G.
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Proposition C.1 (Distribution-dependent concave bound, proof in G.1). For a fixed distribution, if there exists a concave
function s : R, — R and € > 0 such that the following holds for any h € H and x € X':

(AGEQ,H(hvm)>E < S(AGZ1,H(h7m))'
Then it holds for all h € H that
Rzz (h) — R;Q,H + M@z}y < S(R@l (h) — RZ,’H + Mél,’H) + €.

Theorem C.1 (Distribution-independent concave £y_; bound, proof in Appendix G.2). Suppose that H satisfies that
{argmax, .y h,(x) - h e H} ={1,..., K} for any x € X. If there exists a non-decreasing concave function s : R, — R,
with t < s(Je(t)). Then it holds for all h € H and any distribution D that

Rfoq (h’) - Rgg,h?-t + Méo,l,H < S(Ré(h) - RZ,’H + Mf,'H)'

Theorem C.2 (Multiclass H-consistency bound for £;,, with one-hidden-layer neural network, proof in Appendix G.3).
Given family of one-hidden-layer neural network hypotheses with ReLU activation function (-), Hyn = {x - h(x) :
hy(z) = X7 Uyj((wj,x) + b),}, where U € RE*" ;€ R™ and b € R, then it holds for any distribution that

* * 1
RZO—l (h) - Réo,l,’HNN + MZO—MHNN < \/§(R€zog (h) - szag,HNN + leogyﬂNN) 2.

Proposition C.2 (Proof in Appendix G.4). Suppose that Assumption 3.1, 3.2,3.3 and naive Bayes assumption hold, then
G(T1) is exponentially small in n:

G(r) <exp-O((7 - ¢)*n),

where Eg[ AaGen, oo (%, k1, k2)|[y = k] = Gy ky k7 € = MiNg, gy & [Cry ko k| = (1) and 7 < C.

D. Proofs of Section 3.1
D.1. Proof of Theorem 3.1

The proof is very similar to the proof of binary case (Theorem B.2). Similarly, there are some lemmas to bound the
|AaGen (2, k1, k2) — Aagen,oo (2, k1, k2 )| with high probability.

Lemma D.1. In case of discrete inputs, and suppose that Assumption 3.2 holds, then with probability at least 1 — 0, for
every fixed k1, ko the following holds:

4(n+1 1 2(4n + 2 1
|AdGen (@, k1, k2) = Aagen.oo(T, k1, k2)| < (n )\/ log( (4n )):O(m/—log(ﬂ)). 7
0 pom ) m )

Proof. The proof is almost the same as the proof of the binary case (Lemma F.5). Just replace the label {0, 1} with {k1, ko}
and notice that |log p(y = k1) —log p(y = k1)| < € no longer implies that |logp(y = ko) —log p(y = k2)| < €. O

Lemma D.2. In case of continuous inputs, and suppose that Assumption 3.2 holds, then with probability at least 1 — 0, the
following holds:

n 4 3 2 1 1 2(5n +2
AaGen (@, k1, ks) = Aden oo (@, k1, k)| Ao (= + — + 1 /)+)\/ log( ( )) ®
3p0 " p5 - Po po” po” N pom d

=0(m/ %log(%)). 9

Proof. The proof is almost the same as the proof of the binary case (Lemma F.7). Just replace the label {0, 1} with {k1, ko}
and notice that | log p(y = k1) — log p(y = k1)| < € no longer implies that |log p(y = ko) —logp(y = k2)| < e. O

Based on Lemma D.1 and D.2, we are ready to prove Theorem 3.1.
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Proof. Let § and € = O(n\ / % log(%)) are what claimed in the Lemma D.1 for discrete case and Lemma D.2 for the
continuous case.We calculate the |Ry, , (hgen,m) — Reo_y (RGen,o )| for multiclass naive Bayes as follows:

|R€0—1 (hGen,m) - Réo_l (hGen,oo)|
= |E’(m,y)~D [go—l(hG'en,ma (wa y)) - KO—I(hGen,oo; (1:7 y)):”
< E(w,y)A'DMO—l(hGen,ma ((L’, y)) - EO—I(hGen,om ($7 y))'

= P(m)y)ND(argmax aGen (T, k) # argmax agen, oo (€, k))
k k

< P(w,y)N’D(Ukl,kgAaGen(mv klv k?)AaGen,w(wv klv k?) < 0)
< Z P(m,y)~D(AaGen(x7k17k2)AaGen,w(x7klvk2) <O)

k’1¢k?2
K(K-1
< D ey ) (Agen b1, k) MG o (. Ry, £2) < 0)
1,~2
K(K-1)

<—— %x(P(AaGm(m, k1, ko) AaGen,oo (T, k1, k2) < O||Aagen (2, k1, k2) — Adgen,co (T, k1, k2)| <€) +6)

< @ }Cl'll%c};(POAaGen oo (@, k1, k2)| < O(n \/m))) +9)
D (600 Eain) 1)

The proof of Theorem 3.1 is complete. O

D.2. Proof of Proposition 3.1

The following lemma states that the expectation of AaGen, oo (¢, k1, k2) condition on y is always large, which is essential to
the proof of Proposition 3.1.

Lemma D.3. Suppose that Assumption 3.3 holds, then for every ki, ko and k € Y, it holds that |E,[Y7; log %Lﬂ =
k]| = Q(n), which implies that [E[AaGen, o (2, k1, k2)|y = k]| = Q(n).

Proof. We calculate |E,[Y 1 log %w k]| directly:

& p(wily = ki)
B[S log DEW =80, g
el o8 ey =k ¥ =]

IS log KE =R )

-1 p(xily = k2)
= ;; p(xily = k) log o(aly :kz))l
o . op Pily=F) p(@ily = k)
= ;;p( ily = k) log oy = ko) p(xily = k) log oy _k))l

|i<D(p(xl|y ) Ip(zily = k2)) - D(p(aaly = k) [p(aily = k1))

= Bra ke k1 = Q(n). (Assumption 3.3)
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Furthermore, we can obtain

|E:c [AaGen,w(wv kl: k2)|y = k:”

 Ea[ log p(zily = k1) p(y = k1)

+ log y=k
= p(@ily = k) POETS LA
N p(zily = k1) p(y = k1)
|3 B llog BT g g KU =R
P RS L a1
p(y = k1)
-1
> P ko k1,kT | 0g (y ko )|
> By ky 1 — | log \ (Assumption 3.1)
1 ~Po
=Q(n),
which implies that [Ex[Aagen, o (€, k1, k2)|y = k]| = Q(n). Then the lemma is proved. O

Built upon Lemma D.3, we prove Theorem B.2 as follows.

Proof. For k1, ks and k which satisfies (i, x, 1 > 0, to bound P(|Aagen,o0 (@, k1, k2)| < |y = k) with 7 € (0, (). we can
write:

P(|Aagen, oo (@, k1, k2)| < Tnly = k)

<P(Aagen,oo (@, k1, ko) < Tnly = k)

=P(Aagen,co (T, k1, k2) = Chy koo kT < TR = Gy ko k7Y = )

—]P’(Zl fm Eq (3 log w

) < (7 = Chy ko k)0ly = k)
|y k ) i=1 |y = k )
p(ley k1) p(ﬂ?vly k1)
<P(] ), log ————— — Eq( 7”2(@ kok = TINfy = k)
; zily = k2) 2; ily = k2) v
V[SL, log Mw = ]
< i ”ly_k; ) 5 (Chebyshev inequality)
(T = Chy koo k) * 10
Ohy oo kT .
SR L L — (Assumption 3.4)
(T = Chy ko k)22 P
Okoy ko ki

(7= Chykak) 0

Similar to the above discussion, we have P(|Aagen o (@, k1, k2)| < Tnly = k) < % for k1, ko and k which
satisfies (i, .,k < 0. Finally, we can conclude that:

K
G(r) = }cnz}cx Z p(y = K)P(|Aagen, o (x, k1, k)| < Tnly = k)

akl,k2,k
< max _—
s zkzlp(y R E N e

maxp Ok ko k
< max L2

ki,ke (T —ming [Cey ks k)20
MaXgy kg, k Qky,ko .k _ «

(7 - mingy gy k [Cry ko k)20 (7= ()P0
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D.3. Proof of Theorem 3.2

Proof. In the case that precondition of Proposition 3.1 holds, combining Theorem 3.1 and Proposition 3.1, we know that
there exist positive ¢ = ©(1) and large enough m such that when ¢y / % log(% ) < ¢, with probability at least 1 - §, we have

K(K-1)

2 (<c\/ﬁ—o2n+5)
Hoymmmon )

For fixed € € (0, 1), the logical relations listed in the following is correct:

Réo_l (hGen,m) < Rlo_l (hGen,oo) +

< RZO 1(hG€n oo) + —

Ry (hGen,m) < Reg_y (RGen,oo) + €0 With probability at least 1 - §

1 n
<=c\/ —log(=)<(A0<d<1ln— ( )<60
meoe (ev/on 110g( ~0)n
@cﬂilog(ﬁ)<g/\0<6<1/\ <262—6
meoo (c ilog(%)—o% K
<c i10 (ﬁ)<CAO<5<1/\@—5>0/\(C —lo( Y-¢)?> . —
V7n 85 K2 Vom 8 (25— o)n
2 Oé
log( )<§/\0<5<—/\(c —log ) Q) 25—
3 -0)n
©0<5<— —q/—log( )> (260
1 n
0<5<20 o [ 2 5y —,/——3!—7222—4 =
<0< <K2/\C (?%3—5)n> A(C (%—6)79 cmog(é)
2

2¢q a 2¢g « C n
<:0<5<ﬁ—g?/\ﬁ—@7n>0/\mz(<_ ~ log(g)

2
(i{‘—*g—a)n)

€ 26 e’ €0 c log( Q)

<:O<(5Sﬁ/\ﬁ—<27n>ﬁ/\m2(<_

2
@%%m)

2 2
= 0<6< 2L AK< 6OCnAmz < log(ﬁ)
K? e = o )2 1
(38-0)n
€0(3n

cO<5S£%A2K<

2
c

Am > ——————log(

o T ey
[cc2

<:O<5<—A2K< 60Cn/\m> ¢ log(ﬁ)
K? (¢-5)2 79
<:O<5<—/\2K \/ m = O(log(n)).

We note that in the case that precondition of Proposition C.2 holds, the O(log(n)) result is correct as well. Combining
Theorem 3.1 and Proposition C.2, we know that there exist positive b,¢c = ©(1) and large enough m such that when
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cy/ % log () < ¢, with probability at least 1 - 0, we have

Bty () < g () + X051 (exp bty L rou) - %) )
2 n
< Ruy (hono) + [g(exp(—b(q / % tog(3) - €)%n) + 5).

For fixed g € (0, 1), the logical relations listed in the following is correct:

Ry (hGen,m) < Rey_ (hGen,o0) + €0 With probability at least 1 - §

2

CC\lllog(n)<§/\0<5<1/\K(exp(—b(cﬂllog(n)—g)gn)+5)£60

m 1) 2 m 1)
@cy/%log(%)<C/\O<6<1/\exp(—b(cw log( ) ¢)?n )_260—
oo/l (@)<<A0<5<1A@_5>0A—b(q/i1o (5)- Q<o (20 _ 5

m 8 K? 8 ERCE

1 1 ) 1

log( )<§/\0<5< /\(C — log( ) ¢) >— (7)

m m 1

1 1 1 1
CC\/EIOg(Z)<CAO<5< AC_C\/mIOg(Z)Z\anbg(iﬁg_(S)

2¢p 1 1 1 n
= 0<d< ﬁ/\c_\ %log(m) ZC\/mlog(é)

K2

bn =8 - bn =3

2 1 1 1 1 1
@0<5<I§2AC—\ —log(m)ﬂ)/\(g— —log(%o —6))220251%(%)

2 2 ’
<=0<d< %—exp(—b@an)/\%—eXp(—bC2n)>0/\mZ ‘ log(%)

(= ﬁlog(%l_é))2

2¢ 2
=0<5< 0 A O—exp(—bg2n)>%/\m2 < log(ﬁ)

2 2
KK (¢~ /o 108(zg5))?

02

©0<5<—/\K<\/_exp( )Am> log(%)
(¢ =/ o l08(z55))?

K2

2

<:O<6<K—/\2K<\/_exp( )/\m>

K3n

log( )
o (KZ/e )
S - 1ogg(4K2/e°o>)2 0

<:0<6<—/\2K<\/_exp(—)A

"7 wm = O(log(n)).

©0<5S%/\2K<\/aexp(b

D.4. Proof of Proposition 3.2

We first present the following lemmas to show Proposition 3.2.
Lemma D.4 ((Mobhri et al., 2018), Theorem 3.3). Let G be a family of functions mapping from Z to [0, c]. Then, for any 6
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> 0, with probability at least 1 — § over the draw of an i.i.d. sample S of size m, the following holds for all g € G:

13 1 2
o)) < 20(z0) + 2Rm(G) + e\ [ 5 o).

where R.,,(G) is the Rademacher complexity of G.

Lemma D.5 ((Maurer, 2016), Corollary 4). Let X be any set, S = (21, ..., %) € X™, 01,...,0, be Rademacher random

variables, H be a class of functions h : X — {5 and let ® : {5 — R have Lipschitz norm L, where {5 is Hilbert space of
square summable sequences of real numbers. Then we have

1 1
Rm(®oH) = —Eso sup Y 0i®(h(x;)) < ﬂLEEs,a sup > oihi(x;).

where oy, is an independent doubly indexed Rademacher sequence and hy(x;) is the k-th component of h(x;).

Lemma D.6. Let X = [0,1]", S = (@1,...,@m) € X", H = {x > h(x) : hy(x) = w)z +by, |wy|2 < W,|b,| < B,y e V}
and o), be independent doubly indexed Rademacher sequence. Then we have

1
—Esosup ). ophi(z) <WK
m h Gk

Proof.

1
—Esgsupkahk(ml) = mEsgsupka( W, ;) + by)
i,k i,k

1
= —Es,,sup Y, oir(wp, ;)
m h ik
m
Es, o sup Z Tir{wy, ;)
hi 4=1

M=

T
A

m

S0 SUD(W, D Oik;)
hi i=1

=

M=

\H 3= 3|~

M=

Es, o SUD |wg 2| Z oikTi|)2

k i=1

i
i

m
Eso| Y. oinei2

i=1

M=

i
i

m
Es.ol Y omxil3
=1

M
3= = 3= =
/ /

i
A

m

>l
NI WK\/7

i
A

=

O

Lemma D.7. Ler X = [0,1]", Y = {1,...,K}, S = ((1,41), -, (T, Ym)) € (X, V)™, H = {z - h(x) : hy(x) =
wlx+by, |wylz <W,|by| < B,y eV} and Iy (H) = {(x,y) > hy(x),y € ¥, h € H}. Then we have

IESU bupZUZ vi ()] < KR, (111 (H)).

=1
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Proof.
—ESU SupZUlhyl(wl)]
i=1
1
= —Eg,[su o; hy(x;)1y, =
ms’[hpi; %}y( )uy]
< 1 Z Eso supZalh () 1y,—y]
myey i=1
= Z ]ESU SUPEUzh (wl)( )] (Ei:2><]lyi=y_1€{_17+1})
yey
< —ESO— supZaZh (xi)e;] + —]ES,I supZalh ()]
2m
yey i=1
=> Esg supZalh (x:)]
yey M
L]
Lemma D.8. Ler X = [0,1]", Y ={1,...,K}, S = ((1,y1)s s (T, Ym)) € (X, )", H = {z - h(x) : hy(x) =
wlx+by, Jwylz <W,|by| < B,y eV} and Iy (H) = {(x,y) > hy(x),y € Y, h € H}. Then we have
Ron (1 (1)) < W/ 2.
m
Proof.
1
Rin(II1(H)) = EESU Supth (x;)] = Esg supZal( Wy, x;) +by)]
h,y i=1 h,y i=1
1 m
=—Egs,[su oi{wy,x;)] = Egsu Wy, Y O;%;
mos [h’ll/); (wy, z;)] S [hﬂ]i) y; )]
%4 UL w
<—E o i Lg E o g
< LBl 30wl < N soll S o]
W | & %%
=—\| 2 lzils < —Vmxn= \/
i=1 m
O]

Lemma D.9 ((Shalev-Shwartz & Ben-David, 2014), Lemma B.6). Let Z1, ..., Zy, be a sequence of i.i.d. random variables
and let Z = i Y Z;. Assume that B[ Z] = p and Pla < Z; < b] = 1 for every i. Then, for any € > 0:

_ 2me2
P[|Z - 1 > €] < 2exp(- s

(b-a®)

Based on the above lemmas, we now prove Proposition 3.2 as follows.

Proof. We first rewrite Ry, (Rpis,m) — Re,,, (RDis,00)-

Rllog (hDiSﬂTL) - Rﬁlog (hDis,oo)
= Rﬁzog (hDis,m) - Rz,og,s(hms,m) + Rflog,S(hDis,m) - Rflog,S(hDis,oo) + Rﬁlog,S(hDis,oo) - szog (hDis,oo)
s (Rflog(hDis,m) - szog,s(hDis,m)) + (Relogys(h*) - szog(h’Dis,oo))-
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We consider the first summand now. By Lemma D.4, with probability of at least 1 — §, we have:

Rélog (h'Dis,m) - RKZOQ,S(h'Dis,m)

<R (Ciog o (H, D)) +log (1 + (K = 1) exp 2(W /7 + B)y /%log(z)

We define IT; (H) = {(x,y) » hy(x),y e Y,h e H} and ® = {h — log(fo:1 exp (hy)), h e H(x) < RE}. We can bound
R (biog © (H,Y)) as follows:

Ron(t1og (M 1)) = - B al5up . 0t (). )]

=&Ag§mmaszMam ()]
< %ESJ[S% i o; log( z;exp (hi(x:)))] + —ESG supth%(mi)]
=R

m(PoH)+ —]Egyg[sup Z oihy, (x:)].
m h =1

We will bound R, (® o H) by using Lemma D.5. Before that, we note ® has Lipschitz norm VK. Because 2

ah < 1 for any
ie{l,...,K}. Then, for any hi, ho € RE, we have

K
|@(h1) - @(h2)| <| Y[Rk — hor|| < VK |hy = hals.
k=1

Then we can bound R, (® o H) as the following

1
R (®oH) < V2VK—Eg ,[sup . oirhp(x:)] (by Lemma D.5)
m h ik
2K3
<NIKWEN] 2 =W i3 (by Lemma D.6)
m m

We can also bound 2 Eg ,[supy, 1% 0:hy, ()] as follows

—IES o[sup Z oihy, ()] < KRy (11 (H)) (by Lemma D.7)

h =1
K2
<KW,/ Ly Wi/ i3 (by Lemma D.38)
m m
Therefore, we can obtain
. 2K3n K2n 1 2
Ry, (hpism) =Ry, .s(hDis,m) <2W(\/ — +1/ ?)+log(1+(K—1)exp 2(W/n+B))\/ o log(g). (10)

For the second summand, we use the fact that Ry,,, (hpis,« ) does not depend on S; hence by Lemma D.9, we obtain its
bound:

2m 2

2
P(|Re,,,,s(RDis,c0) = Reypy (RDis,e0 )| > €) < 2exp(— z 0)2) 2ex p(—i),

where ¢ =log(1+ (K — 1) exp2(W+/n + B)). It implies that with the probability of at least 1 — §, we have:

. 1 2
Riy,,,5(RDis,0) = Reyyy (RDis,00) < €\ [ 5—log (). (1)
2m 1)
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At last, we make use of the union bound for Eq. (10) and (11) to get the final result. With probability at least 1 -, the
following holds:

Rilog h‘D“ m) RFZOJ (ths oo)

<2W(\/2K” \/ "y Flog(1+ (K - l)epr(W\/ﬁ-t-B))\/log( )+ \/;nlog(é)
:2W(\/2I7ijn+\/%)+210g(1+(K—1)exp2(W\/ﬁ+B))\/%log(%)

Therefore, for Ry, (hpism) < Ry,,, (RDpis,e0) + €0 to hold with high probability 1 — o (here, ¢y and Jy are some fixed
constant), it suffices to pick m = O(n) samples. O
D.5. Proof of Theorem 3.4

Proof. By Theorem 3.3 we know that for R, ,(Rpism) < Re,(Rpis,o) + €0, it is sufficient to ensure that

Ry,,,(Rpis,m) < Re,,, (RDis,c0) + 3€5. Then by Proposition 3.2, it suffices to sample m = O(Ke—z") = O(K3n). O
. . 7

E. Proofs of Section 3.2
E.1. Proof of Proposition 3.3
Proof. Fix h € H, because g({ACy, 1 (h,x))e) < ACy, 3 (h,x) for all € X, we have:

9(Rey(h) = Ry, 3+ Mo, 34)
= 9(Ex[Cs,(h,®)] - R}, 3 + R}, 2 — E2[C], 3, (x)])

= g(E [Cr, (R, ) = C, 5 ()])
Ex[9(Co,(h,x) - CF, 5(x))] (Jensen’s inequality )
=Ey[g(AC, #(h,x))]
=Ex[g(ACe, (b, @) le,, , (ha)se + ACs, n(h, @)1, (ha)<c)]
<Ex[g(ACe, m(h,@)le,, , (ha)sc) + 9(AC, n(h, @) le, , (ha)<e)] (9(0) 2 0)
<Ez[AC 3 (h,x) + S[lép]g(ﬁ)] (assumption)
te[0,e
= Ry, (h) = Ry, 3 + My, 3¢ + max(g(0), g(¢)). (g is convex)

E.2. Proof of Theorem 3.5

Lemma E.1 (Character of conditional e-regret for £o_1). Suppose that H satisfies that {argmax,y hy(x) : h € H} =
{1,..., K} for any x € X, then the minimal conditional zero-one loss {y_1 is

€y (@) = €, , 1, (2) = 1 = maxp, (),
Furthermore, the conditional e-regret for £o_y can be characterized as

(ACr (R, @))e = (maxpy () - py (@),
where § = argmax, .y, hy ().
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Proof. By the definition of Cy,_, (h, ), we have:
K K
Cooy (hy ) = 3, py(@)lo-1(h(2),y) = 3, py(®) Lgsy.
y=1 y=1

By the assumption, we know that there exists h™* € H which satisfies argmax, .y, h; (z) = argmax, .y, p, (). Therefore,
we have

GZo_l,’H(m) = ’llgf_[ elo—l (hv :13) = efo-l (h*7 :B) =1- méixpy(w)‘
Then we can find the characteristic of conditional e-regret for £y_; as follows:

Aeg0717y(h, m) = 65071 (haw) - GZH,H(ﬂ?)
K
= Zpy(fc)]lz#y -(1- m;mxpy(a:))
y=1
= Zpy(zc) - Z py()
y*y Y#Ymax
= myaxpy(:c) - py(x).
O

Lemma E.2 (Distribution-dependent convex {o_; bound). Suppose that H satisfies that {argmax,y hy(x) : h e H} =
{1,..., K} for any x € X, and there exists a convex function g : R, — R with g(0) = 0 and € > 0 that the following holds
forany g ey, x e X and h € Hy(x):

9((maxpy (@) - py(x))e) < inf AL, (h, ).

Then it holds for all h € H that

g(Rfo—l (h) - Rzo_l,”r'{ + M@o—l,'H) < R[(h) - Rz’H + MAH + maX(O, g(E))

Proof. For any xg € X and hg € H, let ¢ be the index of the largest element of ho(x). Then by the precondition, we have

g((ACy,_, 1 (ho,x0))e) = 9((m3XPy($0) -pg(®o))e) < inf )A@e,ﬂ(h,wo) < ACp (o, o).

hGH@ (CBD
Combining the condition in Proposition 3.3 we can see that this lemma is correct. O

Built upon the above lemmas, we can prove Theorem 3.5 as follows.

Proof. Forany g € X, p(xo) € Ak, go € Y, and h € Hy, (x0), we can write:

Q(mjxpy(l‘o) - Pgo(T0))

< inf AC h,x, Assumption
§e9 aeit ety ()€ (o)-pg (o)) TP ( pion)
< inf ACyy(h,x,p)

T zeX heHy, (2),pePy, (maxy py (20)—pyg (€0))

< inf AC h
_meX,h}eanO(ac) E’H( 733,[)((130))

< inf  ACpy(h,xo,p(xo)) = inf  AC,x(h,x).

hEHﬁo((l:o) € 90 xTo

Combining the result of Lemma E.2, we conclude the proof of Theorem 3.5.
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E.3. Proofs of Theorem 3.6

Proof. By Theorem 3.5, if Jy(¢) is convex with J;(0) = 0, the first inequality holds. For any ¢ € [0,1], denote that
the solution of infjey pep, (1),xex, hety (@) ACy 3 /(h,x,p) by z*,h*,p*,§*. We then consider the distribution that is
supported on the single point &y = * and satisfy that p(xg) = p*. Thus,

inf ACpy(h,z,p)= inf AC h,xo,p(xg)) = inf AC h,xg).
§eY,pePy (t),xeX heH y(x) Z’H( p) heH 5+ (o) K,H( 0 p( 0)) heH 5« (o) 677{( 0)

For any ¢ > 0, take hg € H such that hg € H-(x() and

AC h < inf AC h = inf AC h 0.
el O7$0)_he7{1y2(m0) e (hy o) + @ey,pem(t)lgzex,he%g(m) e(h,,p) +

Then, we have

Ry (ho) = Ry, 90+ Myg_y 30 = Regy (ho) —Eo[Cf | 5 ()]
= ACy,_, 2 (ho,x0)
= m;ixpy(:co) - py+(x0)
=,
Ry(ho) = Ry 3+ My = Re(ho) = Ex[CF 4 ()]
= ACy g9¢(ho,x0)

< inf AC h,z,p)+0
7,pePy (t),xeX heH y(x) Z’H( p)

=TJe(t) + 6,
which completes the proof. O

E.4. Proof of Theorem 3.3

To prove the Theorem 3.3, we first list the following lemmas.
Lemma E.3 (Convexity of Cy(h,x,p)). Ci(h,x,p) = fo:l Py (—hy + log(Zf:l exp (h;)) is convex with respect to h.

Proof. For any fixed  and p, we have
aef(hamap) =—p; + €Xp (ht)
Oh; 22(:1 exp (h)

Let A;; = % we have

_exp (ki) exp (hy)

A= (Zfz exp (hy))2’ i¢j7
i exp (hj) i1, ke; exP (hi) i
(ZE, exp (hy))? , =7j.

To prove Cy(h,x,p) is convex with respect to h, it’s sufficient to show that A is positive semidefinite, which equals to
ax” Ax > 0 for any = € R”. We can calculate it as follows:

iBTAfII = Alle + e+ A,ma:i + Z Aijxixj

! ex 7 ex ex x; 3 exp (h;)z;
(Zk 1exp(hk )2 Z p(h) (k lzljwz p(hk)) Z p(h) z j= 123:#:1 p(hj) J)]
K
SRR e (s 3 e (w-n,)
k=1€X j=1,j%i
- S o g L () exp ()i, 2
k=1 €X i<j
which proves this lemma. O
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Lemma E.4 (Property of My, , #). Suppose that H satisfies that {argmax, .y, h,(x) :h e H} = {1,..., K} forany x € X.

. . N . .
Then My, , 3 coincides with the approximation error R} 5, — Ry 5, .

Proof.
Mﬂo,l,’H = Rgo,l,’H, - Ew[ego,l,ﬂ(m)]
= R;(],MH -Eg [I%.Iel?f-.t 660—1 (ha (L'J)(:B)]

= Riyy o~ Ea[l - maxp,(a)] (Lemma E.1)

— * — *
= Rég,l H RZO—I Har

Lemma E.5. Given x, and p € A, the following statements are equivalent:

(1)Optimation problem (14) can reach the global optimum,

exp(W ||| +B)—exp (-(W|z[+B))
exp(Wlz[+B)+(K-1) exp (-(W|z|+B))"

(2)max, p, — min, p, <

Proof. First, we prove that (1) implies (2). By the solutions of KKT conditions in (16), (1) means that 3h € R,

) o exp(h;) . .
|hi| < W]z| + B, and p; = S, exp(h))" We can directly write

max, exp(h, ) —min, exp(h,)
ZJK= 1exp(hy)
max, exp(h,) — min, exp(hy)

max p, — minp,
Yy Yy

~ max, exp(hy) + (K - 1) min, exp(hy)
exp(W|z| + B) - min, exp(hy)

~ exp(W|x| + B) + (K - 1) min, exp(hy)
exp(Wz| + B) - exp(=(W|z| + B))

- exp(Wle| + B) + (K - 1) exp(=(W || + B))

(increasing w.r.t max exp(h,))
y

(decreasing w.r.t minexp(hy))
y

exp (Wz|+B) }
Thoiexp(hy) D

Ts={y:p, < %W} andZ; = {1,..., K} - T, - T5. We note that #Z, #T3 > 0. By (15) we know that
k=1 k

Second, we prove that (2) implies (1). We suppose that if (1) does not hold, then in this case, let Z, = {y : p, >

K * K
eXp (hz ) * * * *
pit e N =l = (A - ) =0 (12)
S Siexp(hy) ; Y
Because either 7 or Z3 must be non-empty. We assume that Z5 is not empty, then there exists y; such that A} —py = A7 > 0.
To make (12) hold, there should exists ¥ such that /\;2 - M;Q < 0, which implies that y, € Z3. Thus, for any h, we have
exp(W|z|+B) exp(-(W|z[+B)) exp(W ||+ B)—exp(=(W|z[+B))

maxy py > K o) and min, p, < SE o) Then max, p, — min, py > S (i) for any
: exp(Wjz|+B) —exp(~(W]z|+B)) i icti
h. Therefore, maxy p, —miny py > om0 B+ (=1) exp ((W [+ By Which leads to a confliction. O

Lemma E.6. For any § # Ymag it holds that infpey, (z)Ce(h,@,p)) > —(Pmaz + py)log(Pmeg?2) -

Y ye{ymani} Py 108(Dy), Where Ymaa = argmax,qy p, and § = argmax, .y, hy, ().

Proof. Forall h € H and « € X', we have
K K K
Co(h,x,p)) = Y pyl(y, h(x)) = Y py(~hy +10g( Y exp (hy))),
y=1 y=1 7=1
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where we use h; to denote hj(x) for simplicity. To get the infje3, () Co(h, z,p)), we consider the following problem

K
min Zpy( hy, + log( Z exp (hj))
i

heH(x) y=1
hi —(WH:BH+B)£O Vi,
s.t. - (W]x|+B)<0 Vi,
hi—hgﬁo, Vi # 9.

We drop some constraints, and consider another problem, whose optimum is lower than the above:

K
hy +1 hy)
Rin yley( +log Zj exp (

sit. hi—hy <0,Vi#j.

Due to the convexity of C¢(h,x,p)) by Lemma E.3, we could write its KKT conditions to obtain the necessary conditions
to reach the optimum. They are listed as follows:

hi; —hg <0, Vi + 9,
Af >0, Yi#q,
A (hi—hy) =0, Vi % g,
B
2 k=1€XD (h*)
exp (h}) .

i e S

Zk 1 €Xp (hk) iy

If A =0forallie{1,...,K}, then h} = log(pi(Xr; exp(h}))). It means that Ry e 2 g, Which conflicts with the
precondition that § # Yya.- Thus, there exists a ym # g, Ay =0,and hy = hy. It 1mphes that

K
ht =log(pi Y exp (h)), i ¢ {Ym, 0},
k=1
hy =hy,,
exp (hy ) +exp (h;) o i
Zlf;(:l €xXp (h;;) . !

Then we have b} = h; = log(2™2 S0 exp (b)) If Ym # Ymazs then B} = log(Pe™e T30 exp (hy)) <

log(Pmaz Zszl exp(hk)) = hy, .., which conflicts with § # yma.. Thus, we conclude that ¥y, = Yma.. We define
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s =exp(hy) =exp(hy, ) for simplicity, then we can obtain that

Ymax

inf  Cu(h,x,p)) = 1nf Zpyﬁ(h(ac y)

hety () €My ()
K
-t —hy +1 h;)

K K
2 Pyas (g + 10g(ZeXp hi))) +py(=hg +log( ZeXp(h§)))+ > py(—hZHOg(;eXp(h;)))

j=1 1 Y Ymaz U}

= ~(Pysan +Py)(log(s) —log(Zexp(h*))) T > }py log(py)
Jj=1 y&{Ymaz ¥

%)~ 2 Dpylog(py)
Z] 1 €Xp (h )" Y mannd) ! ’

ex exp (g
D (1) + P () S pylog(p,)

S
= ~(Pypmas +Py) log(

- _(pym,az +p@) log(

2 Zk=1 Xp (h;:) Yy¢{Ymax, 4}
Pyimaz T Py
= ~(Pyman +Pp)log(F=—") = 30 pylog(py),
y¢{ymama'g}
which completes the proof. O

Lemma E.7 (Technical lemma 1). Forall x € [0,1-t] and fixed t € R,, it holds that —(2x +t) log(%) +(x+t)log(x +
t) +zlog(z) >u(l-t) = —(2-t)log(%*%) + (1 -t)log(1 - t).

Proof. We first prove that u(z) = —(2x + t) log(%) + (z+t)log(z +t) + tlog(t) is decreasing on z € [0, 1], which

could be obtained by 2% = log( gif:)? ) < 0. Thus we have u(z) > u(1-t) = —(2-t)log(%*%) + (1 - t) log(1 - t), which

complete the proof. O

Lemma E.8 (Technical lemma 2). For all t € [0,1], it holds that 1” log(1+1t) + Lt 5 log(1-1) > %

Proof. We define u(t) = 2 log(1+1t) + 15 log(1-t) - ﬁ . Then we calculate 2% = 1log(1*£) - ¢ and 4 dt2 =z -1>0.

=3lo
We have 2% = Llog(3) — ¢ > Llog( 1+0) 0 =0. Thus, u(a:) is increasing on [0 1] and u(z) > u(0) = 0, which proves
the lemma. O

We now are ready to prove the Theorem 3.3 as follows.

PVOOf: We first rewrite the ﬂ(t) as follows.
t) = inf AG h,x P
\jﬁ( ) JeV pe y(t)l, cX.he 1;( ) Z,’H( y Ly )

—inf inf inf inf ACuy(h,x,
ZI}Ielype%?ng(t) :zlzIelX he?l-[I}A/(cc) Z}L( v p)

—inf inf inf inf h _inf @o(h
leIélypegz(t)al:Iethe;{n(w)(eﬁ( 2, ) m Ce(h,z,p))

= inf f f f Cu(h — inf C,(h .
=l nf Lt ) el p) — Inf Ce(h, @, p))
For all h € H and = € X, we have
K K K
Co(h,x,p)) = Y. pyl(y, h(z)) = 3 py(~hy +1og(Y exp (hy))).

y=1 y=1 J=1
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To get the infpeq; Co(h, x,p)), we consider the following problem

K K
m’in > py(=hy +1og(Y exp (hy))),
y=1 J=1

o[ - (W]l +B) <0, Vi,
5 - (W|z| +B) <0, Vi.

(14)

By Lemma E.3, we know that this problem is convex, we can make use of KKT conditions (Boyd et al., 2004) to find the
points that are primal and dual optimal, which can be listed as follows

hi - (W]e|| + B) <0, i=1,...,K,
-hi -=(W]|x| +B) <0, i=1,...,K,
Af>0,u; >0, i=1,...,K,
Ai (hi =W]z| - B) =0, i=1,... K, (15)
i (=h; W] - B) =0, i=1,.. K,
h*
_pi+7;Xp( i) +A —pl=0, i1=1,...,K.
Y1 exp (hy)
It implies that
B
W =Wla| + B, poz 22 Wzl rB)
Yi=1 exp (h})
* exp (-(W||x| + B
W=-(Wizl+B).  p< SRCOVIELEE) (16)
ZkzleXP(hk)
K
hi =log(pi Y. exp (hy)), otherwise.
k=1
By the precondition of Theorem 3.3, we have
exp(B) —exp(-B exp(Wl|lz| + B) —exp (-(W|z| + B
L = Domas = Py < Praas  Prain < p(B) —exp(-B)  _ p(W]z| + B) —exp (-(W|z| + B)) (17

exp(B) + (K —1)exp (-B) = exp(W|z| + B) + (K - 1) exp (-(W|z| + B))

In addition, in this case, by Lemma E.5, the global optimum could be reached, so we can omit the boundary situation

K
1nf Ce(h,z,p)) = Zpy( ~h,, +10g(Zexp (h}) Z:py log(py),

y=1 Jj=

which is the entropy of distribution p. Denote the index of the largest element of p by ¥;q,- When t > 0, because

Py,... Py =1>0,then Y4, # J. By Lemma E.6, we know that
. p max +pA
inf  Co(h,,p)) 2 ~(py,.., +Py)log(F=5—") = 3 pylog(p,)-
hety(x) 2 Y Ymaz U}
Then we have
Pymaz * Py

p
inf  Cy(h,z,p) - 1nf Ci(h,x,p) > —(py,... +Py)log( ) + Dyrrow 108(Dy,0 ) + Py log(py). (18)

hety(x) 2

: exp(We|+B)—exp (-(W]z|+B))  _ _ exp(B)-exp(-B) :
To make (17) holds for all € X, we need ¢ < min, exp(VI]j\|:c|\+B)+(K—1§)exp(—(WHm\|+B)) = exp(BI))+(K_1§’exp(_B). Then, in

this case, we can take infimum with regard to x as follows.

Pyas + Py
inf ( inf (@z(h z,p) = inf Cu(h,@,P))) 2 ~(Pyna. +P3) 10B(T5—") + Pypras 108(Pyinar) + Pr; 108 (Pp,).
TeX heH () 2
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Now, we meet the following problem

Pymaa

. + Dy
min —(py,,,. +py)log(=] L) + Pypa 108(Dy,,0 ) + Py 108 (D7),

Pyae — Py =1, Vi
s.t. Zfil pi =1,
pi 2 Oa VZa
which is equivalent to find the minimum of —(2p; + t) log(y) + (pg +t)1og((pg +1)) + pylog(py) when py € [0, 152].
By Lemma E.7, we know it is 12t log(1 +¢) + % log(1 -t). Thus

ﬂ(t) = gljrelfipe}Pr;f(t) :iréli(he;-gf(m) ef(ha :Ii,p) - I&,Iel?f-‘L el(h‘a map))

> inf (2 -t)log(%) + (1= )log(1-1)

1+¢ 1-1¢
= %log(1+t)+710g(1—t)

t2
> 3 (Lemma E.8)

It is worthwhile to note that when the number on classes is 2, then the derivations and results above coincide with that in
binary case (Awasthi et al., 2022a). Let g(¢) = £ in Theorem 3.5, we have

1 * *
§(R5071 (h) - Réo,l,’}-{ + Mfoflﬂ'{)g < szog (h) - Rélog,’H + MelogaH’
which implies
* * 1
Rfo—l (h’) - Réo_l,H + Méo—l,H < \/§(R£log (h’) - Rélog,H + Mélong) 2,

when Ry, (h)-Rj, 5+ Me,, < %(% )2. By Lemma E.4, we have My,_, # coincides with the approximation

* * 1 1 1 * *
error Ry 5, — Ry 5, . We also note that My, 4 coincides with Rézog,H Rlzogﬂau because

Melog;H = RZOQ,’H - Ew[e;loq,ﬂ(w)]
= RZOEH’H - Ez [}132?5 eelog (ha ZB,p((E)]

K
=Ry, 0~ Bal- Z:lpy(w) log(py())]

*

— * _
- Rllong Rzlogyﬂall‘

Finally, we can conclude that

* * * 1
Rlo—l (h) - Rlo_l,’H < Rfo-l (h) - RZO_l,H + Mfo—l,'H < \/ﬁ(RZlog (h) - Rllog,’i{a” ) 2.

F. Proofs of Appendix B
F.1. Proof of Proposition B.1

We first present the following lemmas to show Proposition B.1.

Lemma F.1 (Mohri et al., 2018), Lemma 5.7, Talagrand’s lemma). Let ® be L-Lipschitz functions from R — R and
O1,...,0m be Rademacher random variables. Then, for any hypothesis set ‘H of real-valued functions, the following
inequality holds:

Rin(PoH) < LRy(H).
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Lemma F.2 (Rademacher complexity of constrained linear hypotheses). Let S = {x1,..., 2z, } where z; € [0, 1] for all
ie{l,...,m}and H = {z - (w,z) +b: |w|2 < W, |b| < B}. Then, the Rademacher complexity of H can be bounded as
follows:
Ron(H) < Wr /=
m
Proof.
1 m
Rm(H) = —Eg ,[sup Z h(z;)] = —ESU supZm( w, ;) +b)]
m hoi=1 i=1
1 m m 1 m
= —Eg,[sup Z oi{w,z;) +b Z 0;] < —Eg,[sup Z oi{w,z;) + supb Z oi]
m hoi=1 i=1 m w1 i=1
&, 1
*ES,U[SUPZO’K’LM.’E%)] 7 Sup Zazxz
W g=1 m

W m W m
< EES,J[H Zaﬂz‘”ﬂ < m\} Eso[| Zaixiﬂg]

i=1 i=1
w UL ‘ w
:\} Eso| Z oioj(zi, z;)] Zsz %SE\/
i,7=1
Sy
m

O
Lemma F.3 (Rademacher complexity of H). Let H = {z = (&, y) » yh(x) : h € H}. Then, the Rademacher complexity of
H satisfies:

Proof.

Rm(ﬁ) *ES o SUp Zl O—zyzh(x )]

1
= TIE SU.p Zaz(zyz 1)h xz) + EO'Zh((IJZ ]
m

i=1

2—1[35 - bup Z oih(z;) + Zazh(a:z)] (2y; —1e{-1,+1})

=1 =1

—ESU SupZUlh(xl )]

=1

=R (H).

We now prove Proposition B.1 by using the above lemmas.

Proof. We first rewrite the Ry, (hpis,m) — Re,,, (PDis,00)-

szog (hDiS,m) - Rflog (hDis,oo)
= Rélog (hDis,m) - RZLOH,S(hDis,m) + RZlOQ,S(hDis,m) - Rflog,S(hDis,w) + Rélog,S(hDisﬁm) - Rflog (hDis,OO)
< (Rllog (hDis,m) - RZ,,,Q,S(hDis,m)) + (RZIOQ,S(hDis,OO) - Rélog (hDis,oo)-

32



Revisiting Discriminative vs. Generative Classifiers: Theory and Implications

The first summand on the right-hand side can be bounded by making use of Lemma D.4,F.1,F.2 and F.3 in sequence. Let
H={z=(x,y) > yh(z) : he H} and ® = {{;54 0 h : h € 1} With probability of at least 1 — §, we have:

Ry,,, (hDism) = Rélog,S(hDis,m)

~ 1 2 ~
< 2R (Liog © H) +1og(1 + exp (W+/n+ B))\/ o 1og(5) (104 © H is bounded, Lemma D.4)
m

< 2R (H) +log(1 +exp (W /n + B))\/ % log(é) (£10g is 1-Lipschitz, Lemma F.1)

= 2R (H) +1og(1 +exp (W/n+ B))y/ % log(g) (by Lemma F.3)
m
<2W,/ L log(1+exp(Wy/n+B))y/ L log(g) (by Lemma F.2).
m 2m )

For the second summand, we use the fact that Ry, (hpis,.o) does not depend on sampled training dataset S; hence by
Lemma D.9, we obtain its bound:

2me? 2me?
(c-

P(|Relog7s(hDi5$°°) - szog(hDiS,OO” > 6) < 2€Xp(— ) = 2€Xp(— 2 )7

where ¢ = log(1 + exp (W+/n + B)). It implies that with the probability of at least 1 — §, we have:

« 1 2
Ry,,,5(hpis,e0) = Reypy (MDis,0) < €\ [ 5—log(5).
2m )

At last, we use the union bound to get the final result. With probability at least 1 — §, the following holds:

RZ,W (hDis,m) - Rélog (hDis,oo)

< 2Wy [ +log(1 +exp (W/n + B))\/1 log(é) + C\/l log(%)
m 2m ) 2m )

~ 2/ 4 (e log(1L exp (Wi B 5 loa(h)

1)
= 2W\/%+ +2log(1 +exp (W/n + B))m
:o(\/%).

Therefore, for Ry, (hpis,m) < Rey,,(MDis,c0) + €0 to hold with high probability 1 - do (here, ¢ and ¢ are some fixed
constant in [0, 1]), it suffices to pick m = O(n) samples. O

F.2. Proof of Theorem B.1

Proof. By Theorem 2.1 we know that for Ry, , (Apis,m) < Re,,, (hDis,e0 ) + €0, it is sufficient to ensure that Rjog(hpis,m) <

Ry,,,(hpis,es) + 2€5. Then by Proposition B.1, it suffices to sample m = O(Z&) =0(n). O
0

F.3. Proof of Theorem B.2

To show Theorem B.2, we first present the following lemmas.

Lemma F.4. In terms of binary naive Bayes, let any €,6 > 0 and any Laplace smoothing parameter « > 0 be fixed. Assume
that Assumption 3.1 holds. Let m = O((%)log(*%)), then with the probability of at least 1 - §:

1. In case of discrete inputs, |p(x;ly = k) — p(zsly = k)| < eand |p(y = k) -p(y = k)| < e forall i € {1,...n} and
ke{0,1}.
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2. In case of continuous inputs,

ke{0,1}.

g <€ |62 -0 <eand |p(y = k) —p(y = k)| < eforallie{l,...n} and

Proof. First, we consider the discrete case, and let « = 0 for now. Let € < pg/2. By the Lemma D.9, with probability at least
1-0; =1-2exp(-2me?) we have [p(y = k) — p(y = k)| < e. Itimplies that p(y = k) > p(y =k) —e > po —e =7 = Q(1).
So #{y = k} > ym with probability at least 1 — d;.To bound the |p(x;|y = k) — p(z;
holds:

PIp(zily = k) = p(xily = k)| > €]

=P(Ip(wily = k) - p(@ily = k)| > el#{y = k} 2 ym)P(##{y = k} 2 ym)
+P(Ip(zily = k) - p(zily = k)| > el#{y = k} <ym)P(#{y = k} <ym)
< 26Xp(—262#{y = k})lgy=kyzym + 01

< 2exp(—262'ym) + 01 = 0s.

Then we use the union bound to get the first result on the condition that o = 0:

P(Up-o([(y = k) = p(y = k)] > €) U (U} Upeo [B(ily = k) — p(aily = k)] > €))
=P((Ip(y = 1) ~p(y = 1) > €) U (Vg Ujog B(ily = k) = p(aily = k)| > €))
<01+ 2nds
= 2exp(-2me?) + 2n(2exp(-2e2ym) + 1)
= (2n +1)2exp(-2me?) + 2n x 2exp(-2e2ym)
< 2(4n + 1) exp(-2yme?).
Therefore, for Lemma F.4.1 to hold with probability at least 1 — ¢, it suffices to pick m samples that
1 2(4n+1) 1 2(4n+1)

v log( ) < e log(

) = 0(*1g( ).

0

Second, we consider the discrete case, and let o > 0. To bound |p(y = k) - p(y = k)|, we calculate it based on the above
condition as follows:

P(lp(y = k) —p(y = k)| > €)
=P(Ip(y = k) = D(y = k)la=o + P(y = k)|a=0 —p(y = k)| > €)
<P(Ip(y = k) = D(y = k)|a=ol + [p(y = k)la=o0 - p(y = k)| > €),

where the [p(y = k)|a=0 — p(y = k)| has been discussed above, so we only need to bound [p(y = k) — p(y = k)|a=0]- We

have,
90 = F) = iy = o] = HEZ TR 280l 2B 8D o),
So
P((y = K) - py = B)| > ©) <Py = B)laco - p(y = )] > - O(-))
< 2exp(~2m(e - O())?) = .
In the same way, we can write "
(ol = k) = ilasly = Dlaro = T IO 20 oLy -0

and
P(p(zily = k) = p(@ily = k)| > €) <P([p(xsly = k)la=o = p(@ily = k)| > € - 0(%))

<1+ 2exp(—2ym(e - O(%))Q)
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Besides,

1 2(4n+1) 1 2(4n+1), io n
-0 5 ) oy s ) TR

In the following proofs, we will not consider Laplace smoothing anymore due to its small influence on the results.

Third, we consider the continuous case. In the same way as discrete case, with probability at least 1 —§; = 1 -2 exp(—2me?)
we have [p(y = k) - p(y = k)| < €, and #{y = k} > ym. We only need to bound |fi; — ;| and |67 — o?|. Fix i, k, the
following holds:
Plliki = powil > €] = P(|fuki = pal > el##{y = k} 2 ym)P(#{y = k} > ym)

+ P(|iki = pil > el#{y = k} <ym)P(3{y = k} <ym)

< 28Xp(—262#{y = k})lgty=kyzym + 01

< 2exp(-2€2ym) + 6, = by,
where the first inequality use the fact that z; € [0, 1]. For |67 — 02|, because (], — f1x:)* € [0, 1], by Lemma D.9, we can

write:
P[|62 - 02| > €] < 2exp(-2me?) = b3.

Finally, we use the union bound to get the result for the continuous case:
P((B(y = k) - p(y = k)| > €) U (UL (167 - 07| > €) U (Uioalfoni = 1wl > €)))
< 51 + 71(252 + 53)
= (3n +1)2exp(-2me?) + 2n x 2exp(-2e2ym)
< 2(5n + 1) exp(-2€%ym).

Thus, for Lemma F.4.2 to hold with probability at least 1 — 4, it suffices to pick m samples which satisfies

1 2(5n+1 1 2(5n+1
m= g los?PL )y ¢ L iog 2O L o Liog(y).
2ye 1) 0€
The proposition’s proof is complete. O

Lemma E.5. In case of discrete inputs, and suppose that Assumption 3.2 holds, then with probability at least 1 — ), the
following holds

|Aagen(,1,0) — Aagen o (€, 1,0)] < An+ 1)\/ 1 log(2(4n * 1)) = O(n\ / 1 log(ﬁ)).
Po pom ) m 0

Proof. By the derivation of Lemma F.4, let € < py/2, then with probability at least 1 — § = 1 — 2(4n + 1) exp(-2yme?),
where v = pg — € the following holds:

|Aagen(,1,0) — Adgen,o (@, 1,0)]

| ilog iy = Dpzly =0) ) Py =1)p(y = 0)|
o T p(zily=0)p(zily =1) py=0)p(y=1)

=13 (og(rly = 1) ~logp(eily = 1)) + 3-(ogp(r.ly = 0) - log (ely = )
+logp(y =1) —logp(y = 1) +logp(y = 0) - log p(y = 0)]

< i; |log p(w;ly = 1) —log p(wily = 1)| + i [log p(zily = 0) —log p(wly = 0)]
+|log p(y = 1) —logp(y = 1)| + |log p(y = 0) - log p(y = 0)

< *(Z€+Ze+e+e) 4(n+1)

Po
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The penultimate inequality makes use of Lemma F.4 and the concavity of log() together. Replace e with the expressions
with respect to §, we can write:

4 1 1 2(4 1
|Aagen(2,1,0) = Adgen o (€,1,0)] < (n+ )\/ log( (4n + ))
Po 2ym 0

4(n+1) 1 2(4n+1), /1 n
< p \/pom log( 5 )=0(n glog(g)).

Lemma F.6. Let € < po/2, assume that Assumption 3.2 holds,

O

f| <eand |fig; — pri| < € for all i, k. Then we have:

. . 2
|ai,uki - U,',uki| < (1 + 7)6.
3p0

Proof. On the one hand, we can write:

Oifigi = Gifti < 0i(pki + €) = Gifiri = (07 = G ) i + €03
On the other hand, we have:

Oifigi = Gifti > 03 (pki — €) = Fifiks = (07 = i) i — €07
We conclude that:

|osfiki = Gipunal < (00 = 63) il + leos| < |oi = 3] + €

2_ 52
py 2
—|UZ UZ|+€S < +e<(l+-—)e
o+ 0; Potpo—¢€ 3P0

O

Lemma FE.7. In case of continuous inputs, and suppose that Assumption 3.2 holds, then with probability at least 1 - ¢, the
following holds:

n 4 5n+1) 1 n
Aagen(x,1,0) — Aagen.o(x, 1 ——2 — O(ny/ —log(=)).
80 (,1,0) = agen (1, 0)| £ 4(0- (g + [ 2 4 e )=0(m [ - 10g(5))

Proof. The following holds:

|Aagm(a} O) - Aagm OO(ZC O)|

p(xily = 1)p(a;ly = 0) o p(y=1)p(y =0)
"Zl Py = 0p(ely=1) 8 ply=0)p(y=1)

=| ;(logﬁ(xi\y =1) -logp(zily =1)) + i(logp(xﬂy =0) —logp(zily = 0))

+ logﬁ(y =1) -logp(y =1) +logp(y = 0) —logp(y = 0)|

n 1
Z Z [log p(xily = k) —logp(wly = k)| + ) [log py = k) —logp(y = k)|.
i=1 k=0 k=0

To bound |log p(x;|y = k) —log p(z;|y = k)|, let € < po/2, then by Lemma F.4, with probability at least 1 — 6 = 1 — 2(5n +
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1) exp(—2e2ym), where v = pg — €, we can write:
[log p(ily = k) —log p(zily = k)|

. 1 . .
= |log(i) —log(d:) + W(Uf(l’i - ki)? = 07 (@i = i) )

167 (s = pi)® = 07 (i = i)

<|log(o;) —log(6:)| + 26207

1 R 1 . N . N
S —————loi = Gil + m—516:(zi — pxi) + oi (2 = fira) |63 (2 = prs) = 03 (2 = figs)]
min(o;, 6;) 2p00;
1 R 1 . .
S ————~ |0i_O—i‘+7A2|0i(1'i_,Ufki)_o'i(xi_,ufki)‘
min(o;,6;) 00;
1 N 1 R . R
S —————~loi = Gil + —5 (|6i = ol + | fini = Fipnil)
Hlll’l(o’i,O'i) 00 ;
1 2

1,2 2
S——+—(—E+(1+—)e)
V3P0 oy 3po 3p0

2 2 2, 2 2 2 4 3 2
S\t 5(—+0+=))=—(5+—+\/—)e
po3po Py 3po 3p0 3p0 Py Po Po
The last two inequalities make use of Lemma F.4 the concavity of log() together. At the same time, we have:
. 1. 2 2
[logp(y = k) —logp(y = k)| < ;\p(y =k)-p(y="k) < glp(y = k) -p(y = k)| < P

At last, combining the above findings and replace € with the expressions with respect to 4, we can get:

2 4 2 2
|Aagen(®,1,0) — Adgen,oo (x,1,0)| < 2n—(— + 3 +1/—)e+2—e
3p0 pP5 Po Po Po

n , 4 3 [2 1 1 2(5n +1
:4(—(—2+—+ )+)\/ log( ( ))
3p0 p5 - Po po” po” N pom d

= O(n\ / %log(%)).

Now, we are ready to prove Theorem B.2.

Proof. Lete= O(n\ / % log(§ )) which are claimed in the Lemma E.5 for discrete case and Lemma F.7 for continuous case.
Then we simplify the |Ry,_, (hGen,m) — Reg_, (RGen, )| as follows:

Ry s (hGen,m) = Ry, (hGen,o0)

= |E(m,y)~D [60—1(hGen,ma (2,9)) = lo-1(hGen,o0, (2,9))]]

< E(z,y)~pllo-1(hcenm, (2,9)) = lo-1(hGen,o0: (T, 9))|

= P(z,y)~p(haenm () # hGen,co ()

= (P(heen,m () # haen,oo(T)||AaGen (2, 1,0) = agen o0 ()] < €)P(|Aagen(,1,0) = agGen,c0 ()] <€)

+ P(hGen,m () # haen oo (@) || Aagen (2, 1,0) = aGen,co (2)] > ©)P(|Aagen (T, 1,0) = agen, o (z)| > €))
<P(hGen,m (@) # hgen,oo (Z)||A0Gen(®,1,0) — aGen, oo (x)] <€) +6

< P(|laGen .o ()] < O(ny /%bg(%))) 0
:G(O(\/%log(%)))ﬂi
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F.4. Proof of Proposition B.2

Lemma F.8. Suppose that Assumption B.1 holds, then E[ Aagen(x,1,0)|y = 1] = Q(n), and E[-Aagen(x,1,0)]y = 0] =

Proof. We calculate E[ Aagen (2, 1,0)]y = 1] straightly:

n =1 =1
Ex[Aagen(x,1,0)|ly =1] = Em[Zlog p(zily =1) +log p(y )|y =1]

= p(wily =0) p(y =0)
S plriy =1 ply=1
- S B flog P =D 1) 10 201,
= p(zily = 0) p(y =0)
We note that E,, [log ZZ:=1 |, = 1] is the KL Divergence D(p(z:|y = 1)|p(x;]y = 0)). It is nonnegative and equals 0

p(@ily=0)
if and only if p(z;|y = 1) = p(a;]y = 0) for all z; € X; ({0,1} in case of discrete inputs and [0, 1] in case of continuous
inputs). By assumption B.1, we obtain that

EalAdgen (2,1,0)ly = 1] = 3 Dp(arly = 1) |p(aidy = 0)) + log 24 =D

i=1 ( - O)
ply=1)
= Pron+ log
p(y=0)
> By on + log(—2),
1=po
which implies that E[Aagen (2, 1,0)|y = 1] = Q(n). In the same way, we can know that E[-Aagen (2, 1,0)|y = 0] = Q(n)
as well. Then the proposition has been proved. O

Based on Lemma F.8, we can prove Proposition B.2.

Proof. For convenience, we denote E[Aagen(x, 1,0)|y = k] by (k. To bound G(7)|y=1 = P(|Aagen,(,1,0)| < Tnly =
1), the following holds:

]ID('AaGen,oo(w, 1, 0)| < Tn|y = 1)

<P(Adagen oo (,1,0) < Tnly = 1)

=P(AaGen,oo(®,1,0) = n <™ - Cinly = 1)

_le p(x zly_o) m(;l p( zly

1)

o) <=

(3 los mwl CEa(3 log mwlM > (CL=rnly = 1)

(zily = 0) i p(xily=0)
ly=1
< VIZii log 58 |; 0;|y ! (Chebyshev inequality)
< (7 - (1)2n2 y q y
an .
= W (ASSUmpthl'l B2)
(T-G)*n

Similar to the above discussion, we have: G(7)|,=0 < G

%\)Qn' Finally, we can conclude that:

G(r) =p(y = DG(T)ly-1 + p(y = 0)G(7)ly-0

<p(y= 1)(T_aﬁ +p(y=0)(

%
G 7 —1¢ol)?n
@]

—.
(1-0)*n
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F.5. Proof of Proposition B.3

Proof. Based on the results from Lemma F.8, we first consider the discrete condition and the event that a test sample o with
label 1. To bound G(7)|y=1 = P(|Aagen,(x,1,0)| < Tnjy = 1), the following holds:

G(7)|y=1 = P(|Aagen,(x,1,0)| < Tnly = 1)
<P(Aagen o (2,1,0) < Tnjy = 1)
=P(Aagen o (®,1,0) - ¢in<mn—(injy = 1)
_p(zl (:cz|y D g (Zl (:CZ'y_(l);)s(T—(l)my:l)
2(r - Cl) n?
n(log =2~ log 202

)2
)= exp(—w). (by Lemma D.9)

<ex
p(- 2(log %)2

2
Similar to the above discussion, we have: G(7)|y-o < exp(—%). Finally, we can conclude that:
PO

G(7) =p(y = 1)G(7)ly=1 + p(y = 0)G(7)ly=0

<p(y = 1)eXp(—2((71-0;§1_)pOT)L2) +p(y=0) exp( M)
(T-¢)*n

< exp(- ) = exp (-O((7 - O)*n)).

2(log L22)?

Second, we consider the continuous case, the only difference from the discrete case is that the range of log pgilz (1)§ For all
1, it satisfies:

1 (I,, llflz)
o P@ly =1\ Vero, xp(- )
|log (z] _0)|_| 08 (rz ltm)
ATy = NG exp(- )
2
_ (M1~ Hoi Hoi — 113
= o? rit 202 |
H1i — Hos (f10; = p1i) (proi + pai)
< | 2 x1| + | 2 |
o; 20;
1 2 2
<—+——==.
po 2p0  pPo

So we can get:

G(r) < exp(—W) — exp (-O((7 - ()?n)).

F.6. Proof of TheoremB.3
Proof. In the case that precondition of Proposition B.2 holds, combining Theorem B.2 and Proposition B.2, we know that
there exist positive ¢ = ©(1) such that when ¢y /-1 log(%) < ¢, with probability at least 1 - §, we have

(0%
Réo—l (hG€n7m) < Rfofl (hGen,oo) + + (5

(cy/5; log(5) = ¢)*n
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For fixed ¢ € (0,1), the logical relations listed in the following is correct:

Ryy  (hGen,m) < Regy (hGen, ) + €0 With probability at least 1 - &

1 n «@
<=c\/—log(=)<¢A0<d<1A +0 <€
mo 0 (ey/ & log(%) - ¢)?n

1 n «
<\ —log(=)<(A0<d<1nA <€ -0
mo 0 (ey/ £ log(%) - ()2n

<=>C\/%10g(%)<CAO<(5<1/\60—(5>0/\(C\/%10g(%)—C)2Zﬁ

@C\/%log(%)<</\0<(5<60/\(C\/ilog(ﬁ)—C)ZZﬁ

< 0<d<egnl- \/ log( )>,/(6 —6

< 0<d<egn(- >O/\ >C*10g( )
V(o— Vo« 60‘

)

C0<F<en— 2 nep-—2 0/\m>—log(f
¢2n ¢2n (C— /7(60016)”)2 5

€0 « €0
<:0<5£§/\60——> A o>

0
<) = /(60 6)n)2
20
€0¢? (= \/@ 5>n)2
€0

a
<=0<d<—An<2 /\mzilo
T
€0 4oy 2 n
=0<d< S An<—; mzilog(g)
ot (¢-\/307

<:0<5s€—0/\n<4—aAm:O(log(n)).
2 €0C2

<:>0<5§%0/\n<

In the case that precondition of Proposition B.3 holds, then by Theorem B.2 and Proposition B.3, we know that there exist
positive constant b, ¢ = ©(1) such that when cy/ = log(%) < ¢, with probability at least 1 - §, we have

1
Rty (hGenm) € Reyy (hien,ee) + exp(=bley | = log(5) = €)*n) +6.
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For fixed ¢ € (0,1), the logical relations listed in the following is correct:

Ry (hGen,m) € Rey_y (hGen,o0) + €0 With probability at least 1 -

CC\/llog(ﬁ)<C/\O<5<1/\6Xp(—b(6\/ L log Y=¢)*n)+d <€
m 1 m
1 n 1 9
<y —log(=)<{A0<d<1nexp(-b(c log( ) ()'m)<e—0
m ) m
1 n n 9
< c\/—log(=)<{A0<d<lAaeg-d>0n-b(c —log(—)—C)nglog(eo—é)
m 0 m 0
eey] Llog(L) < cn0<d<eon(ey] Slog(L) =) > —log(——)
m 1) m 1) bn € -0
<:C\/11og(n)<§/\0<5<eoA§—C\/l1og(n)2 11 !
m 0 m 0 bn
<:>0<5<60/\<—\/1 ! )Zc\/llog(n)
<:O<5<60AC—\/—lg( )>0/\(§—\/—1 g(i >c—log( )

=0<6<eo—exp(=bC?n) A ey —exp(=b3n) >0 Am > lg( )

(C \/blnlog 5))?
(¢- \/ o log( 55 )2
(c- \/ "

<:0<5£%0/\eoexp(b(2n)>3/\m> log(—)
(¢- %log(;))

c? 2n

log(—)
log(2/eo)
G- @) 0

< 0<0< %O A €gexp(bC?n) >3 Am = O(log(n)).

<:O<5s%/\eo—exp( b¢? n)>—/\m>

<:>O<5<5/\606Xp(b§ n)>2Am>

<:O<6s%0/\eoexp(bg2n)>3/\m2
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G. Proofs of Appendix C
G.1. Proof of Proposition C.1
Proof. Because (ACy, 3 (h,x))e < s(ACy, 3 (h,x)) for all x € X, we have:

R, (h) - REZ’H + My, u

=Ex[Cry(h,x)] - Ry, 3 + Ry, 3 — Ez[C, 3(x)] (by definition)
=Eg[C, (R, x) - C, 3(x)]

=E.[ACy, 3 (h,x)]

=Ez[ACy, u(h,x)le, , (haz)se + ACo,u(h,x)le, . (haz)<e]

<Eg[s(ACy 3 (h,x))] +¢€

<S(Ex[AC, 2 (h,x)]) +¢€ (Jensen’s inequality)
=5(Ry, (h) = R}, 4+ My, ) + €.

G.2. Proof of Theorem C.1

Lemma G.1 (Distribution-dependent concave {o_; bound). Suppose that H satisfies that {argmax, .y, hy(x) :h e H} =
{1,...,K} for any x € X, and there exists a non-decreasing concave function s : R, - R, and € > 0 that the following
holds for any § €Y, x € X and h € Hy(x):

- Dy e < inf AC h, .
(maxpy (@) = py (@))e < 5(,_inf | ACon(h,))

Then it holds for all h € H that

Rfo-l (h) - RZO—LH + Mzo_lg.[ < S(Rg(h) - RE’H + MZ,’H) + €.

Proof. For any xq € X and hg € H, let § be the index of the largest element of hq(x). Then by the precondition, we have

(ACyy_, 7 (ho,®0))e = (mjxpy(wo) —-py(x0))e < S(he?-iLI}fw )AGZ,H(h7wO)) < 5(ACy 3 (ho, x0))-

where we use the assumption that s is non-decreasing. Combining the condition in Proposition C.1 we can conclude the
proof. O

Built upon Lemma G.1, we can prove Theorem C.1 as follows.

Proof. For any g € X, p(x) € Ag, §o € YV, and h € Hy, (), we can write:

mjxpy(wo) = Pgo (o)

<s

inf ACyy(h,x, Assumption
€Y, zeX  heH 5 (x),pePy(maxy py(20)-pg, (x0)) &H( p)) ( P )

<s Aeé,’f'i(h7w7p))

inf
zeX heH 4 (x),pePy, (maxy py (20)—py, (x0))

< inf AC h
—S(QL‘E&hlEnH@O(w) Z,H( ,x,p(x0)))

< S(heﬂi;if(mo) ACy 3 (h, 2o, p(x0)))

- inf  ACyy(h,xp)).
S(hE’Hl@r(l)(mo) e ( 0))

Combining the result of Lemma G.1 we can prove Theorem C.1. O
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G.3. Proofs of Theorem C.2

Proof. The proof is essentially the same as that of Theorem 3.3. We use #, ¢ to replace the H yn, {104 in the following
proof, which will not bring ambiguity. We can rewrite the 7;(¢) as follows:

Je(t) = ;g)f/peglf(t)éreli(hehnf Co(h,z,p) - 1nf Ce(h,x,p)).

For all h € H and = € X, we have

Ce(h,z,p)) = Zpyf(y,h(ﬂtj )= Zpy( hy +10g(Z exp (1;))).
y=1 y=1
To get the infrey; Co(h,x,p)), we consider the following problem

K K
m}in Z:lpy(_hy + 10%(;QXP (hj)))-

By Lemma E.3, we know that this problem is convex, we can make use of KKT conditions (Boyd et al., 2004) to find the
points that are primal and dual optimal, which can be written as follows

_pﬁ;’ipﬂzo i=1,..., K. (19)
> k=1 €Xp (hZ)

It implies that b} = log(p; Y1, exp (h}). Thus, we have

jnf Co(h,z,p)) = Zpy( ~h, +10g(Zexp(h ) = Zpylog Py)-

j=1 y=1
which is the entropy of distribution p. By Lemma E.6, we know that

. p + Dy
inf  Co(h,@,p)) 2 ~(Pmaw +p)log(==5—") = 30 pylog(py)-
hetty (@) YE{Ymaz,J}

Then we have

pmaz +

. . Dy
inf Gg(h,.’l),p) - FILIel’}f-‘L ef(hﬂ a:,p) 2 _(pmam +p37) 1Og( 9 y) T Pymac log(pymax) + Dy 10g(pg)7

and

Pymae + Dy
mlrél‘i(hs’}{nf( (e[(h T p) - lnf eé(h T p))) 2= (pymax +p1}) log( . 2 y) +p'lhna1. log(p'lhnaJ.) +pp‘u 1Og(pp'q)
Y

Now, we meet the following problem

pym,au: + Dy

. p
Hl}}n _(py'mam +p’[}) log( y) +py7na1' log(pynum:) +pﬁ 1Og(pl?)

py}gaw _pg = t7Vi7
s.t. Zi:lpi = 1,
pi >0, Ve,

which is equivalent to find the minimum of — (2py +1t)log( 2py”) + (pg +t)1og((pg +1)) + pylog(py) when py € [0, 452].

By Lemma E.7, we know it is 22t log(1 +t) + 1t log(1 - t). Thus,

Jo(t) = inf inf inf ( inf Cp(h,z,p) - inf Ci(h,x,
e( ) G#+Ymax pé{ppéAk sPmazx py_t} ZEX(heH ( é( p) heH E( p))

> inf -(2- t)log(—)+(1—t)log(1—t)

y*ymar

= T 1og(1 +t) + %bg(l —t)

(Lemma E.8)

o | T
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Let g(t) = % in Theorem 3.5, we have

1 * *
5 (Beg () = Ry, 90+ My, 20)? < Ry (R) = Rj, 30+ Moy, 3,
which implies
* * 1
RZO—I (h) - Rlo_l,’H + MEO*lvH < \/i(R‘elog (h) - Rélog,?-[ + Mfzog-}l) 2.

- . L . "
B){ Le'mma E.4, we have My, , 3 coincides with the approximation error Ry 5, — R, 3, . We also note that My, 3
coincides with R} -R; because

Liog, H Liog, Hatl

My, = Ry, 3~ EBa[Cl, 5 ()]
= RZUW’H - ]E:E [firel’)f-lt Gelog (h'a a},p(w)]

K
= Rzlog)H - Ew[_ Z py(m) IOg(py(:B))]

y=1

_ * _ *
- szugﬂ'i szogﬂ'lau'

Finally, we can conclude that

* * * 1
Rlo—l (h) - RZo_l,H < Rz()—l (h) - RZQ_l,H + MEO—LH S \/Q(Rzlog (h) - Rllog,Ha” ) 2.

G 4. Proof of Proposition C.2

Proof. Based on the results of Lemma D.3, for k1, ko and k which satisfies Cx, k. > 0, to bound P(|Aagen, 0o (€, k1, k2)| <
Tnly = k), we can write:

P(|Aagen, oo (x, k1, k2)| < Tnly = k)
<P(Aagen,oo (T, k1, k2) < Ty = k)
=P(Aagen,co (%, k1, k2) = Ciy ko k1 S TN = Gy kp k12| = K)

n

p(xily = k1) 2 plaly = k)
=P log —— 1 "Ee log ——=——3) < (7 = Cky k> =k
(2108 k) B (&8 iy k) S (7 Skl =)

2(7 = Chy ko )10 ) - eXp(_(T - Ckhk%k)Qn)
n(log% -log %)2 2(log %)2

<exp(- (Assumption 3.2 and Lemma D.9)

Similar to the above discussion, we have P(|Aagen, o (€, k1, k2)| < Tnly = k) < exp(—%) for k1, k2 and k
P0

which satisfies By, i, r < 0. Finally, we can conclude that:

K
G(T) = }Cnix Z p(y = k)P(|AaGen,oo(mv kh k2)| < Tn|y = k)
12 k=1

< max i p(y =k) exp(_w)

2(log 222
(7 = ming [Ch, k1)1
< maxexp(— 1= )
k1,k2 2(10g 790)2
7-()n
= exp( (r=0) ) =exp (-O((1 - ¢)*n)).

“2(log )2
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p(zily=Fk1)

Second, we consider the continuous case, the only difference from the discrete case is that the range of log p(zily=ka) is

[—;—0 p—o] So we can get:

7=0)%n
G(r) < exp(_<(<>) = exp (-O((r - O)*n)).

4)H2
2 Po )
The proof is complete. O

H. Details of Simulation Experiments
H.1. Implementation of Logistic Regression

We train the logistic regression using scikit-learn’s (Pedregosa et al., 2011) L-BFGS implementation, with a maximum of
1000 iterations. The weight of {5 regularization of logistic regression is fixed as 1. All experiments are done on a single
GeForce RTX 3090 GPU.

H.2. Sythentic Dataset

We construct a simulated multiclass balanced mixture Gaussian distribution dataset, which also satisfies all assump-
tions. The simulated data distribution satisfies p(zly = 1) ~ N (z;{-1}",diag{{n}%,{1}%}) and p(zly = k) ~
N (x; {2572} diag{{n}%,{1}2}) for k > 1, where \V is Gaussian distribution, diag(a) means a matrix whose diagonal
is a, and {a}" means a vector whose length is n and all its elements are a.

H.3. Discussion about the synthetic dataset
First, we note that the optimal classifier is a linear function, which means that Assumption 3.5 is valid with v = 0.

Binary case. The data distribution satisfies p(zly = 0) ~ N(x;{-1}",diag{{n}?,{1}2}) and p(zly = 1) ~
N({1}",diag{{n}=,{1}2}). The boundary of Bayes classifier Aagen(x,1,0) can be calculated as follows:

exp(- 540"

n o, q
AaGen(wv 17 O) = Z 10 1 (z; HU )2 * log

i=1 V2nos exp(—-—5.7) 1-q
N 1~ Mo Lo — 135

= i T +1
z‘; o? ’ L; 207 -
n/2 9 n

= —T; + Z 21;1
i=1 M i=2+1

It is a linear function. In addition, the Bayes error BE can be obtained as follows.

1 / 1 " -
= — + x;—1)?))dz; ... dz,
(27)5 (n%)2 z@/z%xﬁzyzﬁﬂzmo 2 Z; Z ( )*))da:
2

i=1 i=g5+1
1 71/2 y2 n
= =T P(—*( 4+ yi))dys ..
(2w>f(n5>% Jezns iy e oo SR G W T 2 Y

1 2
-—— “Ndzy...d
(271') [:/12 Z ozt z;;%sz,«—(nﬂ)eXp( 2(;2’1)) 21 2

=/ ; N(z;0,I)dz,
Zfl \/1;7+Zn n, zz+L+1<0

which approaches 0 quickly as n increases and can be approximated by the Monte Caro method efficiently.
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Multiclass case. The boundary of Bayes classifier a(x, k1, ko) for class k1 = 1 and k5 can be calculated as follows:

. L axp(= @iz Hklz) )
V2no dr
ACLGen(w,klakQ) = ZIOg :-U (zi— ch 1) log—l
= ma ( 2 ) qks
n L . n = L
:Z@L¥@%+Z@i#@+m%L
o; i=1 g; Tk

n/2 _1- 2k2 -2

= Z _— i+ Z 1+2k2_2)1‘i.

i=5+1

In addition, the boundary of Bayes classifier a(x, k1, ko) for class k1 # 1 and ko # 1 can be calculated as follows:

N \/i xp(~ (zi uklb) )
Aagen(@, k1 kz) = ) log Y= ot log
i=1 Toron exp(— 20_1_22 ) Gk
S i i S Mot
i=1 g; i=1 g; k2
n/2 ok1-2 _ gks-2

w3 (27 9k (4hi2 —4’“2*2)7";1
i=5+1

<
Il
—

The Bayes error is not easy to obtain in an analytic version. However, the test error can decrease to less than 10~ in our
multiclass experiments, so we set 0 as the estimated asymptotic error.

Second, Assumption 3.3 holds in this case, that is, for all kq,k2(k; # k2) and k € ), it holds that |Y7", (D (p(xily =
k)p(xily = k1)) = D(p(sly = k) [p(zily = k2)))| = Bry ko k10 = Q(n). For all ky, ko (k1 # k2) € Y, we have

imp(mzwy = B [p(aily = k2)) = 3 D(p(aily = ko) [p(zily = b))

i=1
nz/:Z (2k-1—2 _ 2k2—2)2

_ i (,ukzi _/-“mi)g _
- 2

2
9 i=1 2n

_ (2k172 — gk22)2 N E(riz _ gka=2)2
4 2
So we have

|§;(D(P(xiy = k) |p(zily = k1)) = D(p(aily = k) |p(zily = k2)))|

(2k1 2k 2)2 (2k2—2 _ 2k—2)2 n

) |f 42
Third, Assumption 3.4 holds as well. This can be obtained by the property of conditional independence directly, that is, for
all k1, ko (k1 # ko) and k € Y, it holds that Vo[ X7, log 24Zelv=k1) 1y, — k] = 57y [log 2&dv=k1) ), — k] = O(n).

p(zily=k2) p(xily=k2)

5 (2k1 2k—2)2 _ (2k2—2 _ 2k—2)2| _ O(n)

Finally, we note that we can directly scale this dataset because scaling will not influence the establishment of the above
assumptions. In our multiclass experiments (K > 2), we scale the dataset to boost logistic regression converging faster. The
scale function we use is f(x) = 5= — 1, which can make the mean of each class to [-1,1].

H.4. The number of samples required to converge

For a fixed K, we traversal n from 100 to 1000 gradually. For each selected n, we randomly generate 1 x 10* samples as a
test set. We increase the training dataset size m gradually until the errors of two classifiers approach their asymptotic error.
Specially, we conduct 5 random repeats to keep the stability of our results. We record the training set size mon,, When the
gap between the error and the estimation of asymptotic error is less than €y = 0.01 for the first time.
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H.5. Additional Results of Simulations

We present results with K = 2, 3,7 here. Consistently, logistic regression and naive Bayes require O(n) and O(logn)
samples to approach the estimated asymptotic error respectively. Error bars represent the variance estimated by 5 runs.

—— Naive Bayes
W Logistic regression
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L
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(a) K =2 b)YK =3 CK=17

Figure 4. Additional results of simulations with K =2,3,7.

L. Details of Deep Learning Experiments

I.1. Models

ViT. We include ViT-B/16 (Dosovitskiy et al., 2021) checkpoint pretrained on the ImageNet-21k dataset (Deng et al., 2009).
ResNet. We add the ResNet50 checkpoint released by Pytorch (Paszke et al., 2019).

CLIP image encoder. We use the image encoder released by CLIP (Radford et al., 2021) project with ResNet50 backbone.

MoCov2. We include the MoCov2 (Chen et al., 2020d) checkpoint trained with 800 epochs on the ImageNet dataset. The
backbone is ResNet50.

SimCLRv2. The SimCLRv2 (Chen et al., 2020c) project released various pre-trained and fine-tuned models. We use the
pretrain-only checkpoint with selective Kernels. The backbone is ResNet50.

MAE. We adopt pre-trained checkpoint in (He et al., 2022). The backbone is ViT-B/16.

SimMIM.We use the checkpoint pre-trained on the ImageNet-1K dataset with 800 epochs released in (Xie et al., 2022).
The backbone is ViT-B/16.

The used codes and their licenses are listed as follows.

Table 3. The used codes and licenses.

URL citations License

https://github.com/google-research/vision_transformer (Dosovitskiy et al., 2021) Apache-2.0 License

https://github.com/pytorch/pytorch (Paszke et al., 2019) License
https://github.com/openai/CLIP (Radford et al., 2021) MIT License
https://github.com/facebookresearch/moco (Chen et al., 2020d) MIT License
https://github.com/google-research/simclr (Chen et al., 2020c) Apache-2.0 License
https://github.com/Separius/SimCLRv2-Pytorch - GPL-3.0 license
https://github.com/facebookresearch/mae (He et al., 2022) License
https://github.com/microsoft/SimMIM (Xie et al., 2022) MIT License
https://github.com/scikit-learn/scikit-learn (Pedregosa et al., 2011) ~ BSD-3-Clause License
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I1.2. Feature preprocessing

For the reason that our theory assumes that X = [0, 1]”, we scale each dimension of features to [0, 1]. It is implemented by
using the MinMaxScaler supported in scikit-learn’s (Pedregosa et al., 2011). Empirically, we note this transformation will
not influence the happening of the “two regimes” phenomenon in practice.

L.3. Additional Results of Validating the Assumptions
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1.4. Additional Results of Deep Learning
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Figure 8. Comparison between naive Bayes and logistic regression trained on features extracted by ViT.
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Figure 10. Comparison between naive Bayes and logistic regression trained on features extracted by CLIP.
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Figure 11. Comparison between naive Bayes and logistic regression trained on features extracted by MoCov2.
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Figure 13. Comparison between naive Bayes and logistic regression trained on features extracted by MAE.
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Figure 14. Comparison between naive Bayes and logistic regression trained on features extracted by SimMIM.
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