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Abstract

Decision Transformer (DT), a trajectory modelling method, has shown competitive perfor-
mance compared to traditional offline reinforcement learning (RL) approaches on various
classic control tasks. However, it struggles to learn optimal policies from suboptimal, reward-
labelled trajectories. In this study, we explore the use of conditional generative modelling
to facilitate trajectory stitching given its high-quality data generation ability. Additionally,
recent advancements in Recurrent Neural Networks (RNNs) have shown their linear com-
plexity and competitive sequence modelling performance over Transformers. We leverage
the Test-Time Training (TTT) layer, an RNN that updates hidden states during testing, to
model trajectories in the form of DT. We introduce a unified framework, called Diffusion-
Refined Decision TTT (DRDT3), to achieve performance beyond DT models. Specifi-
cally, we propose the Decision TTT (DT3) module, which harnesses the sequence modelling
strengths of both self-attention and the TTT layer to capture recent contextual information
and make coarse action predictions. DRDT3 iteratively refines the coarse action predictions
through the generative diffusion model, progressively moving closer to the optimal actions.
We further integrate DT3 with the diffusion model using a unified optimization objective.
With experiments on multiple tasks of Gym and AntMaze in the D4RL benchmark, our DT3
model without diffusion refinement demonstrates improved performance over standard DT,
while DRDT3 further achieves superior results compared to state-of-the-art conventional
offline RL and DT-based methods.

1 Introduction

Reinforcement learning aims to train agents through interaction with the environment and receiving reward
feedback. It has been widely applied in areas such as robotics Jia et al. (2023); Guo et al. (2023), autonomous
driving Taghavifar et al. (2025); Liu et al. (2024a), energy systems Zhang et al. (2022); Bui et al. (2025),
transportation systems Wang et al. (2024a); Zhai et al. (2025), and games Barros e Sá & Madeira (2025).
Offline RL, also known as batch RL, eliminates the reliance on online interactions with the environment
Wang et al. (2022) by directly learning policies from offline datasets composed of historical trajectories.
Therefore, it is promising for applications where interactions are risky and costly. Directly applying dynamic
programming-based online RL methods to offline RL problems typically learns a poor-quality policy due to
overestimated out-of-distribution actions caused by distribution shift Yamagata et al. (2023). Conventional
offline RL generally addresses such issues by regularizing policy to stay close to behavior policy Lyu et al.
(2022) or constraining values of out-of-distribution actions Kostrikov et al. (2021); Liu et al. (2024b).

DT Chen et al. (2021), an innovative offline RL approach that formulates policy learning as a sequence mod-
elling problem, has shown superior performance over conventional offline RL methods on some benchmarks.
By leveraging the strong sequence modelling capacity of Transformer structures Vaswani et al. (2017); Rad-
ford et al. (2019), DT models trajectories autoregressively, bypassing the necessity for bootstrapping and
learning a value function for a given state. Fed with the recent context, a historical subtrajectory composed
of states, actions, and return-to-go (RTG) (cumulative rewards from the current step), DT predicts actions
autoregressively. However, the abandonment of dynamic programming in DT makes it lack stitching ability
Yamagata et al. (2023). Some recent work studies this problem. For instance, Q-learning DT Yamagata
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et al. (2023) relabels RTG with a value function learned from Q-learning, enhancing DT to learn better
policies from sub-optimal datasets. Elastic DT Wu et al. (2024) adjusts the context length according to
the evaluated optimality of the context to achieve trajectory stitching. Our work instead addresses such a
problem using generative modelling.

Recently, diffusion models Ho et al. (2020); Cao et al. (2024); Yan et al. (2024) have gained recognition for
their extraordinary ability to generate high-quality complex data, such as images and texts. Additionally,
recent works have also introduced the diffusion model to offline RL Janner et al. (2022); Ajay et al. (2023);
Ho et al. (2020). Similar to DT, Diffuser Janner et al. (2022) also works as a trajectory generator, using
expressive diffusion models instead of Transformers. Unlike existing diffusion-based offline RL methods, our
work leverages diffusion models as a refinement tool.

We propose DRDT3, a framework that combines a novel DT-style trajectory modelling method and a
conditional diffusion model. Specifically, we first introduce a DT3 module, which harnesses both self-attention
and the TTT layer to achieve reduced complexity and improved sequence modelling ability. This module
predicts coarse action representations based on recent context, which are then used as prior knowledge or
conditions for a denoising diffusion probabilistic model (DDPM) Ho et al. (2020). Additionally, we present a
novel gated MLP noise approximator, designed to capture essential information from both noisy input and
coarse action predictions, facilitating the denoising process. To integrate the DT3 module and diffusion model
effectively, we employ a unified optimization objective with two key components: an action representation
term, which ensures that the DT3 module generates coarse action conditions close to the optimal action
distribution, and an action refinement term that constrains the diffusion model to sample actions within the
dataset distribution. This approach enables the predicted actions from DT3 to be iteratively refined with
Gaussian noise through the denoising chain within the diffusion model, facilitating trajectory stitching.

The contributions of this work are summarized as follows:

(i) We introduce the DT3 model, which combines the self-attention mechanism and the TTT layer for
improved action generation and enhanced performance over DT.

(i) We further propose DRDT3, a diffusion-refined DT3 algorithm that leverages coarse action representa-
tions from the DT3 module as priors and uses diffusion models to iteratively refine these actions. Additionally,
we present a gated MLP noise approximator for more effective denoising. DRDT3 integrates the DT3 and
diffusion model into a cohesive framework with a unified optimization objective.

(iii) Experiments on extensive tasks from the D4RL benchmark Fu et al. (2020) demonstrate the superior
performance of our proposed DT3 and DRDT3 over conventional offline RL and DT-based methods.

The following sections are organized as follows: we begin with preliminaries in Section 3, covering offline
RL, DT, the TTT layer, and diffusion models. The detailed methodology about our DRDT3 model are then
presented in Section 4, followed by experiments conducted for evaluating our proposed models in Section 5.
Section 2 provides an overview of recent related work on DT, sequence modeling and diffusion models in RL.
Finally, we present conclusions and discussions in Section 6.

2 Related Work

2.1 Decision Transformer

Offline RL learns policies from historical trajectories pre-collected using other behavior policies. Different
from classic offline RL Fujimoto & Gu (2021); Kostrikov et al. (2021) where dynamics programing is employed
for policy optimization, DT Chen et al. (2021) formulates the policy learning as a sequence modelling problem
by autoregressively generating trajectories with Generative Pre-trained Transformer (GPT)-like architectures
Radford et al. (2019). Many variants of DT have been studied and shown competitive performance on some
RL benchmarks. Online DT Zheng et al. (2022) equips DT with entropy regularizers, enabling online fine-
tuning with efficient exploration. Prompting DT Xu et al. (2022) and Hyper-DT Xu et al. (2023) make
DT easily transferable to novel tasks using a trajectory prompt and an adaptation module initialized with
a hyper-network, respectively. Hierarchical DT Correia & Alexandre (2023) frees DT from specifying RTGs
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while using sub-goal selection instead. Q-learning DT Yamagata et al. (2023) and Elastic DT Wu et al.
(2024) improve the stitching ability of DT by introducing dynamic programing-derived value function and
varying-length context, respectively. DT has also been applied to some real-world applications, such as
robotics Correia & Alexandre (2023) and traffic signal control Huang et al. (2023).

2.2 Sequence Modeling

Transformer-based methods leveraging the attention mechanism have demonstrated remarkable performance
across various sequence modelling domains Vaswani et al. (2017); Radford et al. (2019); Achiam et al. (2023);
Peebles & Xie (2023). However, their quadratic time complexity during inference Gu & Dao (2023) poses
challenges for long-sequence modelling. Recently, structured state space models (SSMs) Gu et al. (2021);
Gu & Dao (2023) have introduced a compelling architecture for long-sequence processing, distinguished by
their linear computational complexity. Among SSM-based methods, MAMBA has proven effective and is
widely applied in various research areas Zhang et al. (2024); Wang et al. (2024b). MAMBA Gu & Dao (2023)
introduces a selection mechanism to adapt SSM parameters based on input, along with parallel scanning,
kernel fusion, and recomputation techniques for efficient computation. Other recent sequence modelling
approaches, such as RWKV Peng et al. (2023; 2024), Gated Linear Attention (GLA) Yang et al. (2023), and
xLSTM Beck et al. (2024), build on RNN architectures with enhanced expressiveness by utilizing matrix
hidden states, unlike the vector hidden states of traditional RNNs. Additionally, TTT layers Sun et al. (2024)
further enhance hidden state expressiveness by updating them through self-supervised learning during both
training and inference. TTT-Linear and TTT-MLP, whose hidden states are a linear layer and an MLP,
respectively, achieve linear time complexity with performance that is comparable to, or even surpasses,
Transformers and MAMBA.

2.3 Diffusion Models in Reinforcement Learning

Diffusion models Ho et al. (2020) have been appealing for their strong capacity to generate high-dimension
image or text data. In light of the expressive representation and strong multi-modal distribution modelling
ability of the diffusion model, some researchers introduce the diffusion model to RL paradigms. Diffuser
Janner et al. (2022) first employs diffusion models as a planner for generating trajectories in model-based of-
fline RL, which alleviates the severe compounding errors of conventional planners. Diffusion-QL Wang et al.
(2022) explores representing policy as a diffusion model and employing Q-value function guidance during
training. It overcomes the over-conservatism of policies learned from conventional offline RL. Decision Dif-
fuser Ajay et al. (2023) formulates sequential decision-making problems as conditional generative modelling
and introduces constraints and skill conditions. In addition to employing diffusion models as planners or
policies, SynthER Lu et al. (2024) further exploits diffusion models as a data synthesizer to augment both
offline and online training data with high diversity.

Denoising Diffusion Probabilistic Models (DDPM) Ho et al. (2020), a well-known diffusion model, samples
data through an iterative denoising process. Our work proposes a unified framework that aims to enhance a
DT-style trajectory modeling method by refining the predictions iteratively within the expressive DDPM.

3 Preliminaries

3.1 Offline Reinforcement Learning and Decision Transformer

RL trains an agent by interacting with an environment that is commonly formulated as a Markov decision
process (MDP): M = {S, A, R, P, γ}. The MDP consists of state s ∈ S, action a ∈ A, reward r = R(s, a),
state transition P(s′|s, a), and discount factor γ ∈ [0, 1) Sutton & Barto (2018). The objective of RL is to
learn a policy π that maximizes the expected cumulative discounted rewards:

J = Eπ

[ ∞∑
t=0

γtR (st, at)
]

, (1)
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where st and at denote state and action at time t, respectively. Offline RL typically learns a policy from
offline datasets composed of historical trajectories collected by other behavior policies, eliminating the need
for online interactions with the environment. A trajectory is a sequence of states, actions, and rewards up
to time step T :

τ = (s1, a1, r1, ..., sT , aT , rT ). (2)

Different from conventional dynamic programming-based offline RL methods, DT Chen et al. (2021) formu-
lates the policy as a return-condition sequence model represented by GPT-like architectures Radford et al.
(2019). Instead of generating the action based on a single given state, DT autoregressively predicts actions
based on the recent context, a K-step sub-trajectory τ including historical tokens: states, actions, and RTGs
ĝt =

∑T
t′=t rt′ , where the RTG specifies the desired future return. The trajectory generation process can be

formulated as
τ ′ = (ĝt−K+1, st−K+1, at−K+1, . . . , ĝt, st, at) . (3)

Specifically, at time step t, DT predicts at based on (ĝt−K+1, st−K+1, at−K+1, . . . , ĝt, st) and repeats the
procedure till the end.

3.2 Test-Time Training Layer

Due to the quadratic complexity of self-attention in processing long-sequence inputs, some recent work
leverages the RNN structure for sequence modeling, given its linear complexity. However, RNNs are often
constrained by their limited expressive power in hidden states. The TTT layer Sun et al. (2024) aims
to address this challenge by updating the hidden state on both training and testing sequences with self-
supervised learning. Concretely, each hidden state can be expressed as Wt, the weights of a model f that
produces the output zt = f(xt; Wt). The update rule for Wt is expressed as a step of gradient descent on a
certain self-supervised loss ℓ:

Wt = Wt−1 − η∇ℓ (Wt−1; xt) , (4)
where η is the learning rate and xt is the input token. TTT layer Sun et al. (2024) sets ℓ to a reconstruction
loss of xt:

ℓ (W ; xt) = ∥f (x̃t; W ) − xt∥2
, (5)

where x̃t = θKxt denotes a low-rank projection corrupted input with a learnable matrix θK . To selectively
remember information in xt, TTT reconstructs another low-rank projection θV xt instead. Therefore, the
self-supervised loss becomes:

ℓ (W ; xt) = ∥f (θKxt; W ) − θV xt∥2
. (6)

To make the dimensions consistent, the output rule becomes zt = f(θQxt; Wt). A sequence model with TTT
layers consists of two training loops: the outer loop for updating the larger network and hyperparameters
θQ, θK and θV , and the inner loop for updating W within each TTT layer. TTT further makes updating
parallelizable through mini-batch TTT and accelerates computation using the dual form technique Sun et al.
(2024).

3.3 Diffusion Model

Diffusion models Sohl-Dickstein et al. (2015); Ho et al. (2020) typically learns expressive representation of
the data distribution q(x0) from a dataset in the form pθ

(
x0)

:=
∫

pθ

(
x0:N )

dx1:N , where latent variables
x1, ..., xN from timestep i = 1 till i = N have the same dimensionality as data x0 ∼ q(x0). Diffusion models
typically consist of two processes: diffusion or forward process, and reverse process. The forward process is
defined as a Markov chain, where the data x0 ∼ q(x0) is gradually added with Gaussian noise following a
variance schedule β1, ..., βN :

q
(
xi | xi−1)

:= N
(

xi;
√

1 − βixi−1, βiI
)

. (7)

The Gaussian transition can be alternatively formulated as xi =
√

αixi−1 +
√

1 − αiϵi, where αi = 1 − βi

and ϵi ∼ N (0, I). The simplified transition from x0 to xi can be inferred that

xi =
√

ᾱix0 +
√

1 − ᾱiϵ(xi, i), (8)
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Figure 1: An illustration of the inference procedure of DRDT3. The left and right parts show the structures
of DT3 and diffusion modules, respectively. During inference, the coarse action representation predicted by
the DT3 module serves as the condition and is refined iteratively within the diffusion module.

where ᾱi =
∏i

i=1 αi and ϵ(xi, i) ∼ N (0, I) denotes the cumulative noise accumulated over timesteps. The
reverse process denoises a starting noise sampled from p

(
xN

)
= N

(
xN ; 0, I

)
back to the data distribution

following a Markov chain:

pθ

(
xi−1 | xi

)
:= N

(
xi−1; µθ

(
xi, i

)
, Σθ

(
xi, i

))
, (9)

where θ denotes the learnable parameters of Gaussian transitions. Generating data using diffusion models
involves sampling starting noises, xN ∼ p

(
xN

)
, and implementing reverse process from timestep i = N till

i = 0.

4 Methodology

In this part, we present the details of our DRDT3. Within the unified framework of DRDT3, a diffusion
model refines the coarse action predictions from a DT3 module by injecting it as a condition and processing
it using a gated MLP noise approximator. A unified objective is proposed to jointly optimize DT3 and the
diffusion model.

4.1 Decision TTT

The architecture of the DT3 module is depicted in the left part of Figure 1. We modify the standard DT
model by replacing Transformer blocks with our proposed Attention TTT blocks for trajectory generation.
The structure of the Attention TTT block is detailed in Subsection 4.1.1. In DT3, each input token from
the context is projected into the embedding space through a linear layer, and timestep embeddings are
subsequently added. Input contexts with a length smaller than k are zero-padded for better generation.
With the structure of DT3, actions can be generated autoregressively with known context.

4.1.1 Attention TTT Block

Given the competitive performance and linear complexity of TTT layers Sun et al. (2024) on sequence
modelling, we leverage it for trajectory generation in the form of DT. Instead of using the GPT-2 model
to process a sequence, we propose an Attention TTT block that exploits both self-attention and the TTT
layer. As shown in the left part of Figure 2, we apply masked multi-head attention to capture correlations
between input tokens, followed by an Add & Norm layer. We further employ the TTT layer to extract
additional information beyond what is captured by the attention mechanism. The structure of the TTT
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Figure 2: Structure illustration of Attention TTT block, TTT layer, and gated MLP noise approximator.

layer is illustrated in the middle part of Figure 2. In our TTT layer, we use a linear function to represent the
weights W , resulting in f(x) = Wx, where W is a learnable square matrix. The TTT layer is also followed
by an Add & Norm layer.

4.1.2 Coarse Action Prediction

Besides directly generating the final actions autoregressively using DT3, in our DRDT3, we also leverage
the DT3 as one of the modules to predict a coarse representation of the action, which serves as an action
condition for the subsequent diffusion model:

ã−K,t := π̃θ(ĝ−K,t, s−K,t), (10)

where θ denotes learnable parameters of DRDT3, ã−K,t is the predicted sequence of actions, s−K,t and
ĝ−K,t are the latest K-step RTGs and states, respectively. We use ã to denote the predicted coarse action
representation for the current timestep, which is also the final term in ã−K,t.

During implementation, we initialize the RTG as the return of the entire trajectory, and the next RTG is
calculated using ĝt = ĝt−1 − rt−1. When evaluating our DRDT3 online, we introduce an RTG scale factor
to adjust the initial RTG. This is achieved by multiplying the maximum positive return from the offline
trajectories by η while dividing the negative return by it. This defines the desired higher return for the
upcoming evaluation.

4.2 Conditional Diffusion Policy

We adopt DDPM Ho et al. (2020), a well-known generative model, as an enhancement module to refine the
coarse actions predicted from DT3. To achieve this, we extend DDPM to a conditional diffusion model and
employ coarse action ã predicted from DT3 as a prior, as depicted in Figure 1. Consequently, the final action
is sampled through a reversed process:

πθ(a|ã) := pθ

(
a0:N |ã

)
:= p

(
aN

) ∏N
i=1 pθ

(
ai−1 | ai, ã

)
,

(11)

where the final denoised sample a0 denotes the sampled action to be implemented. It is worth noting that
we use subscripts t ∈ {1, ..., T} to denote timesteps in trajectories while using superscripts i ∈ {1, ..., N} to
represent diffusion timesteps. We formulate pθ

(
ai−1 | ai, ã

)
using a Gaussian transition

pθ

(
ai−1 | ai, ã

)
:= N

(
ai−1; µθ

(
ai, ã, i

)
, Σθ

(
ai, ã, i

))
,

(12)
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Algorithm 1 Training of DRDT3
1: Initialize the parameters of policy πθ

2: repeat
3: Sample {(ĝ−K , s−K , a−K)} from Doffline

4: Predict coarse action representations ã−K = π̃θ(ĝ−K , s−K) and extract ã
5: Compute Ldt3 by Equation 16
6: Sample i ∼ U(1, N)
7: Sample ϵ ∼ N (0, I)
8: Compute Ldiff by Equation 15
9: Update policy by minimizing LDRDT 3 = Ldiff (θ) + ζLdt3(θ)

10: until converged

Algorithm 2 Inference of DRDT3
1: Sample aN ∼ N (0, I)
2: for i = N, ...1 do
3: Predict coarse action representation ã with the DT3 module
4: Sample ϵ ∼ N (0, I) if i > 1 else ϵ = 0

5: ai−1 = 1√
αi

(
ai − 1−αi√

1−ᾱi
ϵθ

(
ai, ã, i

))
+ βiϵ

6: end for
7: Return a0 as the selected action

where the covariance matrix is set as Σθ

(
ai, ã, i

)
= βiI. Following DDPM Ho et al. (2020), we can infer

the mean as
µθ

(
ai, ã, i

)
:= 1√

αi

(
ai − 1 − αi

√
1 − ᾱi

ϵθ

(
ai, ã, i

))
, (13)

where the noise prediction model ϵθ is represented using neural networks. Therefore, during inference, as
shown in Algorithm 2, we first sample aN ∼ N (0, I). The coarse action can be refined iteratively following
the formulation below till we get the final action a0

ai−1 = 1√
αi

(
ai − 1 − αi

√
1 − ᾱi

ϵθ

(
ai, ã, i

))
+ βiϵ, (14)

where ϵ ∼ N (0, I) when i > 1 while ϵ = 0 when i = 1 for better sample quality Ho et al. (2020). We choose
to predict the noise ϵ using neural networks. Therefore, according to DDPM Ho et al. (2020), the noise
approximator ϵθ can be optimized with a simplified loss function

Ldiff := E
ϵ,a,ã,i

[∥∥∥ϵ − ϵθ

(√
ᾱia +

√
1 − ᾱiϵ, ã, i

)∥∥∥2
]

, (15)

where i ∼ U(1, N) and a ∼ Doffline.

4.3 Gated MLP Noise Approximator

To fully integrate coarse action predictions into the diffusion model and improve noise prediction accuracy,
we introduce a gated MLP noise approximator, as depicted in the right part of Figure 2. The gated MLP
noise approximator utilizes adaptive layer normalization (adaLN) Peebles & Xie (2023) to capture condition-
specific information. It specifically learns the scale and shift parameters, γ and β, for layer normalization, as
well as a scaling parameter α based on the concatenated condition of the diffusion timestep and coarse action
prediction. Additionally, we employ a gated MLP block Dauphin et al. (2017); De et al. (2024) to extract
multi-granularity information from the input, enhancing the model’s noise reconstruction capabilities. This
architecture splits the output from the Scale & Shift layer into two separate pathways, each expanding
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the feature dimensionality by a factor of M using a linear layer. The GeLU Hendrycks & Gimpel (2016)
non-linearity is applied in one branch, after which the two streams are combined through element-wise
multiplication. A final linear layer reduces back the dimensionality, and a residual connection is incorporated
to facilitate better gradient flow.

4.4 Unified optimization objective

The diffusion loss Ldiff (θ) facilitates refinement for the coarse action representation ã and behavior cloning
towards the dataset, while it fails to constrain the DT3 model, potentially leading to deviations in coarse
action predictions from the data distribution. To alleviate such issues and jointly optimize DT3 and the
diffusion model, we propose a unified optimization objective. This involves introducing a DT3 loss as
additional guidance during the training of the diffusion model

Ldt3 := 1
Kamax

E(a,s,ĝ)∼Doffline
[∥a−K − π̃θ(ĝ−K , s−K)∥1] , (16)

where a−K is the ground truth of the latest K-step actions, and amax, the maximum action in the action
space, serves as a scaling factor to render the L1 loss dimensionless. It is worth noting that the diffusion
model only conditions on the last term ã within the sequence ã−K,t, whereas the DT3 loss is computed
for the entire sequence. The final unified loss for DRDT3 is a linear combination of the DT3 loss (action
representation term) and diffusion loss (action refinement term)

LDRDT 3 := Ldiff (θ) + ζLdt3(θ). (17)

where ζ is a loss coefficient for balancing the two loss terms. Algorithm 1 and 2 illustrate the training and
inference procedures of DRDT3.

4.5 Implementation Details

When implementing our proposed DRDT3, we train it for 50 epochs with 2000 gradient updates per epoch.
The learning rate and batch size are designated as 0.0003 and 2048, respectively. To proceed with historical
subtrajectories with DT3, we set the context length as 6. The Attention TTT block used in the DT3 module
consists of 1-layer self-attention and 1-layer TTT with embedding dimensions of 128. We use a linear layer
to output a deterministic coarse representation of the action. To enhance computational efficiency without
sacrificing performance, the number of diffusion timesteps is set to 5. We set the variance schedule according
to Variance Preserving (VP) SDE Xiao et al. (2021):

βi = 1 − αi = 1 − e−βmin( 1
N )−0.5(βmax−βmin) 2i−1

N2 . (18)

Most of the hyperparameters are selected through the Optuna hyperparameter optimization framework
Akiba et al. (2019).

5 Experiments

We conduct experiments to evaluate our proposed DRDT3 on the commonly used D4RL benchmark Fu et al.
(2020) using an AMD Ryzen 7 7700X 8-Core Processor with a single NVIDIA GeForce RTX 4080 GPU.

5.1 Experimental Settings

5.1.1 Tasks and Datasets

We adopt four Mujoco locomotion tasks from Gym, which are HalfCheetah, Hopper, Walker2D, and Ant, and
a goal-reaching task, AntMaze. For the Gym tasks, dense rewards are provided, and we use three different
dataset settings from D4RL: Medium (m), Medium-Replay (mr), and Medium-Expert (me). Specifically,
Medium datasets contain one million samples collected using a behavior policy which achieves 1/3 scores
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Table 1: Normalized scores of different offline RL methods on Gym and AntMaze tasks from D4RL bench-
mark. Results of DRDT3 represent the mean and variance across three seeds. The best scores are highlighted
in bold.

Dataset BC TD3BC CQL IQL Diffuser DT ConDT QDT EDT DRDT3 (ours)
halfcheetah-m 42.6 48.3 44.0 47.4 42.8 42.6 43.0 42.3 42.5 44.1±1.3
hopper-m 52.9 59.3 58.5 66.3 74.3 67.6 74.5 66.5 63.5 92.7±8.8
walker2d-m 75.3 83.7 72.5 78.3 79.6 74 72.8 67.1 72.8 84.2±1.8
halfcheetah-mr 36.6 44.6 45.5 44.2 37.7 36.6 40.9 35.6 37.8 42.3±0.5
hopper-mr 18.1 60.9 95.0 94.7 93.6 82.7 95.1 52.1 89.0 92.7±2.1
walker2d-mr 26.0 81.8 77.2 73.9 70.6 66.6 72.5 58.2 74.8 85.0±1.8
halfcheetah-me 55.2 90.7 91.6 86.7 88.9 86.8 92.6 79.0 89.1 94.2±2.1
hopper-me 52.5 98.0 105.4 91.5 103.3 107.6 110.3 94.2 108.7 112.5±1.5
walker2d-me 107.5 110.1 108.8 109.6 106.9 108.1 109.1 101.7 106.2 104.5±6.4
Average 51.9 75.3 77.6 77 77.5 74.7 79.0 66.3 76.0 83.6
ant-m - - - 99.9 - 93.6 - - 97.9 103.3±5.8
ant-mr - - - 91.2 - 89.1 - - 92.0 96.7±5.1
Average - - - 95.6 - 91.4 - - 95.0 100.0
antmaze-umaze 54.6 78.6 74.0 87.5 - 59.2 - 67.2 - 76.6±1.9
antmaze-umaze-diverse 45.6 71.4 84.0 62.2 - 53 - 62.1 - 82.5±6.3
Average 50.1 75.0 79.0 74.9 - 56.1 - 64.7 - 79.6

of an expert policy; Medium-Reply datasets contain the replay buffer during training a policy till reaching
the Medium score; Medium-Expert datasets consist of two million samples evenly generated from a medium
agent and an expert agent. The AntMaze task aims to move an ant robot to reach a target location with
sparse rewards (1 for reaching the goal, otherwise 0). Following experimental settings in a DT variant Zheng
et al. (2022), we adopt the umaze and umaze-diverse datasets for evaluation.

5.1.2 Baselines

To verify the effectiveness of our proposed DRDT3, we compare it with several baseline methods.

• Behavior Cloning (BC): A supervised learning approach that trains a policy to mimic the behavior
of expert demonstrations by learning from state-action pairs.

• TD3+BC Fujimoto & Gu (2021): An offline RL algorithm that adapts the TD3 method Fujimoto
et al. (2018) by incorporating a behavior cloning regularization term into the policy objective. This
modification aims to prevent the policy from generating actions that deviate significantly from the
offline dataset distribution.

• Conservative Q-Learning (CQL) Kumar et al. (2020): An offline RL algorithm that penalizes
the Q-values associated with out-of-distribution actions, thereby encouraging more conservative Q-
function estimates.

• Implicit Q-Learning (IQL) Kostrikov et al. (2021): IQL approximates the upper expectile of Q-
value distributions, allowing it to learn policies focusing on actions within the dataset distribution.

• Diffuser Janner et al. (2022): A diffusion-based algorithm that adopts diffusion models as a planner
for generating trajectories in the form of model-based offline RL.

• DT Chen et al. (2021): DT formulates the policy learning as a sequence modelling problem by
autoregressively generating trajectories using GPT models.

• Contrastive DT (ConDT) Konan et al. (2023): A DT variant that harnesses the power of con-
trastive representation learning and return-dependent transformations to cluster the input embed-
dings based on their associated returns.

• Q-learning DT (QDT) Yamagata et al. (2023): A DT variant that improves the stitching ability
of DT by introducing dynamic programming-derived value function.

• Elastic DT (EDT) Wu et al. (2024): A DT variant that dynamically adjusts the length of the
input context according to the quality of the previous trajectory.
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Figure 3: Ablation study on sequence model.

The best scores reported in papers of these baselines are adopted. For ConDT, we calculate the normalized
score according to the returns reported in Konan et al. (2023).

Table 2: Performance comparison between DT, DT3 and DRDT3 on Gym locomotion tasks. The underlined
values indicate performance better than DT, and bold values are the best results. ‘hc’: halfcheetah; ‘hp’:
hopper; ‘wk’: walker2d.

hc-m hp-m wk-m hc-mr hp-mr wk-mr hc-me hp-me wk-me Average
DT 42.6 67.6 74.0 36.6 82.7 66.6 86.8 107.6 108.1 74.7
DT3 (ours) 42.6±0.7 73.0±6.6 79.3±1.1 39.9±0.4 75.9±4.4 63.9±2.8 93.4±2.7 109.9±1.8 104.3±8.0 75.8
DRDT3 (ours) 44.1±1.3 92.7±8.8 84.2±1.8 42.3±0.5 92.7±2.1 85.0±1.8 94.2±2.1 112.5±1.5 104.5±6.4 83.6

5.2 Performance Comparison

Table 1 presents the normalized scores Fu et al. (2020) of our DRDT3 and baselines on several tasks from
the D4RL benchmark. As we can see, DRDT3 significantly improves the average scores on both Gym and
AntMaze tasks. Specifically, DRDT3 outperforms other offline RL methods, including the state-of-the-art
DT variants, on 7 out of 11 Gym tasks. For the other 4 Gym tasks, DRDT3 is still comparable over
the best baselines. Particularly, the Medium-Expert dataset is not reported for the Ant task, given the
lack of comparing baselines evaluated on it. For AntMaze tasks, DRDT3 shows comparable performance
over the best baselines for each single task while achieving the best overall results. When compared with
the vanilla DT, our DRDT3 presents significant improvements on 12 out of 13 tasks, especially on tasks
using Medium and Medium-Replay datasets with sub-optimal trajectories, which demonstrates the enhanced
stitching ability of our DRDT3 over DT.

5.3 Ablation Study

We implement ablation studies for some components to demonstrate their effectiveness.

5.3.1 Ablation on Sequence Model

We compare our DRDT3 framework with two variants: one where the sequence model is replaced by a
GPT-2 model Radford et al. (2019) and another where the TTT layer is replaced by an MAMBA layer Gu
& Dao (2023). The GPT-2 model relies entirely on the attention mechanism, while MAMBA is a selective
state space model based on the RNN structure, where parameters are dynamically dependent on the inputs.

Table 3: Performance comparison between DT3 and DT on Ant and AntMaze tasks.

ant-m ant-mr Average antmaze-umaze antmaze-umaze-diverse Average
DT 93.6 89.1 91.4 59.2 53.0 56.1
DT3 (ours) 96.7±7.3 89.0±5.2 92.9 62.4±3.3 53.0±4.8 57.7
DRDT3 (ours) 103.3±5.8 96.7±5.1 100.0 76.6±1.9 82.5±6.3 79.6
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Figure 4: Structure illustration of three noise approximators. Left: w/o adaLN; Middle: w/o gated MLP;
Right: w/o both.

For the two variants w/GPT-2 and w/ Attention MAMBA, we use one block per model as our DRDT3.
To ensure a fair comparison, we adjust the number of layers in both the GPT-2 and MAMBA variants to
match the model size of our DRDT3. Specifically, the total number of learnable parameters for our DRDT3,
the variant w/GPT-2, and the variant w/ Attention MAMBA are 235K, 218K, and 329K, respectively. We
present the structures of three noise approximations adopted for comparison in Figure 4.

As shown in Figure 3, our DRDT3 with Attention TTT blocks outperforms the other variants across three
Medium-Expert tasks. The variant with Attention MAMBA shows slight performance degradation and
lacks the stability of DRDT3. The variant with GPT-2 performs the worst across all tasks, which might be
attributed to the typical reliance on larger model sizes of GPT-2. When constrained to a similar size as the
other two variants, GPT-2 experiences performance degradation. These results indicate that our proposed
DT3 module with Attention TTT blocks enhances performance without increasing model size. It is worth
noting that our DRDT3 does not show improved computation efficiency over other variants, but the final
performance is promising. This may be due to the use of short-range context as the sequence input, whereas
the MAMBA and TTT layers are optimized for more efficient long-sequence processing.

5.3.2 Ablation on Diffusion

To test whether the diffusion module plays a significant role in action refinement and verify the effectiveness
of our DT3 module, we train a DT3 model along with the same settings as DRDT3 by minimizing the Ldt3
in Equation 16. Table 2 and 3 show the performance comparison between DT and our DT3 model on Gym
and AntMaze tasks. As we can see, our proposed DT3 trained independently can outperform DT on 6 out
of 9 Gym locomotion tasks and all AntMaze tasks. This demonstrates the superiority of our proposed DT3
with the Attention TTT blocks over the vanilla DT with only the attention mechanism. Furthermore, our
proposed DRDT3, which enhances DT3 through a diffusion module, further boosts performance across all
tasks with different datasets, achieving average improvements of 10.3%, 7.6%, and 38.0% on Gym locomotion,
Ant, and AntMaze tasks, respectively. This demonstrates the substantial impact of incorporating diffusion
refinement in DRDT3.

5.3.3 Ablation on Noise Approximator

We also verify the effectiveness of our gated MLP noise approximator by comparing DRDT3 with several
variants: one where the gated MLP structure is replaced by a simple MLP, another where the adaLN is
replaced with in-context conditioning Peebles & Xie (2023), and a third variant that removes both structures.
As shown in Table 4, the removal of adaLN causes a slight performance degradation, while removing the
gated MLP results in a significant reduction in performance.
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Table 4: Ablation studies on the noise approximator (left side) and unified loss function (right side).

Dataset w/o adaLN w/o gated mlp w/o both DRDT3 (ours) w/o Ldt3 w/ L2 Ldt3
halfcheetah-m 43.4±1.6 44.0±1.5 43.8±1.2 44.1±1.3 44.1±1.4 42.5±1.3
hopper-m 91.3±4.9 77.3±5.2 75.4±6.0 92.7±8.8 81.2±8.2 92.0±5.2
walker2d-m 84.0±1.0 83.4±1.1 82.5±1.8 84.2±1.8 80.5±2.1 79.8±1.2
halfcheetah-mr 42.7±0.8 42.8±0.9 44.4±0.8 42.3±0.5 42.7±0.9 38.2±0.9
hopper-mr 92.7±1.3 86.9±1.5 85.9±5.1 92.7±2.1 84.2±5.4 91.5±1.7
walker2d-mr 85.5±2.8 82.2±2.7 80.7±0.9 85.0±1.8 85.1±1.3 86.0±2.9
halfcheetah-me 93.8±2.5 89.8±3.1 90.3±2.5 94.2±2.1 92.3±2.6 93.3±3.0
hopper-me 111.9±1.7 106.6±1.5 105.9±1.3 112.5±1.5 105.1±1.6 110.3±1.5
walker2d-me 102.6±1.3 101.1±1.1 98.4±5.2 104.5±6.4 100.7±5.6 103.0±1.3
Average 83.1 79.3 78.6 83.6 79.5 81.8

Figure 5: Sensitivity analysis on the loss coefficient ζ. We empirically choose ζ = 0.2 according to the
performance comparison.

5.3.4 Ablation on Loss Function

To verify the effectiveness of our proposed unified optimization objective, we compare our loss function with
the vanilla diffusion loss function (w/o Ldt3) and a unified loss function incorporating an L2-based DT3 loss
term (w/ L2 Ldt3). As shown in Table 4, the variant w/o Ldt3 shows worse performance than the variant
with an extra L2-based DT3 constraint. Our DRDT3, utilizing an L1-based DT3 loss term instead, can
further enhance performance beyond the L2 variant. These results demonstrate that incorporating DT3 loss
into the final loss improves performance, with the L1 Ldt3 offering additional gains over the L2 variant.

5.3.5 Sensitivity Analysis on Loss Coefficient

We further vary the loss coefficient ζ across different values to select the best one empirically. Figure
5 illustrates the normalized scores of our DRDT3 with varying ζ and trained on three Gym tasks with
Medium datasets. We empirically set ζ = 0.2 based on the results.

6 Conclusion and Discussion

This work introduces the DRDT3 algorithm to enhance the stitching ability of the DT-based method. We
propose a novel DT3 module with attention TTT blocks to process historical information and predict a better
coarse action representation. The diffusion module then conditions this coarse representation and iteratively
refines the action using a novel gated MLP noise approximator, improving performance on sub-optimal
datasets. To achieve joint learning of the DT3 and diffusion modules, we introduce a unified optimization
objective, consisting of both an action representation term and an action refinement term. Experiments on a
variety of tasks with different dataset configurations from the D4RL benchmark demonstrate the effectiveness
and superior performance of DRDT3 compared to conventional offline RL methods and DT-based approaches.
Experiment results also demonstrate that DT3 can outperform the vanilla DT. In future work, we plan to
explore the potential of extending DRDT3 for online adaptation.
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