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Abstract

Existing multimodal fake news detection meth-001
ods based on traditional small models are prone002
to learn superficial features while struggling to003
perform knowledge-based reasoning and truly004
perceive fine-grained image-text consistency.005
Recently, fueled by large language models006
and multimodal pretraining techniques, large007
vision-language models (LVLMs) has seen sig-008
nificant progress in these aspects, which mo-009
tivate us to transfer them for multimodal fake010
news detection. Specifically, barely a small011
LVLM (sLVLM) Qwen2-vl-2b as the multi-012
modal fusion module even significantly outper-013
forms existing methods. However, we still find014
two weaknesses within it:1) insufficient learn-015
ing of low-level visual features; 2) difficulty in016
knowledge-based reasoning from a macro per-017
spective. For the former problem, we employ018
an additional smaller VLM, i.e., the CLIP, as a019
visual-enhanced module to mitigate the weak-020
ness of the sLVLM in visual perception. For the021
latter problem, multi-perspective prompts are022
used to elicit high-level rationales from a larger023
un-tuned LVLM Qwen2-vl-72B, which are then024
explicitly concatenated into the input of the025
sLVLM as supplementary features. The three-026
tier framework of CLIP-sLVLM-LVLM forms027
our proposed Hierarchical Visual-Language028
Models (HVLM). Extensive experiments on029
three public datasets demonstrate the signifi-030
cant effectiveness and generalization ability of031
our proposed framework.032

1 Introduction033

Multimodal fake news detection aims to use both034

news text and the corresponding image to deter-035

mine the authenticity of a given news. This is a036

challenging task that requires the model to have037

two key capabilities: 1) deep semantic understand-038

ing and knowledge-based reasoning, and 2) percep-039

tion of fine-grained image-text consistency. How-040

ever, we point out that existing multimodal fake041

news detection methods still struggle to develop042
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Figure 1: Test performance comparison between exist-
ing methods with different visual encoders and domain-
specific fine-tuned Qwen2-vl-2B on Weibo and Gos-
sipCop dataset. The significant improvement indicates
the vital role of semantic understanding and image-text
alignment abilities for multimodal fake news detection.

these abilities. Due to limitations in model capacity 043

and pretraining datasets, previous traditional small 044

models (Wu et al., 2021; Qian et al., 2021) typically 045

only learn superficial features during fine-tuning 046

rather than understand the true meaning behind 047

fake news. Furthermore, although many image- 048

text alignment modules have been proposed (Chen 049

et al., 2022; Ying et al., 2023), without pretrain- 050

ing on large-scale multimodal instruction data, we 051

emphasize that these methods are unable to truly 052

capture fine-grained image-text alignment. 053

Nowadays, Vision-Language Models (VLMs) 054

based on large-scale image-text pretraining 055

paradigms are demonstrated to have better semantic 056

understanding and image-text matching capabili- 057

ties (Radford et al., 2021). As shown in the Fig- 058

ure 1, simply replacing the traditional ImageNet- 059

pretrained ViT (Dosovitskiy, 2020) with a CLIP- 060

pretrained one as visual encoder results in signifi- 061

cant improvements across existing methods (Sing- 062

hal et al., 2020; Wu et al., 2021; Qian et al., 2021; 063

Chen et al., 2022), even surpassing the performance 064

boost brought by model designs. 065

Even more exciting is the rise of Large Vision- 066

Language Models (LVLMs) (Li et al., 2023; Liu 067

et al., 2024c) recently. Compared to CLIP, LVLMs, 068

1



which further incorporate powerful Large Lan-069

guage Models (LLMs) and more complex image-070

text alignment tasks, possess stronger capabilities071

of deep semantic understanding and fine-grained072

image-text alignment. Therefore, in this paper, we073

attempt to transfer the advanced LVLMs for mul-074

timodal fake news detection to benefit from their075

massive advantages.076

Similar to the findings of ARG (Hu et al., 2024)077

in exploring the performance of LLMs in text-only078

fake news detection tasks, for multimodal fake079

news detection, we find that un-tuned LVLMs can080

generate reasonable analysis from high-level per-081

spective like common-sense reasoning but still lag082

behind small models in overall accuracy, indicat-083

ing the necessity of domain-specific fine-tuning084

to fully unlock its potential. Considering mem-085

ory and time overhead during fine-tuning, we use086

a relatively small Large Vision-Language Model087

(sLVLM1) Qwen2-vl-2B2 as a superior multimodal088

fusion module for multimodal fake news detection,089

which already outperforms existing baselines as090

shown in Figure 1.091

However, we still find two issues within the fine-092

tuned sLVLM: 1) It suffers from insufficient learn-093

ing of low-level visual features including local pat-094

terns or photoshop traces, which are also important095

for fake news detection (Qi et al., 2019). Typically,096

LVLMs adopt a visual encoder-projector-LLM de-097

coder architecture, where low-level visual features098

gradually merge with the text input and the internal099

parameters of the LLM during the forward pass,100

resulting in significant loss of information. 2) It101

has difficulty in knowledge-based reasoning from a102

macro perspective. Typically, traces for identifying103

fake news can be multi-level, including high-level104

clues like common-sense errors, mid-level clues105

like emotional features, or lower-level patterns or106

statistical features. Since the datasets only contain107

binary labels without fine-grained guidelines, the108

model may prone to rely on mid- and low-level fea-109

tures during the fine-tuning, while hard to capture110

high-level features.111

To this end, we propose our Hierarchical Visual-112

Language Models (HVLM), which fully leverages113

the advantages of large, medium, and small-scale114

VLMs for multimodal fake news detection. To com-115

pensate for the failure of sLVLM on the visual side,116

we additionally use a smaller VLM, specifically the117

1For clarity, LVLM refers to models with 7B(+) parame-
ters, while sLVLM refers to models with 2B(-) parameters.

2http://huggingface.co/Qwen/Qwen2-VL-2B-Instruct

CLIP-pretrained ViT, to extract individual visual 118

features and concatenate them with the multimodal 119

features obtained from sLVLM to enhance visual 120

representation. To address the insufficient learning 121

of high-level features and to fully leverage the ad- 122

vantages of LLM’s world knowledge and reasoning 123

abilities, we use a larger LVLM Qwen2-vl-72B (Bai 124

et al., 2023) as an agent model for rationale aug- 125

mentation. Specifically, we use carefully designed 126

prompts to guide the agent to providing high-level 127

rationales from various perspectives. Afterwards, 128

we further prompt the agent to extract key state- 129

ments from all the analyses, which not only reduces 130

the model’s complexity but also filters out noisy 131

information. Finally, the refined rationales are ex- 132

plicitly concatenated into the input of the sLVLM 133

as supplementary chain-of-thoughts, thereby inject- 134

ing deeper insights into the model’s training. 135

Extensive experiments conducted on three 136

widely used real-world benchmark datasets consis- 137

tently demonstrate the superior effectivene of our 138

method, which outperforms all baseline methods 139

by a large margin. Furthermore, HVLM can serve 140

as a plug-and-play module, which could be easily 141

integrated into future LVLMs. To summarize, the 142

main contribution of this work is threefold: 143

• We are the first to comprehensively explore 144

the capabilities of LVLMs for multimodal fake 145

news detection task, both in fine-tuned and 146

un-tuned scenarios, and have extensively ana- 147

lyzed its limitations and potentials. 148

• We propose a novel framework HVLM, which 149

fully leverages the advantages of VLMs of dif- 150

ferent sizes. It comprehensively captures both 151

micro and macro-level features, achieving op- 152

timal overall performance for multimodal fake 153

news detection. 154

• We conducted extensive experiments on three 155

well-known public datasets. The empirical 156

results validate the significant superiority of 157

our proposed framework. 158

2 Related Work 159

2.1 Multimodal Fake News Detection 160

With the growing popularity of multimodal news 161

online, multimodal fake news detection has gained 162

much attention in recent years (Hu et al., 2022b). 163

In general, these methods first use individual uni- 164

modal feature encoders to separately extract tex- 165

tual and visual features, and then design various 166
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cross-modal fusion strategies to combine the fea-167

tures and output the final prediction (Jin et al.,168

2017; Wang et al., 2018; Khattar et al., 2019; Song169

et al., 2021; Qi et al., 2021; Zheng et al., 2022;170

Zhou et al., 2023; Liu et al., 2024a). To capture171

fine-grained correlations across modality, HMCAN172

(Qian et al., 2021) uses a multimodal contextual173

attention network to model both inter-modality174

and intra-modality features. MCAN (Wu et al.,175

2021) extracts both spatial-domain and frequency-176

domain features from image and then fuse them177

with textual features using multiple co-attention178

layers. BMR (Ying et al., 2023) individually trains179

each uni-modal counterparts and then adaptively180

aggregates them based on MOE network. Further-181

more, many methods also consider the cross-modal182

consistency degree as an important indicator for183

detecting fake news (Zhou et al., 2020; Xue et al.,184

2021; Chen et al., 2022; Hu et al., 2022a; Wang185

et al., 2023; Sun et al., 2023; Wu et al., 2023; Ma186

et al., 2024). However, we point out that although187

these methods have achieved some success, the188

limitations of model capacity and pretraining tasks189

keep these methods still stuck at the stage of cap-190

turing superficial features, lacking deep image-text191

understanding and fine-grained cross-modal align-192

ment abilities, which in turn limits the performance193

potential of the models.194

2.2 Large Vision-Language Models195

In recent years, the development of Large Vision-196

Language Models (LVLMs) has seen significant197

progress (Alayrac et al., 2022; Li et al., 2022; Zhu198

et al., 2023; Li et al., 2023; Liu et al., 2024c). By199

combining visual encoder with powerful LLMs and200

further pretraining using multimodal instruction201

data, these models have shown impressive perfor-202

mance across a range of tasks (Liu et al., 2024b).203

Previous studies have applied LLMs to fake news204

detection, but research on using LVLMs for multi-205

modal fake news detection remains scarce. In the206

text-only domain, ARG (Hu et al., 2024) finds that207

un-tuned LLMs perform worse than fine-tuned tra-208

ditional small models when making decisions inde-209

pendently. It proposes to use the analysis of LLMs210

to assist in training small models through knowl-211

edge distillation. LeRuD (Liu et al., 2024d) em-212

ploys LLMs to extract key traces in user comments213

to effectively identify fake news. DELL (Wan et al.,214

2024) decomposes the fake news detection task215

into multiple sub-tasks and uses LLMs to handle216

them separately and integrate the final decisions.217

GenFEND (Nan et al., 2024) uses LLMs to simu- 218

late user behaviors and generates user comments to 219

enhance the model performance. However, these 220

methods mainly focus on the text-only field while 221

lacking exploration into multimodal fake news de- 222

tection. Additionally, they all control the LLMs’ 223

behavior via prompts, either to assist small mod- 224

els, or to make decisions independently. In this 225

paper, we aim to explore a new paradigm based on 226

both fine-tuned small LVLMs and un-tuned large 227

LVLMs to fully utilize their capabilities for the 228

multimodal fake news detection. 229

3 Preliminaries 230

3.1 Problem Formulation 231

Given a multimodal dataset D = {(Xi, yi)}i=1,...,n 232

with each sample contains text, a corresponding 233

image, i.e., Xi = (Xi,t, Xi,v) and a ground-truth 234

label yi ∈ {0, 1}. As a binary classification prob- 235

lem, the goal of multimodal fake news detection 236

is to learn a set of features i.e., uni-modal features 237

and cross-modal features and finally output the pre- 238

diction ŷ = 1 for the fake news and ŷ = 0 for the 239

real news respectively. 240

Table 1: Zero-shot test accuracy on Weibo dataset (1641
samples) of several un-tuned LVLMs under different
prompts with details presented in appendix B. ∗ denotes
accuracy on a subset of samples.

Model
Acc.

P1 P∗
2

Qwen2-vl-7B 0.709 0.732 (487/665)
Qwen2-vl-72B 0.802 0.886 (542/612)
Llava-ov-7B 0.738 0.745 (1035/1390)
Llava-ov-72B 0.814 0.873 (958/1097)
Qwen-vl-max 0.731 0.880 (478/573)

SpotFake+ 0.848

3.2 Zero-shot Performance of VLMs 241

In this section, we first investigate the multi- 242

modal fake news detection performance of un- 243

tuned LVLMs. To achieve a comprehensive evalua- 244

tion, we design two types of prompts, i.e., P1 and 245

P2, and select both open-source and closed-source 246

LVLMs at different scales for testing. The specific 247

prompts and settings are detailed in Appendix B. 248

For comparison, we also report the performance of 249

fine-tuned small modal SpotFake+ (Singhal et al., 250

2020). The results are shown in Table 1, from 251
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Please carefully analyze the given news and the accompanying image. 
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Please carefully analyze the given news and the accompanying image. 
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support each other? Provide a brief analysis, keeping it under 50 words.
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Figure 2: An illustration of our HVLM framework, which consisis of three main parts. (a) Multi-perspective
prompts are used to elicit high-level rationales from a larger frozen LVLM Qwen2-vl-72B, which are further refined
to obtain Xr (b) The news image Xv, text Xt and rationales Xr are then integrated and fused by sLVLM Qwen2-
vl-2B to benefit from its deep image-text underestaning and fine-grained alignment abilities. (c) An additional
visual-enhanced module is utilized to mitigate the weakness of the sLVLM in low-level visual perception. The
multimodal features EM and visual-enhanced features EV are then concatenated for the final prediction.

which we can obtain the following observations:252

1) The performance of prompt P1 indicates that253

relying solely on the un-tuned LVLM is insuffi-254

cient, as its performance still falls short compared255

to the fine-tuned small model. 2) However, in P2,256

we don’t require the LVLM to give explicit pre-257

dictions for all samples. Instead, it only predicts258

for those having clear common-sense or scientific259

errors. The unexpected performance, even surpass-260

ing the fine-tuned small model, suggests that an261

un-tuned LVLM may not be capable of detecting262

fake news for all samples, but it can indeed be ef-263

fective to detect specific cases from a high-level264

perspective. 3) From P1 to P2, the 7B models show265

only a marginal improvement, indicating models266

at this scale still lack sufficient knowledge-based267

reasoning and instruction following abilities. In268

contrast, the 72B models achieve a more signifi-269

cant improvement. This highlights the importance270

of the LVLM’s inherent capabilities to reason from271

a high-level perspective, with the prompt serving272

merely as a tool to activate specific abilities.273

4 Method274

In this section, we introduce our proposed HVLM275

framework in detail, as depicted in Figure 2.276

4.1 Transfer LVLMs for Fake News Detection277

We first discuss how to fine-tune the LVLM for278

multimodal fake news detection to benefit from its279

superior semantic understanding and fine-grained280

cross-modal alignment abilities. In general, exist- 281

ing LVLMs follow the similar paradigm, i.e., visual 282

encoder-visual projector-LLM decoder, which is 283

first introduced by Llava (Liu et al., 2024c). There- 284

fore, we emphasize that our method can serve as a 285

plug-and-play module, which could be easily inte- 286

grated into future LVLMs. 287

Given a news with an image Xv ∈ RH×W×3 288

and a text Xt, where H and W are the origin res- 289

olution. First, the input image Xv is partitioned 290

into 2d patches Pv =
[
p1v, p

2
v, ..., p

Np
v

]
∈ RNP×C , 291

where NP = H×W
P 2 . NP represents the sequence 292

length of visual tokens and P is the patch size. Vi- 293

sual encoder fV is designed to encode them into 294

visual features Fv ∈ RNP×C . Then A visual pro- 295

jector fP , consisting of two linear layers with a 296

GELU activation function, is used to map Fv into 297

the embeddings Hv ∈ RNP×D in text embedding 298

space, where D represents the embedding dimen- 299

sions of LLM decoder. 300

Next, we turn to the text input. Since we need 301

to fine-tune the LLM for the classification task and 302

the fake news detection datasets only contain bi- 303

nary labels, we require the LLM to output a single 304

token representing the prediction, without gener- 305

ating additional information. To achieve this, we 306

use the prompt ψC1=“<image> You need to act as 307

a fake news detection model. Given a news article 308

and a related image, you need to determine the au- 309

thenticity of the news. Output 0 for real news and 310
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1 for fake news. News content: <text> ”, which311

guides the LLM to directly provide the prediction.312

After that, the text embedded in the template313

ψC1(Xt) is tokenized and then projected to textual314

features Ht ∈ RNt×D using word embedding layer315

fT , whereNt represents the sequence length of tex-316

tual tokens. Subsequently, multimodal pretrained317

LLM decoder is able to achieve a unified under-318

standing of both visual and textual information and319

gradually fuse them through attention mechanism.320

we concatenate the visual tokens and textual tokens321

together as input for the LLM. The forward process322

of the LLM can be formulated as:323

x0 = [Hv, Ht] , (1)324

325
x′ℓ = MHA(LN (xℓ−1)) + xℓ−1, ℓ = 1...L, (2)326

327
xℓ = FFN

(
LN

(
x′ℓ
))

+ x′ℓ, ℓ = 1...L, (3)328
329

EM = LN
(
x
[−1]
L

)
. (4)330

The LLM is composed of stacked multi-head at-331

tention (MHA) and feed-forward neural networks332

(FFN). Layer normalization (LN) and residual con-333

nections are also applied between the modules.334

Originally, the LLM would use a fully connected335

layer lm_head to project LN (xL) into probability336

distributions over the vocabulary tokens for genera-337

tion. However, to ensure the model outputs valid338

content for the binary classification, we train a new339

classification head fC , consisting of multiple fully340

connected layers, on top of the hidden state of the341

last token in the final layer. The whole process is342

presented as:343

EM = fL (fP (fV (Xv)) , fT (ψC1 (Xt))) , (5)344

345
yM = fC (EM) , (6)346

where EM is the multimodal features after modal-347

ity fusion through the LLM decoder fL, and yM is348

the binary prediction output by fC .349

4.2 Rationale-Augmented Module350

Due to the lack of fine-grained supervisory signals351

in fake news detection datasets, and the limited ca-352

pacity of the sLVLM, it is difficult for the model to353

uncover the high-level features of the news during354

fine-tuning. In Section 3.2, we have already demon-355

strated that the un-tuned LVLM can provide valu-356

able judgments from some high-level perspectives.357

Therefore, we propose to guide a larger LVLM to358

act as an agent model to output high-level ratio-359

nales, which are then explicitly concatenated into360

the input of the sLVLM as supplementary chain-of- 361

thoughts. Different from Section 3.2, considering 362

that the un-tuned LVLM may not cover all possible 363

clues, we do not require it to output judgments but 364

instead only provide analysis from a given angle. 365

Specifically, to maximize the advantages of the 366

agent model while avoiding redundancy, we guide 367

it to generate rationales from two perspectives: 368

common-sense analysis and image-text coherence. 369

The former aims to analyze whether the news vi- 370

olates common sense, logic, or science, while the 371

latter focuses on examining whether image and text 372

of the news corroborate each other from an overall 373

perspective. In contrast, we do not use the agent 374

to analyze the writing style or emotional tone of 375

the news, as these features can be learned by the 376

sLVLM during fine-tuning. The detailed prompts 377

and more discussions are presented in Appendix 378

C. The multi-perspective rationale-augmentation 379

process can then be represented as: 380

Ri = LVLM(Xv, ψRi (Xt)) , i = 1, ..., Nr, (7) 381

where Ri represents the rationale generated under 382

specific prompt ψRi , and Nr = 2. In addition, a 383

piece of fake news may contain common-sense er- 384

rors, but the image and text might match, as the 385

image could have been manipulated through Photo- 386

shop. This can create conflicting analysis, leading 387

to ambiguity in the model’s judgment. Therefore, 388

we further use the agent model to streamline the 389

multi-perspective analysis, filtering out noisy infor- 390

mation, which can be represented as: 391

Xr = LVLM(ψS (ΣRi)) , (8) 392

where Xr represents the final rationale summa- 393

rized by the agent model under prompt ψS , which 394

is presented in Appendix D with detailed discus- 395

sions. After that, we further use a new classification 396

prompt ψC2 to aggregate it into the model input for 397

the sLVLM, where ψC2 = "<image> You need to 398

act as a fake news detection model. Given a news 399

article and a related image, you need to determine 400

the news’ authenticity. Output 0 for real news and 1 401

for fake news. News content: <text> Analysis: <ra- 402

tionale>.". After adding the rationale-augmented 403

module, the multimodal features EM output by the 404

sLVLM can be further formalized as: 405

EM = fL (fP (fV (Xv)) , fT (ψC2 (Xt, Xr))) .
(9) 406
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4.3 Visual-Enhanced Module407

Apart from high-level features, multimodal fake408

news detection also heavily relies on low-level vi-409

sual features like local patterns or Photoshop traces.410

However, despite the fine-tuned sLVLM already411

outperforming traditional models, we find that the it412

still suffers from insufficient learning of uni-modal413

features of visual modality. Due to the inherent414

modality imbalance caused by the model struc-415

ture of the LVLM, low-level visual information416

is severely lost during the LLM’s forward process.417

To evaluate the model’s uni-modal performance,418

we additionally test the model with input from sin-419

gle modality during training. For visual modality,420

we remove the textual input and use a new classi-421

fication prompt ψv
C ="<image> You need to act422

as a fake news detection model. Given a news im-423

age, you need to determine the news’ authenticity.424

Output 0 for real news and 1 for fake news.". For425

textual modality, we remove the visual input and426

use the prompt ψt
C ="You need to act as a fake427

news detection model. Given a news article, you428

need to determine the news’ authenticity. Output429

0 for real news and 1 for fake news. News content:430

<text>".431

For comparison, we also report the performance432

of the individually trained ViT model as the base-433

line performance for visual modality. As shown in434

Figure 3, the visual performance of sLVLM lags435

significantly behind that of the ViT model, despite436

both using ViT as the visual encoder. To mitigate437

the weakness of the sLVLM in visual perception438

while avoiding disrupting its forward process, we439

introduce an additional ViT to extract pure visual440

features:441

z0 =
[
pclsv , p1vW, p2vW, ..., p

Np
v W

]
, (10)442

443
z′ℓ = MHA(LN (zℓ−1)) + zℓ−1, ℓ = 1...L, (11)444

445
zℓ = FFN

(
LN

(
z′ℓ
))

+ z′ℓ, ℓ = 1...L, (12)446
447

EV = LN
(
z
[0]
L

)
, (13)448

where W ∈ R(P
2·C)×D is a linear projector. The449

ViT is also composed of stacked MHA and FFN450

blocks. The last hidden state of [cls] token is451

used as visual-enhanced feature. The above pro-452

cess can be simplified as EV = fV (Xv). We then453

use simple concatenation to fuse EM and EV and454

output the prediction with classification head fC :455

yF = fC (EM ⊕ EV) . (14)456
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Figure 3: Performance comparison in test accuracy. The
sLVLM is trained with multimodal input while tested
with multimodal, text-only, image-only input. Com-
pared to individual ViT model, the shaded area indicates
the severe under-optimization of visual modality.

4.4 Model Training 457

Finally, we train the model using Binary Cross- 458

Entropy loss, which can be formulated as: 459

L = −y log (yF )− (1− y) log (1− yF ) . (15) 460

For sLVLM, we only fine-tune the LLM decoder fL 461

while keeping other parameters fixed. LoRA (Low- 462

Rank Adaptation) (Hu et al., 2021) is employed to 463

prevent overfitting and save memory overhead. In 464

particular, for the specified linear layerW ∈ Rd×m 465

in fL, we fix the original parametersW and instead 466

train two low-rank matrices, A ∈ Rd×r and B ∈ 467

Rr×m, for updates, i.e.,W ′ =W+AB, where r is 468

the rank and much smaller than d and m. Similarly, 469

to avoid overfitting, we only fine-tune the last K 470

layers in fV , where K is a hyper-parameter. 471

5 Experiments 472

5.1 Experimental Settings 473

We employ the widely used Chinese dataset Weibo 474

(Jin et al., 2017) and the English dataset GossipCop 475

(Shu et al., 2020) for evaluation. In addition, we 476

additionally use the Chinese dataset Weibo21 (Nan 477

et al., 2021) to study the generalization ability of 478

our method. To validate the superior effectiveness 479

of our proposed method, we also conduct exper- 480

iments on several most representative fake news 481

detection methods for comparison. The uni-modal 482

methods include: 1)BERT; 2)CLIP-ViT. The multi- 483

modal methods include: 3)SpotFake+; 4)MCAN; 484

5)HMCAN; 6)CAFE. Other details of experiment 485

settings can be found in appendix A. 486

5.2 Main Results 487

The overall performance of our proposed HVLM 488

and baseline methods is shown in Table 2, from 489
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Table 2: Performance comparison between HVLM and other baseline methods in terms of Accuracy, Precision,
Recall and F1 Score. The best performance is highlighted in bold.

Datasets Models Accuracy
Fake News Real News

Precision Recall F1 Precision Recall F1

Weibo

BERT 0.818 0.863 0.790 0.825 0.773 0.851 0.810
CLIP-ViT 0.766 0.752 0.771 0.762 0.779 0.761 0.770
SpotFake+ 0.848 0.839 0.852 0.846 0.856 0.843 0.850
MCAN 0.867 0.875 0.860 0.868 0.859 0.874 0.867
HMCAN 0.886 0.885 0.886 0.885 0.887 0.886 0.887
CAFE 0.877 0.866 0.884 0.875 0.887 0.870 0.879
HVLM 0.939 0.930 0.945 0.938 0.947 0.932 0.939

GossipCop

BERT 0.722 0.666 0.750 0.706 0.778 0.700 0.737
CLIP-ViT 0.706 0.708 0.706 0.707 0.705 0.707 0.706
SpotFake+ 0.724 0.741 0.716 0.729 0.706 0.732 0.719
MCAN 0.735 0.721 0.742 0.731 0.749 0.729 0.738
HMCAN 0.787 0.745 0.814 0.778 0.829 0.765 0.796
CAFE 0.774 0.760 0.783 0.771 0.789 0.766 0.778
HVLM 0.832 0.774 0.876 0.822 0.890 0.798 0.841

which we could have the following key points:490

• Compared to uni-modal methods, multimodal491

methods achieve better performance, demonstrat-492

ing the importance of modality collaboration.493

• Although the introduction of CLIP improves the494

performance of existing baseline methods, HVLM495

still outperforms them on both Weibo and Gossip-496

Cop datasets by a large margin, achieving im-497

provements of 6.0% and 5.7% in classification498

accuracy, respectively. This demonstrates that499

the introduction of LVLM significantly enhances500

the model’s capabilities in deep semantic under-501

standing, fine-grained image-text alignment, and502

knowledge-based reasoning, further pushing the503

performance ceiling. The three-tier framework of504

CLIP-sLVLM-LVLM can comprehensively capture505

both micro and macro-level features, achieving506

optimal overall performance for multimodal fake507

news detection.508

• The textual modality, as the dominant modal-509

ity, actually plays a more important role for both510

Weibo and GossipCop datasets. However, we find511

that introducing a visual-enhanced module to im-512

prove the learning of visual features can still boost513

the model’s overall performance, underscoring the514

necessity of fully utilizing all types of features.515

5.3 Ablation Study516

In this section, to evaluate the effectiveness of each517

component of our proposed HVLM, we remove518

each module from the entire framework for compar-519

ison. Specifically, the compared variants of HVLM520

are implemented as follows: -w/o Text: This vari- 521

ant only uses news text as input but removes image. 522

-w/o Image: This variant only uses news image 523

as input but removes text. -w/o VE: This variant 524

removes vision-enhanced module. -w/o RA: This 525

variant removes rationale-augmented module. 526

The experimental results are shown in Table 3 527

and we have the following observations: 1) If we 528

only use uni-modal input, the model’s performance 529

will considerably decline, which indicates both tex- 530

tual and visual modalities of news help improve 531

the model’s overall performance. 2) If we remove 532

the vision-enhanced module (VE), there is a signifi- 533

cant decrease in model performance on all datasets. 534

This demonstrates the sLVLM has severe insuffi- 535

cient learning of visual features while the vision- 536

enhanced module well mitigates this problem. 3) If 537

we remove the rationale-augmented module (RA), 538

the model’s performance also declines. This indi- 539

cates the analysis from a larger un-tuned LVLM 540

can provide insights from a higher perspective, ad- 541

dressing the shortcomings of sLVLM in the ability 542

of reasoning and the width of world knowledge. 543

5.4 Impact of the backbone sLVLM 544

In this section, we further conduct experiments 545

based on a new backbone sLVLM Llava-onevision- 546

0.5B3, which is the latest model in Llava series, to 547

explore the impact of using different sLVLMs for 548

3https://huggingface.co/llava-hf/llava-onevision-qwen2-
0.5b-ov-hf
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Table 3: Performance comparison between HVLM and
its several variants for ablation study.

Models
Weibo GossipCop

Acc F1 Acc F1

HVLM 0.939 0.939 0.832 0.832
-w/o Text 0.821 0.820 0.747 0.747
-w/o Image 0.899 0.899 0.797 0.797

-w/o VE 0.922 0.921 0.817 0.816
-w/o RA 0.927 0.927 0.826 0.827
-w/o VE+RA 0.918 0.917 0.811 0.811

our method. We emphasize that our HVLM can549

serve as a plug-and-play module which could be550

easily integrated into any sLVLM backbone. The551

experimental results are shown in Table 4, from552

which we could draw the following conclusions:553

1) LVLM, by combining powerful LLM and multi-554

modal pre-training techniques, exhibits strong po-555

tential for multimodal fake news detection. Both556

Qwen2-vl and Llava-onevision consistently outper-557

form traditional small models by a large margin.558

2) By enhancing the model’s visual feature learn-559

ing and common-sense reasoning abilities, HVLM560

consistently improves the performance of Llava-561

onevision, proving the wide applicability of our562

method.563

Table 4: Impact of backbone sLVLM. Test performance
on Weibo dataset is reported with Qwen2-vl replaced by
Llava-onevision in the HVLM model.

Models Acc
Fake News Real News

P R F1 P R F1

repl.Llava-ov 0.929 0.911 0.945 0.928 0.948 0.915 0.931
-w/o VE 0.915 0.906 0.921 0.913 0.924 0.908 0.916
-w/o RA 0.920 0.912 0.927 0.919 0.928 0.914 0.921
-w/o VE+RA 0.910 0.938 0.889 0.912 0.884 0.935 0.908

5.5 Generalization Study564

In this section, we explore the generalization abil-565

ity of our proposed method. To eliminate the influ-566

ence of language, we choose Weibo and Weibo21567

datasets for our experiment. Specifically, we first568

train the model on one of the datasets and then test569

the trained model on the other dataset. We also con-570

duct experiments on baseline methods for compari-571

son. As the results shown in Figure 4, HVLM con-572

sistently outperforms the baseline methods, demon-573

strating that the knowledge learned by HVLM can574

generalize to new datasets. This also highlights575

SpotFake+ MCAN HMCAN CAFE HVLM0.7

0.75

0.8

0.85

0.9

0.95

ac
cu

ra
cy

train w/ Weibo => test w/ Weibo21

SpotFake+ MCAN HMCAN CAFE HVLM0.7

0.75

0.8

0.85

0.9
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cu
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cy

train w/ Weibo21 => test w/ Weibo

Figure 4: Generalization study on the Weibo and
Weibo21 datasets. We first train the models on one
of the datasets and then report the test accuracy of them
on the other dataset.

the vital importance of the rationale-augmented 576

module in helping build a more robust fake news 577

detection system, as it can avoid the influence of 578

bias in the training data and provide valuable anal- 579

ysis from a neutral standpoint. 580

5.6 Case Study 581

In this section, we present some samples to demon- 582

strate that the rationale-augmented module can pro- 583

vide valuable analysis for multimodal fake news 584

detection. Please refer to Appendix E for more 585

details. 586

6 Conclusion 587

In this work, we attempt to transfer the advanced 588

Large Vision-Language Models (LVLM) for mul- 589

timodal fake news detection to benefit from their 590

massive advantages. We first investigate potentials 591

and limitations of LVLMs in both fine-tuning and 592

non-tuning scenarios. Then, we propose our novel 593

HVLM, comprising a three-level hierarchy of large, 594

medium, and small-scale VLMs, to comprehen- 595

sively capture both micro and macro-level features, 596

thereby achieving optimal performance. Extensive 597

experiments on three public datasets demonstrate 598

the significant effectiveness and generalization abil- 599

ity of our proposed framework. 600
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7 Limitations601

Although our proposed HVLM has achieved602

outstanding performance, we acknowledge that603

our work still has several limitations: 1) Al-604

though we have found that larger-scale models can605

have stronger scene understanding and instruction-606

following abilities, controlling the agent model’s607

behavior solely through prompts may be insuffi-608

cient. This is because simple instructions can not609

cover all possible scenarios, leading the model610

to produce incorrect conclusions for some hard611

samples. To solve this, it might require construct-612

ing high-quality datasets for diverse cases in each613

predefined aspect and then injecting fine-grained614

guidelines into the agent model through in-context615

learning or fine-tuning. 2) The knowledge stored616

in LVLM may not be extensive enough and could617

become outdated. Therefore, employing retrieval-618

augmented generation (RAG) techniques (Lewis619

et al., 2020) to fetch relevant knowledge from the620

web could also improve the quality of the agent621

model’s outputs. 3) How to leverage LVLMs for622

more robust and general multimodal fake news623

detection still presents many problems unsolved.624

For instance, LVLMs inherently possess multilin-625

gual understanding capabilities. Exploring how to626

leverage cross-lingual datasets to train a more gen-627

eralized fake news detector is a potential research628

direction.629

8 Ethics Statements630

Social Impact Our work aims to detect multimodal631

fake news, as fake news can lead to significant so-632

cial consequences, including the spread of misinfor-633

mation, political polarization, and harm to public634

trust. Therefore, our work contributes positively635

to social harmony and stability. We are commit-636

ted to ensuring that the methods developed are not637

misused, and that the research adheres to the high-638

est ethical standards in promoting truthful and re-639

sponsible information dissemination. However, we640

must still be mindful of the risks of our approach641

being misused. For example, attackers may de-642

velop attack algorithms based on our model as a643

surrogate model and then target the fake news de-644

tection model deployed online. This could lead to645

the online model being unable to effectively detect646

manipulated fake news, causing negative impacts647

on society. Therefore, we suggest enhancing the648

online model’s robustness through model ensemble649

techniques.650

Data Privacy We emphasize that the datasets we 651

use are all publicly available, and we strictly adhere 652

to the relevant regulations during their use. All 653

the data used in this study are carefully processed 654

through appropriate data anonymization techniques 655

to protect the privacy of individuals. 656

Informed Consent This study does not involve 657

direct interaction with human participants. 658

Bias and Fairness We recognize that the fake news 659

detection algorithms could potentially exhibit bi- 660

ases based on the training data. To address this, we 661

take steps to ensure that the datasets used are di- 662

verse and representative. Furthermore, we remain 663

committed to continuously evaluating and mitigat- 664

ing bias within our model to ensure fairness and 665

accuracy in detecting misinformation. 666
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A Detailed Experimental Settings 888

A.1 Baselines 889

To validate the superior effectiveness of our pro- 890

posed method, we also conduct experiments on 891

several most representative fake news detection 892

methods, including both uni-modal methods and 893

multimodal methods. All the baselines are open- 894

source and we use the code published to conduct 895

the experiments. 896

• BERT (Devlin et al., 2018) employs a bi- 897

directional transformer encoder pre-trained 898

with masked language modeling to capture 899

deep contextual semantics, enabling effective 900

transfer learning for various NLP tasks such 901

as text classification and question answering. 902

In our work, we use it to extract textual fea- 903

tures and then additionally train MLPs for 904

classification. 905

• CLIP-ViT (Radford et al., 2021) integrates 906

Vision Transformer (ViT) as the visual en- 907

coder in the CLIP framework, aligning visual 908

and textual features via contrastive learning 909

to improve performance on tasks like zero- 910

shot prediction and image-text matching. In 911

our work, we use it to extract visual features 912

and then additionally train MLPs for classifi- 913

cation. 914

• SpotFake+ (Singhal et al., 2020) can be re- 915

garded as a vanilla multimodal baseline, it 916

first extract textual features and visual features 917

from uni-modal pre-trained models, which 918

are then concatenate after being projected the 919

11



same dimension. After that, MLPs are used920

to fuse the multimodal feature and yield the921

final prediction.922

• MCAN (Wu et al., 2021) extracts both spatial-923

domain and frequency-domain features from924

image and then fuse them with textual features925

using multiple co-attention layers to learn the926

fine-grained correlation across modalities.927

• HMCAN (Qian et al., 2021) utilizes hierachi-928

cal hidden states of pre-trained BERT and929

pad-level features of the image to enhance the930

uni-modal representation, and further capture931

the inter-modality and intra-modality relation-932

ships by a contextual attention network.933

• CAFE (Chen et al., 2022) reveals the inherent934

ambiguity across modalities, i.e., predictions935

from different modalities may contradict with936

each other. It dynamically adjusts the weights937

of uni-modal features and cross-modal fea-938

tures for the final decision based on the inten-939

sity of cross-modal ambiguity.940

A.2 Data Statistics941

We employ the widely used Chinese dataset Weibo942

(Jin et al., 2017) and the English dataset GossipCop943

(Shu et al., 2020) for evaluation. In addition, we944

additionally use the Chinese dataset Weibo21 (Nan945

et al., 2021) to study the generalization ability of946

our method. For Weibo, it contains 2776 real news947

and 3275 fake news for training, 825 real news and948

816 fake news for testing. For GossipCop, consid-949

ering the significant imbalance between positive950

and negative samples in GossipCop (more than951

80% are real news), we retained all fake news and952

performed down-sampling on real news to achieve953

a balanced data distribution. After that, GossipCop954

contains 2036 real news and 2036 fake news for955

training, 545 real news and 545 fake news for test-956

ing. We keep the original train-test split for both957

Weibo and GossipCop. For Weibo21, it contains958

4640 real news and 4487 fake news without origi-959

nal train-test split. Therefore, we randomly split it960

into training set and testing set in an 8:2 ratio.961

A.3 Implementation Details962

We use clip-vit-large-patch14 for visual-enhanced963

module and both Llava-onevision-0.5B and Qwen2-964

vl-2B-Instruct as the backbone sLVLM. For965

rationale-augmented module, we employ model966

Qwen2-vl-72B-Instruct. We use the batch size of967

8 and train the model using AdamW (Loshchilov 968

et al., 2017) with an learning rate of 1e-4. The 969

model is trained for 100 epochs with an early stop 970

strategy to avoid overfitting. Low-Rank Adapta- 971

tion (LoRA) (Hu et al., 2021) is utilized when 972

fine-tuning the backbone sLVLM with the rank 973

r = 8. The fine-tuning layer num K in the visual- 974

enhanced module is set to 3. In addition, for fair 975

comparison and to mitigate the limitations of out- 976

dated uni-modal pre-trained feature extractor on 977

the baseline models’ capability upper bound, we 978

uniformly employ the same pre-trained model to 979

extract the preprocessed textual and visual features 980

and adaptively align the dimensions of the features 981

with each baseline’s original requirements. For 982

textual modality, we utilize the ’bert-base-chinese’ 983

model for Weibo and Weibo21 and the ’bert-base- 984

uncased’ model for GossipCop. For visual modal- 985

ity, we also use the clip-vit-large-patch14. Both 986

pre-trained models are kept frozen during the train- 987

ing. All the baseline methods are open-source 988

and we use the code published to conduct the ex- 989

periments. All the methods are implemented on 990

Pytorch (Paszke et al., 2019) and trained on the 991

NVIDIA RTX 3090 GPU. 992

B Specific Settings in Section 3.2 993

First, we will introduce the selected large vision- 994

language models for evaluation. For open-source 995

models, we choose the most advanced versions 996

of the Qwen-vl and Llava series, i.e., Qwen2-vl 997

(Wang et al., 2024) and Llava-onevision (Li et al., 998

2024). Additionally, we also test the closed-source 999

model Qwen-vl-max (Bai et al., 2023). Then, we 1000

introduce the specific prompts we used, we use 1001

prompt P1 to evaluate the overall zero-shot perfor- 1002

mance of LVLMs for multimodal fake news detec- 1003

tion. Specifically, P1 = "Your task is to act as a 1004

fake news detection model. Given a news article 1005

and a related image, you need to determine the au- 1006

thenticity of the news. Output 0 for real news and 1007

1 for fake news. Please only output your predic- 1008

tion without any additional information. News im- 1009

age:<image>, News content:<text>. Next, please 1010

output your prediction directly:" 1011

We use P2 to guide the LVLMs to only give a 1012

explicit prediction for samples with definitive clues 1013

from a predefined high-level perspective. Specifi- 1014

cally, P2 = "You need to act as a fake news detec- 1015

tion model. Given a news article and a related im- 1016

age, you need to assess the authenticity of the news 1017
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based on the following criteria: whether the news1018

description aligns with common sense, science, and1019

logic. Output 0 for real news, 1 for fake news, and1020

2 if uncertain. Note that we require a very high1021

accuracy, and if there are no clear clues, output 2.1022

Please only output your prediction without any ad-1023

ditional information. News image:<image>, News1024

content:<text>. Next, please output your predic-1025

tion directly:"1026

C Generating Multi-perspective1027

Rationales1028

We first discuss how to choose LVLM as the agent1029

model. Regarding model size, the results in the1030

section 3.2 indicate that a 7B model still lacks suf-1031

ficient knowledge-based reasoning and instruction-1032

following abilities. Therefore, we need to select1033

a larger model. Additionally, due to the security1034

restrictions of closed-source commercial models,1035

some news samples may trigger the model’s se-1036

curity mechanisms, preventing it from generating1037

valid content. As a result, we ultimately use the1038

open-source model Qwen2-vl-72B as the agent1039

model to generate the analysis.1040

Regarding the design of specific prompts, consid-1041

ering that the fine-tuned model excels at capturing1042

features from a micro perspective, we guide the1043

agent model to complement it from a macro per-1044

spective. In order to fully utilize the agent model’s1045

wide knowledge base and its deep image-text un-1046

derstanding capability, we propose guiding the1047

agent model to generate rationales from two angles:1048

common-sense analysis and image-text coherence.1049

Specifically, we have the common-sense analysis1050

prompt ψR1 = ”<image> News content: <text>1051

Please carefully analyze the given news and the1052

accompanying image. Does the news content align1053

with common sense, follow science and logic? Pro-1054

vide a brief analysis, keeping it under 50 words.”.1055

From the perspective of image-text coherence, we1056

have the prompt ψR2 = ”<image> News content:1057

<text> Please carefully analyze the given news and1058

the accompanying image. Do the scene described1059

in the text and the image align? Can they support1060

each other? Provide a brief analysis, keeping it1061

under 50 words.” Although analyses from these1062

two aspects may not cover all higher-level clues1063

for fake news detection, we point out that they are1064

more universal and general compared to other as-1065

pects. In the appendix E, we present several output1066

examples from the agent model.1067

D Prompts for Abstracting Rationales 1068

For a given fake news, it may contain obvious 1069

common-sense errors, but the image and text might 1070

match, as the image could have been manipulated 1071

through Photoshop. This can create conflicting 1072

analysis, leading to ambiguity in the model’s judg- 1073

ment. At the same time, the initial analysis output 1074

by the agent model may still contain redundant 1075

content, which adds extra inference burden for the 1076

whole system. Therefore, to streamline the analy- 1077

sis and avoid introducing noise, we further use the 1078

prompt ψS to extract key statements that suggest 1079

the news might be fake while filtering out other 1080

information. Specifically, we have ψS = "Given a 1081

multi-perspective analysis of a news article, please 1082

extract the key statements that suggest the news 1083

might be fake, and filter out the other information. 1084

If there are no such statements, output ’None’. Be- 1085

low is the news analysis: (1) common-sense analy- 1086

sis: <R1> (2) image-text coherence: <R2>". 1087

E Case Studies 1088

In this section, we present several output examples 1089

of the agent model, as illustrated in Figures 5 to 1090

10. In Cases 1 and 2, we demonstrate that the agent 1091

model effectively detects fake news and provides 1092

sound rationales based on both common-sense rea- 1093

soning and image-text coherence. We highlight 1094

that this requires high demands on the model’s 1095

image-text understanding ability and knowledge 1096

storage capacity. In Case 1, the model can detect 1097

errors from a scientific perspective as well as iden- 1098

tify issues from the lack of relevance between the 1099

image and text. In Case 2, the model can deduce 1100

errors from contradictions between the news and 1101

established facts, as well as from the lack of rel- 1102

evance between the image and text. In Cases 3 1103

and 4, we showcase how the rationale refinement 1104

module filters out noisy analysis. Even when the 1105

news articles include images that align with the text 1106

due to Photoshop manipulation, the model can still 1107

identify issues from a common-sense perspective. 1108

Finally, In Cases 5 and 6, we show the modal’s 1109

output for real news and we find that the model can 1110

also provide high-quality analysis. 1111
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News content: “Couples Who Can Maintain Eye Contact for Five Seconds Might Consider 

Marriage” According to Scientific American, a series of human physiological studies suggest that if a 

man and a woman make eye contact for less than one second, it indicates a lack of mutual affection. 

Eye contact lasting two seconds shows there is some liking; three seconds may suggest the beginning 

of romantic feelings; four seconds indicates a deep emotional connection; and if they maintain eye 

contact for five seconds or more, it could signify that they are ready to take the step toward marriage.

Common-sense analysis: It goes against common sense, as there is no scientific basis for a direct 

correlation between the duration of eye contact, emotional depth, and marriage decisions.

Image-text coherence: The image is unrelated to the text. The image is a still from the movie Forrest 

Gump, while the text discusses judging emotional depth through eye contact.

Summary: (1) It goes against common sense, as there is no scientific basis for a direct correlation 

between the duration of eye contact, emotional depth, and marriage decisions. (2) The image is 

unrelated to the text. The image is a still from the movie Forrest Gump, while the text discusses 

judging emotional depth through eye contact.

Figure 5: Rationales of Case 1, which is a fake news.

News content: Nicolas Cage died due to a skiing accident on January 17, 2013.

Common-sense analysis: Nicolas Cage actually did not pass away in 2013, and this information 

does not align with public records. Therefore, the news content goes against common sense and the 

facts.

Image-text coherence: The image and text are inconsistent. The person in the image matches the 

description of Nicolas Cage mentioned in the news headline, but the news states that he passed away 

due to a skiing accident, while the image does not show any scenes related to skiing or an accident.

Summary: (1) This information does not align with public records. Therefore, the news content goes 

against common sense and the facts. (2) The image and text are inconsistent, the news states that he 

passed away due to a skiing accident, while the image does not show any scenes related to skiing or 

an accident.

Figure 6: Rationales of Case 2, which is a fake news.

News content: Yesterday, the Vienna subway caught its one-millionth fare evader, and to celebrate, 

they gave this person 100,000 euros!! After deducting the fine for the fare evasion, he still have 

99,087 euros left! The fare evader was crying on the spot! Couldn’t stop the tears of joy, right? The 

mayor, in a TV interview, claimed: “Fare evaders have made significant contributions to Vienna’s 

economy. For example, Line 5 of the subway was funded by fines, and it’s time we give something 

back.”

Common-sense analysis: The news content goes against common sense and logic, as fare evaders 

are typically fined, not rewarded. Moreover, using fines to fund public projects does not mean fare 

evaders should be rewarded.

Image-text coherence: The image and the text in the news confirm each other. The image shows a 

Vienna subway station and subway, which aligns with the news about the Vienna subway catching 

its one-millionth fare evader. The text describes the celebration and reward details, which are 

consistent with the content depicted in the image.

Summary: The news content goes against common sense and logic, as fare evaders are typically 

fined, not rewarded.

Figure 7: Rationales of Case 3, which is a fake news.

News content: Yantai Park has coin-operated benches. If you insert a coin before sitting, the nails 

will retract.

Common-sense analysis: It goes against common sense. Parks are public facilities, and it is unusual 

to charge for using basic amenities like benches. This design is neither practical nor in line with the 

principles of openness and shared use in public spaces.

Image-text coherence: The news text describes coin-operated benches at a park in Yantai, where you 

need to insert coins to sit down, and the image shows benches with protrusions resembling nails, 

which aligns with the description in the text.

Summary: It goes against common sense. Parks are public facilities, and it is unusual to charge for 

using basic amenities like benches.

Figure 8: Rationales of Case 4, which is a fake news.
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News content: A swarm of crayfish washed ashore, turning the seawater red in New Zealand. 

According to foreign media reports, recent sightings by residents near Dunedin on the Otago 

Peninsula revealed waters that were vividly red. Upon closer inspection, an astonishing number of 

crayfish was found, washed ashore by the tides.

Common-sense analysis: The news content aligns with common sense, as it is a possible natural 

phenomenon for crayfish swarms to be washed ashore, turning the seawater red.

Image-text coherence: The news and the image confirm each other. The image shows a red area in 

the seawater, which aligns with the description in the news of crayfish swarms being washed ashore, 

causing the water to turn red.

Summary: None.

Figure 9: Rationales of Case 5, which is a real news.

News content: According to French media, a series of shootings occurred on the evening of 

November 13th at locations including the Bataclan Theatre and a restaurant in Paris, and an 

explosion took place near the Stade de France. At least 60 people were killed, and it is estimated that 

several hundred hostages were taken inside the Bataclan Theatre. French President François 

Hollande said this was an unprecedented terrorist attack in France and declared a nationwide state 

of emergency.

Common-sense analysis: The news content aligns with common sense and logic, following 

scientific and logical principles. A state of emergency is a special measure taken by the government 

in response to major crises, and France declaring a nationwide state of emergency after a severe 

terrorist attack is a reasonable response.

Image-text coherence: The image shows a scene outside a stadium, with a large crowd gathering, 

which aligns with the explosion incident near the Stade de France mentioned in the news. The scene 

in the image may be depicting the event described in the news.

Summary: None.

Figure 10: Rationales of Case 6, which is a real news.
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