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Figure 1: Extreme super-resolution of photorealistic images by CoZ with up to 64× magnification
(top) and 256× magnification (bottom). Fine details such as textures on a wall, wrinkles on a flag,
and leaf veins are clearly seen.

Abstract

Modern single-image super-resolution (SISR) models deliver photo-realistic results
at the scale factors on which they are trained, but collapse when asked to magnify
far beyond that regime. We address this scalability bottleneck with Chain-of-Zoom
(CoZ), a model-agnostic framework that factorizes SISR into an autoregressive
chain of intermediate scale-states with multi-scale-aware prompts. CoZ repeat-
edly re-uses a backbone SR model, decomposing the conditional probability into
tractable sub-problems to achieve extreme resolutions without additional training.
Because visual cues diminish at high magnifications, we augment each zoom
step with multi-scale-aware text prompts generated by a vision-language model
(VLM). The prompt extractor itself is fine-tuned using Generalized Reward Policy
Optimization (GRPO) with a critic VLM, aligning text guidance towards human
preference. Experiments show that a standard 4× diffusion SR model wrapped in
CoZ attains beyond 256× enlargement with high perceptual quality and fidelity.
Project Page: https://bryanswkim.github.io/chain-of-zoom/.
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1 Introduction

The field of generative modeling has witnessed remarkable progress, enabling the synthesis of highly
realistic data across various modalities, including images, text, and audio. A key application benefiting
from these advancements is single-image super-resolution (SISR), which aims to reconstruct high-
resolution (HR) details from a low-resolution (LR) input image. Super-resolution is a problem of core
interest for effectively bridging the gap between low-cost imaging sensors and high-fidelity visual
information; its usages range from enhancing consumer photographs and legacy media to improving
critical details in medical imaging, satellite surveillance, and scientific visualization [2, 29, 31, 41, 44].
The standard approach to SISR is based on the posterior probability distribution:

p(xH | xL) (1)

where the goal is to sample a plausible HR image xH for a given input LR image xL. However,
the mapping from xL to xH is highly complex and fundamentally ill-posed: a single LR image can
correspond to a multitude of plausible HR images. This makes directly modeling the distribution
extremely challenging for large magnification factors, and early attempts relying on interpolation or
regression often produced blurry results [11, 14, 20, 51]. Recent emergence of powerful generative
models (e.g., diffusion-based models) has led to significant advancement in this task, providing
strong generative priors over natural images that enable the synthesis of realistic textures and details
consistent with the low-resolution input.

Specifically, existing methods leveraging such generative priors largely fall into two categories.
One line of work frames SR as an inverse problem, utilizing a pre-trained generative model as a
prior during inference time to find a realistic HR image consistent with the LR input [6–9, 21, 22].
While such inverse problem-solving methods benefit from being training-free, they typically require
lengthy iterative optimization or sampling processes at inference time to enforce data consistency
(i.e., ensuring the downsampled HR prediction matches the original LR input), making them compu-
tationally expensive. Another line of work aims to incorporate this data consistency directly into the
model’s training objective, thereby enabling much faster inference [32, 43, 48, 49, 55, 56]. Modern
state-of-the-art models within this category are capable of producing high-quality super-resolved
images, even in a single inference step [48, 56].

However, these fast, trained super-resolution models suffer from a significant limitation: they are
inherently upper-bounded by their training configuration and tend to collapse when presented with
inputs requiring magnification beyond what they were trained on [23, 25, 58]. This failure occurs
because the model’s internal representations and learned restoration functions are tightly coupled to
the specific scale and degradation seen during training [35]. Applying it outside this domain violates
its learned assumptions, leading to severe artifacts, blurry outputs, or a complete failure to generate
meaningful high-frequency details [12, 14, 20]. This lack of robustness severely restricts the practical
applicability of these otherwise powerful models, demanding new models to be trained when the
desired magnification factor exceeds what can be currently provided, which is highly inefficient.

In this work, we therefore propose to solve a fundamental question: How can we effectively utilize
super-resolution models to explore much higher resolutions than they were originally trained for?
Solving this question is critical in that it addresses the practical need for flexible and arbitrary-scale
super-resolution, allowing users to magnify images to desired levels without being constrained by
model training specifics. Furthermore, training models for extremely high magnification factors (e.g.,
16x, 32x) directly is often computationally prohibitive due to memory and time constraints [46].
Enabling the extension of existing, well-trained models (e.g., 4x SR models) to higher factors offers a
significantly more resource-efficient pathway to achieving extreme resolutions.

To address these fundamental challenges, we present Chain-of-Zoom (CoZ), a novel framework for
achieving extreme-resolution image generation beyond the training configurations of conventional
super-resolution models. Specifically, we introduce intermediate scale-state modeling to bridge the
gap between a low-resolution (LR) input and a high-resolution (HR) target image. These intermediate
scale-states enable the decomposition of the conditional distribution in Eq. (1) into a series of
tractable components, forming the basis of a scale-level autoregressive (AR) framework. Within
this framework, models can progressively generate high-quality images at resolutions previously
considered unattainable. In particular, building on the scale-level AR-2 model, we further propose a
multi-scale-aware prompt extraction technique. This approach leverages Vision-Language Models
(VLMs) to extract descriptive text prompts by attending to multiple scale-states throughout the
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Figure 2: (a) Conventional SR. When an SR backbone trained for a fixed up-scale factor (e.g., 4×)
is pushed to much larger magnifications beyond its training regime, blur and artifacts are produced.
(b) Chain-of-Zoom (ours). Starting from an LR input, a pretrained VLM generates a descriptive
prompt, which—together with the image—is fed to the same SR backbone to yield the next HR
scale-state. This prompt-and-upscale cycle is repeated, allowing a single off-the-shelf model to climb
to extreme resolutions (16×–256×) while preserving sharp detail and semantic fidelity.

zooming process, enabling semantically aligned and coherent super-resolution. This is from the
observation that at extreme resolutions, conditioning provided by the original signal xL becomes
insufficient, thus leading to unreasonable hallucinations by the SR model in cases.

Furthermore, to obtain text prompts of even richer detail that aligns with human preference, we
fine-tune the prompt-extraction VLM under a novel RLHF pipeline leveraging GRPO [34]. A core
part of this pipeline is the utilization of a critic VLM to score the outputs of the prompt extraction
VLM, thus guiding it to produce prompts more aligned to human preference. Incorporated into the
CoZ framework, our final VLM model successfully guides the super-resolution process towards
reasonable high-quality results.

In summary, our contributions are as follows:

• We present Chain-of-Zoom, a scale-level autoregressive framework that decomposes super-
resolution into a sequence of intermediate scale-states and multi-scale-aware prompts,
enabling any existing SR model to reach much higher magnifications without retraining.

• We propose a novel RL pipeline for tuning prompt-extraction VLMs with GRPO. This
pipeline incorporates appropriate reward functions and a critic reward model to endue
multi-scale aware reasoning capabilities to the prompt-extraction VLM.

2 Related Work

Multi-Scale Image Generation and Super-Resolution. Unconditional multi-scale generators syn-
thesize ever-larger images by passing coarse outputs through successive refinement stages. Cascaded
Diffusion Models [17] pioneer this coarse-to-fine pipeline, while AnyresGAN [3], Scalespace-
GAN [47], Generative Powers of Ten [45], ZoomLDM [53], and Make-a-Cheap-Scaling [16] share
weights across latent zoom levels to reach megapixel resolutions. Because they are generation-based,
these methods do not enforce consistency with a given low-resolution input. For true SR, PULSE [27]
searches a GAN latent space, and Zoomed In, Diffused Out [28] alternates diffusion denoising with
explicit up-sampling, but both do not explore extreme resolutions as in this work.

Autoregressive Factorizations. Classic autoregressive models such as PixelCNN, PixelRNN [39, 40]
and VAR [38] predict spatial tokens sequentially within a fixed resolution. Pixel Recursive SR [10]
extends this to super-resolution by autoregressing over pixels after each enlargement—effective
for small factors but computationally prohibitive at extreme scales. The proposed CoZ instead
autoregresses over scale-states: we factorize p(xH | xL) into a tractable sequence of intermediate
zoom distributions, enabling arbitrarily high magnifications without retraining at every factor.
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Diffusion-Based Super-Resolution. Diffusion models have become the de-facto approach for
high-fidelity SISR. SR3 [32] first denoised noisy HR guesses into realistic outputs with diffusion
models. StableSR [43] reuses a diffusion prior for faster convergence, and prompt-aware variants (e.g.,
SeeSR [49], SUPIR [55]) add textual conditioning to bolster semantic faithfulness. OSEDiff [48]
distills the multi-step chain into a one-step denoising. Because of its accuracy and efficiency, we adopt
OSEDiff as the backbone SR module in our CoZ demonstrations. However, CoZ is model-agnostic:
the same scaling strategy can wrap any existing text-guided diffusion (or non-diffusion) SR network.

RL for Vision–Language Guidance. Reinforcement learning with human feedback (RLHF) is
now widely used to align VLM behaviour with user preference. Early vision-grounded efforts such
as LLaVA-RLHF [36] and LLaVACritic [50] employ reward models or critic networks to refine
image-conditioned dialogue. Generalized Reward Policy Optimization (GRPO) was introduced by
Shao et al. [34] as a policy-space alternative to PPO [33]. GRPO has since been adopted in vision
tasks outside SR: Seg-Zero [26] uses GRPO to train VLMs for open-set semantic segmentation,
while MetaSpatial [30] applies it to 3-D spatial reasoning in virtual environments. Building on these
precedents, we are the first to bring GRPO to prompt-extraction in super-resolution. Our pipeline
fine-tunes a prompt-extraction VLM with a composite reward objective unexplored in prior SR work.

3 Chain-of-Zoom

3.1 Intermediate Scale-State Modeling

In the CoZ framework, we propose to bridge the gap between a target HR image xH ∈ Rdn and
an input LR image xL ∈ Rd0 by introducing intermediate scale-states xi ∈ Rdi . Suppose that an
image generative process is modeled as a sequence (x0,x1, ...,xn) where x0 := xL, xn := xH ,
and consecutive states have dimension ratio s (i.e. di = sdi−1) larger than 1. Under the Markov
assumption, the joint distribution could be modeled as p(x0,x1, ...,xn) = p(x0)

∏n
i=1 p(xi|xi−1).

However, if the model follows a Markov chain structure, relying solely on the transition probability
p(xi|xi−1) leads to loss of high-frequency details as n increases (see Fig. 3). Inspired by recent work
in inverse problems [8, 21] that demonstrate the effectiveness of text embeddings in reducing the
solution space and improving super-resolution between consecutive scales, we therefore introduce
latent variables ci through text embeddings. The text prompt extraction supplements information of
the overall zoom process.

Importantly, to reduce hallucinations caused by incorrect text guidance across scale, we find that
multi-scale aware text extraction is necessary by feeding xi−1 and the coarser state xi−2 in prompt
generation, leading to the conditional probability for the prompt:

pϕ(ci | xi−1,xi−2). (2)
Therefore, instead of using the Markov assumption, we propose AR-2 modeling of the image
generative process with multi-scale-aware prompts as latent variables:

p(x0,x1, ...,xn) = p(x0,x1)

n∏
i=2

p(xi|xi−1,xi−2), (3)

p(xi|xi−1,xi−2) =

∫
p(xi|xi−1,xi−2, ci)p(ci|xi−1,xi−2)dci. (4)

Then, the joint distribution of the sequence (x0, c1,x1, ..., cn,xn) is expressed as follows:
Proposition 1. Given a sequence of scale-states xi that follows a AR-2 structure and latent variables
ci that satisfy Eq. (2), the joint distribution is expressed as

p(x0, c1,x1, ..., cn,xn) = p(x0, c1,x1)

n∏
i=2

p(xi|xi−1,xi−2, ci)p(ci|xi−1,xi−2). (5)

Now, our objective function is maximizing the likelihood of the entire joint distribution of xi and ci.
Taking the logarithm of Eq. (5), we get the objective function to be maximized:

L = log p(x0, c1,x1)︸ ︷︷ ︸
Linit

+

n∑
i=2

log p(xi|xi−1,xi−2, ci)︸ ︷︷ ︸
LSR

+

n∑
i=2

log p(ci|xi−1,xi−2)︸ ︷︷ ︸
LVLM

(6)

where Linit represents the initial super-resolution step.
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Figure 3: Significance of proposed multi-scale-aware prompts: (a) Null prompt: coarse structure
is retained, but high-frequency details are smoothed out. (b) DAPE prompt: inserting text from
a degradation-aware prompt extractor (DAPE) helps, yet the images lack intricate detail at large
magnifications. (c) VLM-generated prompts (ours): multi-scale prompts extracted by a VLM steer
the SR backbone to synthesize realistic textures and crisp details.

3.2 Training Objective

The additive structure of the components in Eq. (6) allows for the independent optimization of each
term. We achieve this via next xi prediction and next ci prediction, using parameterized models θ
and ϕ, respectively.

Next xi prediction. The training objective LSR represents the likelihood of xi given previ-
ous scale-states xi−1,xi−2 and description ci for xi. Under the assumption that the distribu-
tion p(xi|xi−1,xi−2, ci) := N (xi; fθ(xi−1,xi−2, ci), σ

2I) is Gaussian, where the parameterized
model fθ predicts the conditional mean of the distribution, the likelihood of xi is equivalent to

log p(xi|xi−1,xi−2, ci) = −
1

2σ2
∥xi − fθ(xi−1,xi−2, ci)∥2 + C (7)

where C = −di

2 log(2πσ2). To reduce the computational complexity of training fθ, our key idea is
that its dependency to xi−2 is only through the multi-scale-aware prompt, i.e. ci = ci(xi−1,xi−2),
leading to fθ(xi−1,xi−2, ci) = fθ(xi−1, ci(xi−1,xi−2)). Maximizing the simplified likelihood
thus reduces to minimizing the mean-squared error (MSE) between the predicted HR patch from
xi−1 and the ground truth—precisely the loss most SR backbones are already trained with. In this
work, we perform experiments with a backbone SR model trained via settings in Sec. 4.1, yet our
framework is model-agnostic.

Next ci prediction. Recall that the dependency to the xi−2 in AR-2 model is through the multi-
scale aware prompt extraction, which supplements information of the overall zoom process and
reduces hallucinations caused by incorrect text guidance. For a single zoom step i, the prompt
ci = (ci,1, · · · , ci,Ti

) is a token sequence conditioned on the current and previous image, i.e.
xi−1,xi−2. Modern VLMs model this distribution autoregressively:

pϕ(ci | xi−1,xi−2) =

Ti∏
t=1

pϕ(ci,t | xi−1, ,xi−2, ci,<t) (8)

where ci,<t = (ci,1, · · · , ci,t−1). Maximizing the log-likelihood log pϕ(ci | xi−1,xi−2) therefore
amounts to minimizing the negative log-likelihood (cross-entropy) for each token:

L(i)
VLM = − log pϕ(ci | xi−1,xi−2) = −

Ti∑
t=1

log pϕ(ci,t | xi−1,xi−2, ci,<t). (9)
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Figure 4: GRPO Training Framework. At every zoom step, multi-scale image crops are fed to the
base VLM, which generates candidate prompts after perceiving input images. A critic VLM scores
the prompt for semantic quality, while phrase-exclusion and repetition penalties enforce conciseness
and relevance. The weighted sum of these rewards forms the GRPO signal that iteratively fine-tunes
the base VLM, steering it towards prompts that best guide extreme-scale super-resolution.

Eq. (9) is exactly the standard next-token cross-entropy loss used to pre-train modern VLMs; hence
our framework can employ any off-the-shelf VLM whose weights already maximize this objective.

Inference. Given pre-trained parameterized models θ and ϕ, the sequence (x0, c1, x1, ..., cn,
xn) can be generated recursively. Starting from the low-resolution image xL = x0, a description
for the next scale, c1 ∼ pϕ(c1 | x0), is first sampled. Then, the next scale state is generated by
sampling x1 ∼ pθ(x1 | x0, c1). For subsequent steps, the description at scale i is sampled as ci ∼
pϕ(ci | xi−1,xi−2), followed by sampling the image at that scale as xi ∼ pθ(xi | xi−1,xi−2, ci).
This sequential sampling process generates specific, plausible high-resolution outputs xn without
needing to model the full marginal distribution p(x0, ...,xn) explicitly. When using SR backbone
models that require input and output dimensions to be identical (e.g., Stable-diffusion-based SR
models [43, 48, 49, 55]), a fixed-size window is cropped from the HR image and resized to the
required dimension. Thus, super-resolution operates in local regions, and achieving outputs of entire
images would require multiple runs of CoZ.

3.3 Training Multi-Scale-Aware Prompt Extraction using RL

At extreme magnification factors, the visual evidence in the input image becomes extremely sparse,
causing the SR backbone model to rely more heavily on text prompts. To curb the ensuing drift
towards implausible high-frequency hallucinations, we fine-tune the prompt-extraction VLM so that
its textual guidance aligns with human aesthetic and semantic preferences. Our fine-tuning pipeline
(Fig. 4) adopts Generalized Reward Policy Optimization (GRPO). For each zoom step i, the VLM
receives multi-scale image crops (xi−2,xi−1) and produces a candidate prompt ci. The prompt is
scored by a set of task-specific reward functions, and the weighted sum R(ci) drives the GRPO update
to align the VLM prompts with human preference. The overall reward R(ci) is a weighted sum of
three components, each targeting a distinct failure mode observed during preliminary experiments:

R(ci) = wcritic Rcritic + wphrase Rphrase + wrep Rrep (10)

Critic Preference Reward (Rcritic). A stronger vision–language critic VLM judges the candidate
prompt in the context of the input multi-scale image crops and assigns a raw score in [0, 100]. We
linearly rescale this score to [0, 1] and treat it as a proxy for human preference, thereby imbuing the
prompt-extraction VLM with the critic VLM’s higher-level semantic priors.

Phrase-Exclusion Reward (Rphrase). Multi-image conditioning occasionally leads the prompt-
extraction VLM to emit viewpoint markers such as “first image” or “second image,” which are
meaningless to the downstream SR model. We therefore issue a reward of 1 if none of a predefined
blacklist of such phrases appear, and 0 otherwise.

Repetition Penalty (Rrep). Following Yeo et al. [54], we compute the fraction of repeated n-grams
in the prompt and give a negative reward (down to −1) for a higher repetition ratio.
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Figure 5: Qualitative Results. For each input image, super-resolution is performed on different
magnifications with various methods: (a) Nearest neighbor interpolation; (b) One-step direct SR
with the backbone SR model; (c-e) Variants of CoZ with different text prompts. The CoZ framework
shows significantly better performance at large magnifications. Furthermore, using CoZ with VLM
prompts assists the SR model in generating realistic details without hallucinations.

4 Experiments

4.1 Experimental Settings

We adopt the setup of prior work [49, 48] and train OSEDiff [48] as the backbone SR model with
the LSDIR [24] dataset and 10K images from FFHQ [18]. We use Stable Diffusion 3.0 [13] as
the backbone diffusion model and adopt a coarse-to-fine training strategy: first training on random
degradation, and then training specifically for 4× magnifications. Text guidance is provided by
Degradation-Aware Prompt Extractor (DAPE) [49] as the naive prompt extractor, while Qwen2.5-VL-
3B-Instruct [37] is used as the prompt-extraction VLM. RLHF training with GRPO is performed with
InternVL2.5-8B [5] as the critic VLM. The same dataset used for training the backbone SR model is
also used for GRPO training, and weights are given as: wcritic = 1.0, wphrase = 0.5, wrep = 0.5.

Evaluation is performed on the training datasets of DIV2K [1] and DIV8K [15], consisting of 800
images and 1500 images, respectively. Each image is resized and center-cropped to resolution of
512× 512 to be input to the SR model. For four recursions, the HR image of the previous zoom is
center-cropped and resized by a scale of 4 back to the resolution of 512× 512.

4.2 Comparison Results

We perform comparison across four recursions for various methods. Specifically, we compare
between nearest neighbor interpolation, direct magnification via one-step SR, and three versions of
the proposed CoZ leveraging different prompts (i.e., Null, DAPE, VLM).

Qualitative Comparison. Qualitative results in Fig. 5 show that nearest neighbor interpolation and
one-step direct SR fall off at higher scales, while CoZ variants produce images of better quality. Thus,
incorporating VLM prompts helps overcome the sparsity of the original input signal.
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Table 1: Quantitative comparison on no-reference metrics. Bold: best, Underline: second-best.

DIV2K DIV8K
Scale Method NIQE↓ MUSIQ↑ MANIQA↑ CLIPIQA↑ NIQE↓ MUSIQ↑ MANIQA↑ CLIPIQA↑
4× NN Interpolation 12.1252 39.96 0.3396 0.2630 13.1984 40.26 0.3472 0.2672

Direct SR 4.7320 67.00 0.6344 0.7005 4.8631 66.29 0.6359 0.6946
CoZ (Null) 4.7706 66.99 0.6309 0.6977 4.9011 66.23 0.6325 0.6897
CoZ (DAPE) 4.7312 67.01 0.6344 0.7004 4.8607 66.29 0.6359 0.6946
CoZ (VLM) 4.6572 67.10 0.6360 0.7017 4.8099 66.37 0.6370 0.6953

16× NN Interpolation 22.1215 24.01 0.3378 0.2346 22.2744 24.94 0.3465 0.2585
Direct SR 7.2183 51.25 0.5406 0.6080 7.5855 50.17 0.5473 0.6035
CoZ (Null) 6.5016 59.19 0.5859 0.6686 6.7898 58.04 0.5881 0.6618
CoZ (DAPE) 6.5456 58.83 0.5946 0.6609 6.8607 57.79 0.5964 0.6628
CoZ (VLM) 6.3957 58.81 0.5970 0.6574 6.6500 57.99 0.6006 0.6615

64× NN Interpolation 27.4051 37.69 0.3803 0.3690 27.7533 37.13 0.3861 0.3837
Direct SR 16.5915 22.54 0.3995 0.4309 16.5874 22.97 0.4069 0.4451
CoZ (Null) 8.3500 51.82 0.5627 0.6305 8.5694 50.96 0.5638 0.6240
CoZ (DAPE) 8.6598 51.77 0.5726 0.6262 8.7669 50.40 0.5714 0.6274
CoZ (VLM) 8.2335 52.13 0.5788 0.6315 8.2992 51.20 0.5787 0.6282

256× NN Interpolation 34.8461 27.01 0.4179 0.5259 37.2612 26.98 0.4184 0.5299
Direct SR 16.1749 28.89 0.4470 0.5196 15.8667 28.90 0.4464 0.5256
CoZ (Null) 10.0456 46.28 0.5510 0.5857 10.0630 46.56 0.5479 0.5899
CoZ (DAPE) 10.4569 46.22 0.5564 0.5889 10.2788 45.81 0.5535 0.5984
CoZ (VLM) 9.8260 47.83 0.5692 0.5986 9.6405 47.25 0.5646 0.6041

Quantitative Comparison. Quantitative results are given in Tab. 1. Due to the non-availability
of ground-truth images for 256× magnifications, we follow [27] and evaluate performance on
no-reference perceptual metrics. Specifically, we use the metrics NIQE [57], MUSIQ [19], MANIQA-
pipal [52], CLIPIQA [42] for a thorough evaluation. At low scales (i.e., Scale 4×), difference between
methods is minimal, but at high scales (i.e., Scales 64×, 256×) the proposed framework shows
consistently better performance. Furthermore, prompts by DAPE show comparable performance at
low scales but fall off at higher scales, while VLM-generated prompts exhibit significantly better
performance, supporting our claim that prompt-extraction by VLMs make up for the deficient visual
conditioning provided by the initial image.

Quantitative Comparison with Baseline Methods. In Tab. 2, we further provide quantitative
comparison with baseline methods: arbitrary-scale SR methods (LIIF [4]) and direct super-resolution
of diffusion-based SR methods (SeeSR [49], S3Diff [56]). All three baselines show greatly degraded
performance at high magnifications. For the case of S3Diff, we additionally show quantitative
results for applying CoZ to the pretrained, freely accessible S3Diff, leveraging our multi-scale aware
GRPO fine-tuned VLM. All results clearly confirm the significant performance improvement by CoZ.
Additional results for performing CoZ with OSEDiff leveraging the Stable Diffusion v2.1 backbone
is provided in Appendix E.

4.3 GRPO for VLM

GRPO Training. Reward graphs for training the prompt-extraction VLM with different critic
VLMs are shown in Fig. 6 and Fig. 7. When using InternVL2.5-8B [5] as the critic VLM, phrase
exclusion reward and repetition penalty converge to 1.00 and 0.00 (respectively) in the early stages of
training, while the critic reward increases gradually throughout the training process. Similar trends
are observed when using Qwen2.5-VL-7B-Instruct [37] as the critic VLM, proving the robustness of
our method. Additional quantitative results for this case is provided in Appendix F.

Preference Alignment. Using an off-the-shelf VLM for prompt-extraction can cause unwanted
hallucinations to occur in the zoom process. An example case is shown in Fig. 8 (Top), where the
off-the-shelf VLM generates improper prompts due to insufficient knowledge of the initial image at
high magnifications. By inducing the VLM to generate multi-scale-aware prompts by conditioning
on (xi−1,xi−2), we can produce more suitable prompts Fig. 8 (Middle). Finally, using the VLM
fine-tuned with GRPO we can produce high-quality samples while reducing unwanted hallucinations
as in Fig. 8 (Bottom). We further prove that the VLM after undergoing GRPO training is better
aligned with human preference through user study. For this, we follow prior work [27], and perform a
MOS (mean-opinion-score) test on various samples. Results and details are included in Appendix D.
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Figure 6: Reward graphs of using InternVL2.5-8B as the critic VLM, evaluated on a validation set.
Values for Critic Reward, Phrase Exclusion Reward, Repetition Penalty, and Total Reward increase
throughout the training process.

0 2500 5000 7500 10000
Step

0.60

0.65

0.70

0.75

0.80

0.85

0.90

Critic Reward

0 2500 5000 7500 10000
Step

0.95

0.96

0.97

0.98

0.99

1.00
Phrase Exclusion Reward

0 2500 5000 7500 10000
Step

0.12

0.10

0.08

0.06

0.04

0.02

Repetition Penalty

0 2500 5000 7500 10000
Step

1.05

1.10

1.15

1.20

1.25

1.30

1.35

1.40
Total Reward

Figure 7: Reward graphs of using Qwen2.5-VL-7B-Instruct as the critic VLM, evaluated on a
validation set. Values for Critic Reward, Phrase Exclusion Reward, Repetition Penalty, and Total
Reward increase throughout the training process.

Figure 8: RLHF training with GRPO assists the prompt-extraction VLM in creating meaningful
prompts for accurate guidance. (Top) Base VLM: generating prompts only from the LR input causes
unwanted hallucinations as shown by the incorrect prompts; (Middle) Multi-scale image prompts
are helpful at low scales (e.g., accurate prompt of "dog, stick, water, ...") but fail at high scales;
(Bottom) VLM aligned with human preference guides samples with improved text guidance.
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Table 2: Quantitative comparison with baseline methods. Best, Second-Best.

DIV2K DIV8K
Scale Method NIQE↓ MUSIQ↑ MANIQA↑ CLIPIQA↑ NIQE↓ MUSIQ↑ MANIQA↑ CLIPIQA↑
4× LIIF 6.6210 57.47 0.5456 0.4587 6.8050 55.52 0.5386 0.4545

SeeSR 5.5208 57.56 0.5387 0.5535 5.5940 55.50 0.5346 0.5385
S3Diff 4.9803 65.82 0.6361 0.6596 5.0305 64.08 0.6328 0.6481
S3Diff + CoZ 4.8637 67.18 0.6459 0.6835 4.9414 65.31 0.6405 0.6680

16× LIIF 11.4815 25.94 0.2860 0.3024 11.8734 26.73 0.2896 0.3178
SeeSR 9.6798 41.68 0.4310 0.4669 9.8865 40.02 0.4210 0.4601
S3Diff 6.7383 51.14 0.5305 0.5886 7.2399 50.32 0.5370 0.5841
S3Diff + CoZ 6.7310 56.82 0.5752 0.6168 6.8698 56.46 0.5836 0.6218

64× LIIF 16.9215 20.02 0.3451 0.4131 17.4912 20.43 0.3522 0.4250
SeeSR 16.9095 21.83 0.4106 0.4193 16.9275 22.68 0.4167 0.4309
S3Diff 16.1421 21.54 0.3893 0.4917 16.5506 22.00 0.3968 0.5089
S3Diff + CoZ 8.7770 48.90 0.5490 0.5801 8.9794 48.07 0.5560 0.5909

256× LIIF 23.8949 26.05 0.4108 0.5380 24.3300 26.01 0.4116 0.5423
SeeSR 20.9635 25.81 0.4438 0.5193 19.9628 25.94 0.4429 0.5203
S3Diff 16.7809 25.92 0.4324 0.5359 16.9952 25.91 0.4312 0.5415
S3Diff + CoZ 10.7668 43.59 0.5438 0.5570 10.5001 43.31 0.5417 0.5673

Table 3: Runtime analysis for different methods (seconds).

Scale Phase Direct SR (DAPE) CoZ (Null) CoZ (DAPE) CoZ (VLM)

4× SR 0.1467 0.1443 0.1460 0.1445
PE 0.0136 0.0000 0.0130 0.3777

16× SR 0.1462 0.2886 0.2912 0.2896
PE 0.0130 0.0000 0.0254 0.7068

64× SR 0.1462 0.4329 0.4363 0.4349
PE 0.0131 0.0000 0.0382 1.0301

256× SR 0.1462 0.5774 0.5816 0.5802
PE 0.0132 0.0000 0.0509 1.3505

4.4 Runtime Analysis

Runtime analysis for direct super-resolution and CoZ variants across varying scales (4× to 256×) is
given in Tab. 3. The average inference time required (in seconds) to apply CoZ on a single image is
evaluated on 500 images of the DIV2K dataset. We divide inference into two phases: super-resolution
(SR) and prompt extraction (PE); computational time required for each phase is analyzed accordingly.

5 Conclusion

This paper tackles the long-standing scalability gap in single-image super-resolution: state-of-the-art
models excel at their trained scale factors yet fail when asked to enlarge images far beyond that
range. Specifically, we introduced Chain-of-Zoom (CoZ), a scale-level autoregressive framework
that transforms any existing SR backbone into an extreme-magnification engine by decomposing
the LR to HR mapping into a sequence of intermediate scale-states and multi-scale-aware prompts.
CoZ is model-agnostic, requires no retraining of the base network, and thus offers a cost-effective
path up to extreme resolutions. In particular, to maintain semantic coherence as visual evidence thins
out, we leverage a multi-scale-aware prompt extractor driven by a VLM fine-tuned through a GRPO-
based RLHF pipeline. Overall, CoZ yields sharp, realistic results at extreme scales while keeping
inference efficient. By decoupling super-resolution performance from fixed training magnifications
and demonstrating the value of aligned textual guidance, our work opens new avenues for resource-
frugal image enhancement and lays a foundation for future exploration of learned zoom policies,
domain-specific reward functions, and adaptive backbone selection.

Limitation and Potential Negative Impacts. While CoZ enables extreme super-resolution with
high visual fidelity, it requires repeated application for extreme magnification, which may cause error
accumulation over iterations. Moreover, high-fidelity generation from low-resolution inputs may
raise concern regarding misinformation or unauthorized reconstruction of sensitive visual data.
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A Proofs

Proposition 1. Given a sequence of scale-states xi that follows a AR-2 structure and latent variables
ci that satisfy Eq. (2), the joint distribution is expressed as

p(x0, c1,x1, ..., cn,xn) = p(x0, c1,x1)

n∏
i=2

p(xi|xi−1,xi−2, ci)p(ci|xi−1,xi−2). (5)

Proof. By substituting Eq. (4) to Eq. (3) and expanding the base term p(x0,x1), we obtain:[∫
p(x0, c1,x1)dc1

] n∏
i=2

[∫
p(xi|xi−1,xi−2, ci)p(ci|xi−1,xi−2)dci

]

=

∫
· · ·

∫ [
p(x0, c1,x1)

n∏
i=2

p(xi|xi−1,xi−2, ci)p(ci|xi−1,xi−2)

]
dc1 · · · dcn

=

∫
· · ·

∫
p(x0, c1,x1, ..., cn,xn)dc1 · · · dcn

= p(x0, ...,xn)

This confirms the joint distribution in Eq. (5) is consistent with the marginal AR-2 process.

B Experimental Details

B.1 Model Checkpoints

We use the pretrained VLM models Qwen2.5-VL-3B-Instruct and InternVL2.5-8B, available
at https://huggingface.co/Qwen/Qwen2.5-VL-3B-Instruct and https://huggingface.
co/OpenGVLab/InternVL2_5-8B, respectively. We also use the pretrained Stable Diffusion 3.0
model available at https://huggingface.co/stabilityai/stable-diffusion-3-medium.
Evaluation is performed using the script for testing IQA (Image Quality Assessment) in https:
//github.com/cswry/OSEDiff.

B.2 User Prompts

The user prompt used for the base VLM is as follows:

The second image is a zoom-in of the first image. Based on this knowledge, what is in the
second image? Give me a set of words.

The user prompt used for the critic VLM is as follows:

First Image: <image>
Second Image: <image>
The second image is a zoom-in of the first image. Please rate the quality of the following
description on how well it describes the second image. Output only a single score between 0
and 100.
Description: <Output of Base VLM>
Rating (0-100):

B.3 Other Settings

The backbone SR model is trained based on the training scheme of OSEDiff [48], with Stable
Diffusion 3.0 as the backbone diffusion model. We train using four NVIDIA GeForce RTX 3090
GPUs with the LSDIR [24] dataset and 10K images from FFHQ [18]. Coarse-to-fine training is used:
random degradation (same setting as OSEDiff) for 25K iterations, then 4× specific upscaling for 20K
iterations. Other settings (e.g., batch size, learning rate, etc.) follow the default settings of OSEDiff.
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The VLM model is GRPO fine-tuned using four NVIDIA GeForce RTX 3090 GPUs with the LSDIR
dataset, with a train/validation split ratio of 0.01 (i.e., 849 images for validation). Specifically, the
Qwen2.5-VL-3B-Instruct model is LoRA fine-tuned (Rank: 8, Alpha: 32, Dropout: 0.05), with
two generations per prompt for 10K global steps. The SWIFT [59] infrastructure was used for this
process. Reward graphs during training for the validation set are given in Fig. 6 of the main paper.

Evaluation is performed with the code provided in [48], modified for no-reference metric evaluation.
For occasional failure cases, worst values are given for each metric (100.0 for NIQE, 0.0 for others).

C Algorithms

The following algorithms are provided:

• Algorithm 1: the main algorithm for Chain-of-Zoom inference.
• Algorithm 2: the algorithm for GRPO-based human preference alignment training of VLMs.

Algorithm 1 Chain-of-Zoom Inference
Input: Low resolution image xL, Super-resolution model pθ, VLM pϕ, Number of recursions n
Output: High resolution image xn

1: x0 ← xL

2: for i : 1→ n do
3: if i = 1 then
4: ci ← pϕ(ci|xi−1)
5: else
6: ci ← pϕ(ci|xi−1,xi−2)
7: end if
8: xi ← pθ(xi|xi−1, ci)
9: end for

Algorithm 2 GRPO-based RL Training of Prompt-Extraction VLM
Input: Base (prompt-extraction) VLM pϕ with parameters ϕ, Critic VLM Vcritic, Phrase blacklist

Bphrase for Rphrase, Number of training iterations Niter, Number of generations per prompt Ngen,
Training dataset D = {(x(j)

k−2,x
(j)
k−1)}Mj=1 of multi-scale image crop pairs

Output: Fine-tuned prompt-extraction VLM pϕ
1: for iteration t : 1→ Niter do
2: for generation g : 1→ Ngen do
3: Sample a multi-scale image pair (xi−2,xi−1) from D

4: Generate candidate prompt c(g)i ∼ pϕ(·|xi−1,xi−2)

5: scritic ← Vcritic(c
(g)
i | xi−1,xi−2) ▷ Critic VLM scores prompt, range [0, 100]

6: Rcritic ← Rescale(scritic, 0, 1) ▷ Rescale score to [0, 1]
7: Rphrase ← 1
8: for all b ∈ Bphrase do
9: if phrase b is in c

(g)
i then

10: Rphrase ← 0
11: break
12: end if
13: end for
14: Rrep ← −FractionOfRepeatedNgrams(c(g)i ) ▷ Repetition Penalty, range [−1, 0]
15: R(c

(g)
i )← wcriticRcritic + wphraseRphrase + wrepRrep ▷ Total weighted reward

16: end for
17: Â(g) ← R(c

(g)
i )− 1

Ngen

∑Ngen
n=1 R(c

(n)
i ) ▷ Group-based advantage estimation

18: Calculate LGRPO(ϕ) with estimated advantages Â(g) ▷ Detailed procedure in [34]
19: Update parameters ϕ of pϕ using GRPO policy update with LGRPO(ϕ)
20: end for
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D User Study

We further prove that GRPO fine-tuning of the VLM enhances human preference alignment by per-
forming a MOS (mean-opinion-score) test on various samples for 25 human participants. Specifically,
we compare between three different VLM prompts: (i) prompts generated from only the LR input (i.e.,
pϕ(ci | xi−1)); (ii) prompts generated from multi-scale image prompts (i.e., pϕ(ci | xi−1, xi−2));
and (iii) prompts generated after GRPO fine-tuning (i.e., pϕ(ci | xi−1, xi−2) with RL-trained ϕ).

Example questions are provided in Fig. 9. After being given a set of instructions, each user was asked
to evaluate five different sets of randomly mixed zoom sequences and five different sets of randomly
mixed text generations. Users expressed their preference from ‘Very Bad’ to ‘Very Good’, and the
preferences were converted to a score of 1 to 5. Resulting preference scores are shown in Fig. 10. We
further conduct pair-wise t-test to confirm the statistical significance of the scores.

Figure 9: Example questions used for the MOS test. (Left) Human-Preferred Image Generation.
Users were first given the instruction: ‘In this survey, several samples will be given where we zoom
into the center of the image. For each sequence of zoom, please rate how preferable the zoom is.
(i.e., If we zoom into this input image, will the images look like this sequence?)’ (Right) Human-
Preferred Text Generation. Users were first given the instruction: ‘In this section, several samples
will be given where we try to explain the center of the image. For each image, please rate how
preferable the explanation is. (i.e., Does the text explanation well explain what is in the white box?)’

Figure 10: (a) Mean opinion scores for image generation. (b) Mean opinion scores for text generation.
The scores on each bar denote the means and the error bars represent standard deviation. Significance
of scores are denoted as, *: p < 0.05, **: p < 0.01, ***: p < 0.001.
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E Additional Results for Performing CoZ with Open-Source OSEDiff

We further prove the applicability of our CoZ framework with the open-source OSEDiff [48] model
(leveraging Stable Diffusion v2.1 backbone) available at https://github.com/cswry/OSEDiff.
Quantitative comparison on DIV2K, DIV8K training datasets are provided in Tab. 4 and example qual-
itative results are provided in Fig. 11. Results show that CoZ is robust and shows good performance
when utilizing OSEDiff that leverages the Stable Diffusion v2.1 model as its backbone.

Table 4: Quantitative comparison using the open-source OSEDiff. Best, Second-Best.

DIV2K DIV8K
Scale Method NIQE↓ MUSIQ↑ MANIQA↑ CLIPIQA↑ NIQE↓ MUSIQ↑ MANIQA↑ CLIPIQA↑
4× NN Interpolation 12.1252 39.96 0.3396 0.2630 13.1984 40.26 0.3472 0.2672

Direct SR 4.7572 69.26 0.6366 0.7266 4.8659 68.16 0.6349 0.7198
CoZ (Null) 4.7295 69.34 0.6359 0.7272 4.8174 68.11 0.6332 0.7184
CoZ (DAPE) 4.7577 69.26 0.6366 0.7265 4.8662 68.16 0.6350 0.7199
CoZ (VLM) 4.7241 69.42 0.6368 0.7279 4.8437 68.31 0.6346 0.7224

16× NN Interpolation 22.1215 24.01 0.3378 0.2346 22.2744 24.94 0.3465 0.2585
Direct SR 6.9951 51.88 0.5361 0.6206 7.4394 51.65 0.5472 0.6300
CoZ (Null) 6.5369 61.86 0.5776 0.6988 6.7363 60.76 0.5842 0.6919
CoZ (DAPE) 6.5628 61.47 0.5799 0.6899 6.7985 60.58 0.5888 0.6926
CoZ (VLM) 6.5254 62.05 0.5801 0.6958 6.7348 61.11 0.5904 0.6978

64× NN Interpolation 27.4051 37.69 0.3803 0.3690 27.7533 37.13 0.3861 0.3837
Direct SR 15.6269 21.56 0.4255 0.4943 15.8252 22.02 0.4316 0.5059
CoZ (Null) 8.9369 54.46 0.5598 0.6672 8.9645 53.48 0.5643 0.6655
CoZ (DAPE) 8.8681 53.50 0.5622 0.6553 9.0221 52.76 0.5687 0.6616
CoZ (VLM) 8.8259 54.84 0.5645 0.6615 8.8553 53.84 0.5716 0.6677

256× NN Interpolation 34.8461 27.01 0.4179 0.5259 37.2612 26.98 0.4184 0.5299
Direct SR 15.6688 26.37 0.4593 0.5203 15.9510 26.17 0.4574 0.5231
CoZ (Null) 11.0907 47.14 0.5441 0.6223 11.0661 47.09 0.5439 0.6297
CoZ (DAPE) 11.0014 45.81 0.5440 0.6162 10.9251 46.50 0.5475 0.6345
CoZ (VLM) 10.8156 48.22 0.5495 0.6257 10.7086 48.25 0.5518 0.6384

Figure 11: Qualitative results for performing CoZ with the open-source OSEDiff (leveraging Stable
Diffusion v2.1 as the diffusion backbone). The GRPO fine-tuned VLM is used as the prompt extractor.
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F Using Qwen2.5-VL-7B-Instruct as the Critic VLM

Quantitative results using Qwen2.5-VL-7B-Instruct as the critic VLM is provided in Tab. 5. All
settings are identical to Tab. 1 except for choice of critic VLM.

Table 5: Quantitative results using Qwen2.5-VL-7B-Instruct as the critic VLM.

DIV2K DIV8K
Scale Method NIQE↓ MUSIQ↑ MANIQA↑ CLIPIQA↑ NIQE↓ MUSIQ↑ MANIQA↑ CLIPIQA↑
4× Direct SR 4.7320 67.00 0.6344 0.7005 4.8631 66.29 0.6359 0.6946

CoZ (VLM) 4.6546 66.89 0.6336 0.6993 4.7947 66.19 0.6349 0.6939

16× Direct SR 7.2183 51.25 0.5406 0.6080 7.5855 50.17 0.5473 0.6035
CoZ (VLM) 6.2600 58.44 0.5955 0.6520 6.5513 57.62 0.5996 0.6572

64× Direct SR 16.5915 22.54 0.3995 0.4309 16.5874 22.97 0.4069 0.4451
CoZ (VLM) 7.8554 52.12 0.5824 0.6229 8.0089 51.07 0.5826 0.6235

256× Direct SR 16.1749 28.89 0.4470 0.5196 15.8667 28.90 0.4464 0.5256
CoZ (VLM) 8.9237 48.60 0.5786 0.5948 8.8982 48.06 0.5767 0.6040

G Zooming into Overlapping Regions

Cosine similarity measurements of overlapping patches across scales are provided in Tab. 6. Specifi-
cally, for the first 500 images of the DIV2K dataset, we create overlapping patch pairs with overlapping
amounts of 50% (i.e., the right half of one patch and the left half of the other patch represent the same
region in the original image). The pixels of overlapping patches are flattened into a 1-dimensional
vector and their cosine similarity are calculated. We evaluate for patch pairs across different magnifi-
cations (multiple recursions), and observe error accumulation. Cosine similarity for non-overlapping
patches are also reported as reference. Results show that cosine similarity of overlapping patches are
high, even for the highest magnification of 256×.

Table 6: Cosine similarity for overlapping/non-overlapping regions.

Overlapping Regions Non-overlapping Regions
Scale Mean Median Minimum Mean Median Minimum

4× 0.9977 0.9982 0.9864 0.7951 0.8196 0.3077
16× 5.5208 6.6210 0.5387 0.5535 5.5940 0.5346
64× 4.9803 6.6210 0.6361 0.6596 5.0305 0.6328
256× 4.8637 6.6210 0.6459 0.6835 4.9414 0.6405

H Full Image Super-Resolution

Chain-of-Zoom can be applied to super-resolution of full images by using the same tiling method
used in prior works (e.g., SeeSR, OSEDiff). Specifically, we use tiling of VAE and tiling of latents as
described below to produce full-image super-resolution results without boundary artifacts.

1. A given LR image is resized to the target resolution and VAE encoding is done in tiles,
allowing encoding to be performed even in settings of limited GPU memory.

2. The encoded (low-resolution) latent is tiled into overlapping patches. For latent sizes of
64× 64, we find overlaps of 16 to work sufficiently well.

3. Each low-resolution patch of 64×64 passes through the super-resolution network to become
high-resolution patches, each guided by patch-specific prompts generated by the prompt-
extractor VLM. Note that this step requires multiple passes of the VLM, a computational
bottleneck to be solved by future work.

4. The output high-resolution patches are multiplied by Gaussian weights in overlapping
regions for smooth transposition between patches, and then combined to create the final
high-resolution image.

5. The whole process is repeated as scale autoregression to achieve higher resolutions.
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I Additional Qualitative Results

Additional qualitative results of extreme super-resolution by CoZ are provided below.

Figure 12: Extreme super-resolution of photorealistic images by CoZ up to 64× magnification.
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Figure 13: Extreme super-resolution of photorealistic images by CoZ up to 256× magnification.
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Figure 14: Extreme super-resolution of photorealistic images by CoZ up to 256× magnification.
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Figure 15: Extreme super-resolution of photorealistic images by CoZ up to 256× magnification.
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Figure 16: Extreme super-resolution of photorealistic images by CoZ up to 256× magnification.

24



J Example Failure Modes of VLM before Fine-Tuning

J.1 Repetition

The second image is a zoom-in of the first image. Based on this knowledge, what is in the
second image? Give me a set of words.

RESPONSES

Qwen2.5-VL-3B-Instruct fur texture orange background animal fur close-up pattern
texture orange fur texture orange fur background orange fur
texture orange fur background orange fur texture orange fur
texture orange fur texture orange fur texture orange fur texture
orange fur texture orange fur texture orange fur texture orange
fur texture orange fur texture orange fur texture orange fur ...

+ GRPO Training fur

J.2 Unwanted Phrases

The second image is a zoom-in of the first image. Based on this knowledge, what is in the
second image? Give me a set of words.

RESPONSES

Qwen2.5-VL-3B-Instruct The second image shows a close-up view of a surface with a
textured pattern. The texture appears to be a combination of
smooth and slightly raised areas, giving it a somewhat wavy or
ripple-like appearance. The color gradient ranges from a lighter
shade at the top to a darker shade at the bottom, creating a sense
of depth and dimension.

+ GRPO Training feathers
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J.3 Suboptimal Results

The second image is a zoom-in of the first image. Based on this knowledge, what is in the
second image? Give me a set of words.

RESPONSES

Qwen2.5-VL-3B-Instruct ant leg

+ GRPO Training crab claw
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: Our contributions are a scale-level autoregressive framework and a novel RL
pipeline, which are both explained in the abstract and introduction.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We have created a separated Limitations section to discuss the limitations of
our work.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]
Justification: For each of our theoretical results, we provide the assumptions we make and
provide proof, also included in the supplemental material.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We provide accurate information of datasets and models used in our exper-
iments. Experimental settings are provided both in the main paper and in supplemental
material.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We use datasets that are open to access, and specific codes are provided. We
further provide sufficient information for reproduction in the supplemental material.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Experimental settings are included in the core of the paper, and further details
are provided in the supplemental material.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: Error bars are not provided.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We provide information about the type of compute workers used for the
experiments in supplemental material.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We do not violate the NeurIPS Code of Ethics in any way.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: In the Limitations section, we also discuss the potential societal impacts of the
work performed.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
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• If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: We do not release any pretrained language models, image generators, or
scraped datasets that have a high risk for misuse; we only introduce a framework for
utilizing pretrained models.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We provide citations for the code, data, models used, and properly respect the
licenses.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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• For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: We do not provide any specific assets, but rather a framework for utilizing
pretrained models.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [Yes]
Justification: We provide the full text of instructions given to participants for user study in
the supplemental material.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: We do not perform any studies that require IRB approvals.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The core method development in this research does not involve LLMs.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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