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Abstract

Utility, as a type of basis for decision-making, serves to establish the ranking
relationship between the optimal action and other actions. Adopting the perspective
of order relations, this essay delves into an analysis of utility in both scalar and
preference forms, elucidating their appropriateness while also addressing their
limitations. The essay concludes by exploring potential pathways for the evolution
of utility forms and highlighting alternative decision-making methodologies.

1 Introduction

Utility generally measures the quality of all consequences of decision-making and serves as the
basis for decision-making [6, 7]. In economics, it is often assumed that rational decision-makers will
make choices that maximize their utility [4]. However, cognitive limitations may lead individuals to
misjudge their utility function. Despite this, individuals still strive to make optimal decisions based on
their estimated utility function, a process known as bounded rationality [17]. Furthermore, there exist
philosophical and psychological theories that support the idea that human behavioral decision-making
is often utilitarian, particularly in interpersonal or moral decision-making scenarios [12, 5, 3, 10].

The representation of utility has traditionally been categorized into two types: scalar form and
preference form [20]. Prior to comparing these two forms, it is essential to establish the role of utility,
which is to guide decision-making among several possible choices. This necessitates the establishment
of some form of order relationship for each decision, even if it is a partial order relationship. For
instance, in the context of Markov decision processes (MDP), assuming the need to determine the
next action, denoted as a, when in state s, the optimal decision can be represented as aOPT . This
implies the requirement that

u(s, ai) ⪯ u(s, aOPT ),∀i, (1)

where x ⪯ y describes y is more favored than x.

2 Scalar utility

For the current state s, a utility function u(s) is employed to map the state to real numbers. This is
the utility in scalar form. This approach is commonly utilized in economic contexts, where decision
quality is primarily evaluated based on net profit, a scalar quantity. Implicitly, this method assumes
that any gain or loss can be adequately captured by a scalar value. Does this assumption hold true in
other fields?

2.1 Is a scalar utility enough?

This issue has caused a lot of discussion, particularly following the publication of [16]. Some articles
have emerged to response to this viewpoint [9], or to critiqued it [18].

When utilizing a scalar to represent a utility function, this function effectively maps (s, a)s∈S,a∈A

to the real number set R, which comprises the total order relationship. Thus, this utility function
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establishes a total order relation for the set (s, a)s∈S,a∈A. Such a utility function can obviously meet
our requirements for utility functions (Eq. (1)). In fact, it also provides a lot of order relationships
that are not needed for our decision-making.

For instance, comparing u(s1, a1) and u(s2, a2) where s1 ̸= s2 is meaningless in decision-making,
indicating that (s, a)s∈S,a∈A ought not to possess a total order relationship. However, this does not
imply that scalar utility is flawed. On the contrary, it suggests that the expressivity of scalar utility
exceeds the requirements.

Another criticism of scalar utility is that it cannot handle multiple optimization goals, or multiple value
dimensions. However, we can combine these value dimensions to derive a scalar value for comparison.
Suppose we have N utility functions u1(s, a), u2(s, a), · · · , uN (s, a), where ui : S × A → R,∀i.
Employing multiple value dimensions for decision-making typically implies that

(s, ai) ⪯ (s, aj) ↔ (u1(s, aj), u2(s, aj), · · · , uN (s, aj)) ⪯ (u1(s, aj), u2(s, aj), · · · , uN (s, aj)).

It can be proved that there exists a utility function Uall : R
N → R, such that

(u1(s, aj), u2(s, aj), · · · , uN (s, aj)) ⪯ (u1(s, aj), u2(s, aj), · · · , uN (s, aj))

↔ Uall(u1(s, ai), u2(s, ai), · · · , uN (s, ai)) ≤ Uall(u1(s, aj), u2(s, aj), · · · , uN (s, aj)).
(2)

The key to the proof is simple. The cardinal of RN is equal to the cardinal of R:

|RN | = ℵN
1 = (2ℵ0)N = 2Nℵ0 = 2ℵ0 = ℵ1 = |R|,

so Uall doesn’t have to be a compressed mapping that breaks the order. Consequently, I believe that
the expressivity of a scalar is sufficient to represent the order relationship among a limited number of
optimization objectives.

Based on the aforementioned considerations, I believe that a scalar utility is theoretically adequate
for decision-making. However, this does not imply that the corresponding utility function is easily
attainable in practice. For instance, in decisions involving multiple value dimensions, linear weighting
is often employed to address the optimization of multiple value dimensions, which may not always
satisfy the conditions outlined for Uall in Eq. (2) 1. In a related study, [1] conducts experiments to
assess the capability of rewards to obtain “a set of acceptable behaviors", “a partial ordering over
behaviors" and “a partial ordering over trajectories".

2.2 Learn a scalar utility

Notice that I avoided using the definition of value in reinforcement learning (RL) when discussing
utility. I still have doubts about the consistency between utility and value or cumulated reward. For
some discussion, please refer to [13].

However, it is noteworthy that the majority of state-of-the-art advancements in scalar utility arise
within the RL paradigm. A plethora of related algorithms and literature exist, and detailed information
can be accessed in [2, 19, 21].

The primary training challenge in RL lies in its demand for an extensive volume of data interaction
with the environment, a process that evidently diverges from human learning and decision-making.
Additionally, RL’s ability to generalize across tasks is limited, and it responds slowly to changes in
the environment. Presently, there is no pretrained model like GPT that can offer robust performance
across all RL tasks.

In general, the learning efficiency of the RL paradigm is hindered by the scarcity of information and
the sparse nature of scalar rewards. One potential remedy involves incorporating denser supervision
signals to facilitate the learning of utility functions, akin to imitation learning. Another approach
entails integrating common knowledge to enhance the prior of utility functions.

1Despite this, it is worth noting that linear weighting is adequate for reflecting Pareto optimality, suggesting
that it may also suffice in numerous scenarios.
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3 Preference utility

The approach offered by preference utility presents a more direct solution. Since Eq. (1) necessitates
providing the order relations of the specified state-action pairs, we can directly train a model that
outputs the order relationship between two state-action pairs, that is, a preference model.

This approach differs somewhat from preference-based reinforcement learning (PbRL), which pri-
marily centers on feedback given in the form of preferences rather than rewards. PbRL may also
make decisions by learning scalar utility functions or directly learning policies.

The utilization of preferences appears to align more closely with people’s daily decision-making
processes. In everyday decision-making, individuals may seldom explicitly convert the consequences
of each decision into quantitative measures. However, it is debatable whether people directly output
preferences through a model in many cases. Nevertheless, in decision-making scenarios that have
been repeated frequently and have become “muscle memory," such a preference model may exist.

The preference model is expressive enough. Compared with Eq. (1), it may also additionally provide
the order relationship between two non-optimal actions.

3.1 Some issues for a preference utility

One potential issue with the preference model is its potential failure to maintain the consistency
of the ordering. While it is generally assumed that actions in a specific state s always adhere to a
transmissive order relationship, this may not always be guaranteed through the preference model
alone. The classic example illustrating this challenge is the Condorcet paradox [14].

Using preference as a supervision signal circumvents potential inconsistencies between reward
and training goals, particularly in complex tasks where determining a reasonable reward can be
challenging. However, it also raises issues related to temporal credit assignment and how to handle
trajectory preferences.

4 Discussion

We can examine utility through the lens of order relations. From this standpoint, both scalar and
preference forms of utility exhibit sufficient expressivity to represent utility and can generate order
relations that surpass what we need. While this over-qualification brings practical convenience, it is
important to investigate whether it amplifies the complexity of model learning. Is it conceivable for us
to devise a simplified form of utility that only needs to satisfy the minimum requirements (Eq. (1))?
Could this utility be easier to learn?

I believe that utility is not the sole basis for human decision-making. Its prominence in current
decision-making intelligence research stems from its amenability to computational modeling. Other
approaches, such as deontology[8, 5] or contractualism [15, 11], merit further exploration.
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