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ABSTRACT

Synthetic data has gained attention for training large language models, but poor-
quality data can harm performance (see, e.g.,[Shumailov et al.|(2023); Seddik et al.
(2024)). A potential solution is data pruning, which retains only high-quality data
based on a score function (human or machine feedback). Previous work [Feng
et al.[(2024) analyzed models trained on synthetic data as sample size increases.

Using random matrix theory, we generalize this analysis and derive the perfor-
mance of a binary classifier trained on a mix of real and pruned synthetic data in
a high dimensional setting. Our findings identify conditions where synthetic data
could improve performance, focusing on the quality of the generative model and
verification strategy. We also show a smooth phase transition in synthetic label
noise, contrasting with prior works on sharp transition in infinite sample limits.
Our extensive experimental setup validates our theoretical results.

1 INTRODUCTION

The landscape of large language models (LLMs) is evolving rapidly, with a growing trend towards
training models on a combination of real and synthetic data. This synthetic data is often generated
by previously trained models (Allal et al.|[2024; Ben Allal et al.,|2024;|Abdin et al.,|2024). However,
the quality of these generators can significantly impact the performance of newly trained models,
potentially leading to model collapse (Shumailov et al., 2023, a phenomenon in which the model
drastically degrades in performance.

Model collapse has been extensively studied, both empirically (Guo et al., [2023) and theoretically
(Seddik et al., 2024)), highlighting the potential risks associated with training on synthetic data. To
mitigate these risks, researchers have proposed various strategies, including the verification of Al-
synthesized data (Feng et al., [2024)). This approach aligns with the widely adopted Reinforcement
Learning from Human Feedback (RLHF) technique (Kaufmann et al., [2023). Feng et al. (2024)
provided theoretical support for this strategy by analyzing synthetic data as Gaussian mixtures with
noisy labels, using linear binary classifiers and scalar parameters to control verifier quality. Their
findings reveal a sharp performance transition: under infinite synthetic sample size conditions, model
accuracy shifts from zero accuracy (due to errors in synthetic data and verification) to optimal
performance as these errors decrease.

While current theoretical studies primarily focus on label noise in synthetic data (Dohmatob et al.,
2024a}; |Gerstgrasser et al., [2024; [Feng et al., [2024), they often overlook potential distribution shifts
in the feature space between real and synthetic data. This gap is particularly relevant in practical
scenarios where generative models are trained on finite real data sets, potentially leading to imperfect
learning of the underlying distribution.

Our paper addresses this gap by proposing a statistical model that accounts for both distribution
shifts in the feature space and label noise. In our model, we induce distribution shifts in the feature
space by supposing that the statistics of synthetic data are empirical estimates of the underlying real
data statistics. In a finite sample size regime, these estimates may be biased, resulting in distribution
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shifts between real and synthetic data. Leveraging random matrix theory, we derive the theoretical
performance of a binary classifier trained on a mixture of real and pruned (i.e., verified) synthetic
data in a high-dimensional setting. Our analysis provides conditions under which synthetic data
improves performance, emphasizing the critical roles of the generative model’s quality and the ef-
ficacy of the synthetic data verification strategy. Lastly, we show that the sharp phase transition
phenomenon identified in (Feng et al., 2024)) in the infinite sample size limit is a particular case of a
general result, where smooth phase transitions can take place.

Summary of contributions. Our contributions are four fold:

* We introduce a statistical model for studying synthetic data that accounts for label and
feature noise, extending beyond previous models that only consider label noise.

* By leveraging random matrix theory, we characterize the performance of a binary classifier
trained on a mixture of real and synthetic data in a high-dimensional setting.

* When training only on synthetic data, we find a smooth phase transition in classifier perfor-
mance, generalizing the work of |[Feng et al.| (2024) on sharp transitions in infinite sample
size limit.

* We validate our results with extensive experiments (toy example and realistic LLM setups).

2 RELATED WORK

The use of synthesized data for model training has gained significant traction in recent years, partic-
ularly with the widespread adoption of large language models (LLMs) that rely on large amounts of
data in their training stages. Several studies have explored the impact of synthesized data on model
performance, revealing both its advantages and limitations. A primary concern is the phenomenon of
model collapse Shumailov et al.|(2023), where the iterative use of generated data for model training
results in a degradation of model quality. This issue has been explored theoretically and empirically
across multiple studies (e.g. [LeBrun et al.| (2021)); |/Alemohammad et al.| (2023)); Bohacek & Farid
(2023)); Bertrand et al.|(2023)); Jain et al.| (2024); Seddik et al.|(2024); Dohmatob et al.| (2024 atbic)).

Seddik et al.|(2024) investigated model collapse in recursive training settings, where new models are
trained on data generated by previous models. They demonstrate that recursive training on purely
synthetic data inevitably leads to performance degradation. However, they show that mixing real
and synthetic data can attenuate model collapse, though the proportion of real data must remain
high to maintain model performance. Their findings support the idea that synthesized data alone
cannot sustain model quality across iterations without a significant quantity of real data.

Gerstgrasser et al.| (2024)) argue that model collapse can be avoided entirely if data is accumulated
rather than replaced across iterations. Their empirical studies on language models, diffusion models,
and variational autoencoders indicate that accumulating both real and synthetic data helps maintain
model performance over time, breaking the recursive degradation loop that leads to collapse. Ad-
ditionally, Jain et al.| (2024])) introduced a weighted empirical risk minimization (ERM) approach to
better integrate synthetic data to the training pipeline, leading to a significant reduce in the test risk.

The most relevant work to our study is [Feng et al|(2024) where the authors examined the effects
of synthesized data on model performance in a non-recursive setting, using the concept of rein-
forcement through feedback to select high quality synthetic data. Their theoretical results, based
on Gaussian mixture models, showed that adding feedback significantly improves the robustness of
models trained on synthesized data. However, their setup assumes that only labels, not features, are
noisy. Additionally, their focus is primarily on scenarios where only the number of data points, n,
grows to infinity. Other (practical) scenarios where for instance the feature dimension, p, grows at a
fixed ratio with n are not covered.

Our work extends the Gaussian mixture model setup to include both noisy features and labels, which
is a more realistic scenario when training on synthesized data. Additionally, we consider a high-
dimensional regime where both p and n grow to infinity with a fixed ratio, a setup often used in
Random Matrix Theory (RMT). This allows us to study the interaction between feature dimension,
pruner error, and data size in a more comprehensive manner. Our approach also accounts for the
presence of mixed data—original and synthetic—providing a more realistic framework for studying
the effect of synthetic data in practical applications.
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3 THEORETICAL SETUP

Real data. We suppose that real data consists of n p-dimensional i.i.d. vectors x1,...,x, € RP
sampled from a Gaussian mixture of two distinct isotropic clusters C; and Cy of means =y with
p € RP. Essentially, for a € {1, 2}, each data vector «; € C, has a corresponding label y; = (—1)*
and is sampled as:

x; =yip+ 2z, zi ~N(0,1,). (D

Generative model. To generate synthetic data, we consider the generative model corresponding
to maximum likelihood which consists of estimating the underlying first and second-order statistics
of the real data with their empirical estimates. In particular, we suppose that we are given a subset
7 < n of the real dataset (x;, y;)"_; on which we can estimate the statistics. This setup allows us
to model a situation where new real data samples might be available to train next-generation models
and the parameter n offers control over the generative model quality. The statistics for generating
synthetic data are therefore computed using the following estimates

R 1 n . 1 n K o
f=- Zyiwia C=- Z (yiw; — 1) (yiw; — fr) 2
i=1 i=1
Synthetic data. We consider that synthetic data is generated as m i.i.d. vectors &1, ..., T,, € RP

with corresponding (noisy) labels 91, ..., y,, = £1 such that ; € C, with true label ; = (-1
for a € {1,2} is sampled as (C; and Cs denote the synthetic clusters)

& =un+Cr%, % ~ N(0,1,), ®)

and the labels g; are generated such that P{§; = §;} = 1 — ¢ where & > 0 controls label noise.
Essentially, the quality of synthetic data depends on the sample size 7 and the label noise rate c.

In the asymptotic regime where 7 — oo with
£ — 0, we can generate synthetic samples that
follow asymptotically the exact same distribu-
tion as of the real ones, and therefore only la-
bel noise is relevant to the quality of the syn-
thetic data. However, in the regime when both
n,p — oo with £ — 7 > 0, while the es-
timation of g with fi remains consistent, the
estimation of the covariance is not. In fact, in
this regime ||C — L,|| / 0 and the eigenval-

ues of C spread in the vicinity of 1 which is
described in the limit by the Marchenko-Pastur
law (Marchenko & Pastur, [1967) as depicted in
Fig. [I] Eventually, such inconsistency in esti- Eigenvalues
mating the second moment in high dimensions
yields a distribution shift between synthetic and
real data, which might cause a drop in perfor-

Figure 1: Illustration of the Marchenko-Pastur
law: The histogram of eigenvalues of the empir-

mance when training a new model on synthetic . . . .
dat d with 1 and €. In th ind ical covariance matrix C (as per equation ) us-
ata generated with £ and ©. In the remainder, ing different values of 7. The histograms corre-

we describe precisely how the performance of spond to p = 500 and 2 = 5 x 103 (in blue) and
a simple classifier is affected in this regime. i = 5 x 10* (in red). The line plots depict the
limiting Marchenko-Pastur law. As 7 grows, the

Objective. Our goal throughout the paper is gistribution of eigenvalues shrinks towards 1.
to study the effect of synthetic data when train-

ing on a mixture of the n real and m synthetic
data described above, i.e., with the following
objective function:

I O I = .
L(w) := n+mZg(wiayi;w)"_mZQig(wivyi;w)v “)
i=1 i=1
real data synthetic data
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where £ is some convex loss function and the ¢;’s are data pruning parameters (¢; € {0, 1}), indicat-
ing whether to select or drop the i synthetic sample (&;,%;). In particular, the ¢;’s are Bernoulli
random variables conditionally on §; # ¥; or §; = ¥; (we recall that g;’s denote the true labels of
the synthetic samples) with conditional probabilities

p=Ple; =113 #u}, ¢:=Plgi=1|5 =y}, &)
which control the pruner accuracy (as discussed in (Feng et al.,2024))). As we mentioned previously,

we suppose training on n > n real data, modeling a situation where new real samples are available
with 7 controlling the generative model quality in generating faithful synthetic featuresﬂ

L?-loss. In the remainder of the paper we take ¢ to be the regularized squared loss as it allows us
to obtain a closed-form solution for the optimization problem in equation[4] hence, a more tractable
analysis. Specifically, we take (z,y; w) = (w 'z — y)? + v||w||? where v > 0 is a regularisation

parameter, which yields the following closed-form solution

1 1 -t
= —QX = [ =XXT +4I : 6
w=QXy, Q ( N +7 p) (6)
where N = n + m, the matrix X = (x1,...,%n, (181, -, ¢mEm) € RP*N is the concatenation
of both real and (pruned) synthetic features, and the vector y = (Y1, ..., Yn, U1, .-, ¥m) € RV is

the concatenation of real and (noisy) synthetic labels.

4 MAIN RESULTS

In this section, we present and discuss the main results obtained through the analysis of the classifier
model defined in equation [} We start by specifying the supposed growth rate assumptions.

Assumption 4.1 (Growth Rate). We consider a high-dimensional regime where p,n,n, m — o0
and we recall N = n + m such that:

D2 nel0,0), 2)2—=hel0,0), 3L —-mel01] 4) |lpll = O1).

Role of the assumptions. The above assumptions are central to understanding the nuances be-
tween real and synthetic data (as constructed above) in a high-dimensional regime. Essentially,

* Assumptions 1), 2), and 3) define the scaling of data dimension p and the different sam-
ple sizes (n real data, m synthetic data, and 7 real samples used to train the generative
model). In particular, we suppose that all these dimensions scale linearly relative to each
other, which corresponds to the classical RMT regime. This setting is more general than
the infinite sample size regime in the sense that the former can be recovered by taking
n,n — 0. Specifically, the parameter 7 controls the generative model quality, where lower
values indicate better generative model quality. Plus, the parameter 7 corresponds to the
proportion of the real samples in the data mixture. For instance, 7 = 0 models a setting
where the training is done only on synthetic samples, and 0 < 7 < 1 highlights the fact that
the number 7 of real and m of synthetic samples are of the same order, therefore, making
our results scalable to any possible proportion 7.

* The fourth condition about the magnitude of the mean vector p reflects the fact that the
classification problem should neither be trivial (||| > 1) nor impossible (||u|| — 0) as
the dimension of data grows large. For instance, assuming ||| of order O(,/p) would not
be relevant as p — oo since the classification problem becomes trivial in this regime. We
refer the reader to (Couillet & Benaych-Georges, [2016)) for a more general formulation and
justifications of this assumption under an extended k-class Gaussian mixture model.

Having stated the main assumptions, we are now in place to present our main technical findings
on the performance of the classifier model trained on a mixture of real and synthetic data. As a
corollary, we also cover the case where the model is trained solely on synthetic data and showcase a
generalization of the result obtained by [Feng et al.[(2024).

!"Technically, our results hold irrespective of the statistical dependencies between the data used to train the
generative model in equation E] or the classifier in equation @
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Figure 2: Behavior of (4,7, d7) in terms of the ratio 2. For small ratio £, the values of 6;, 6, 05

are close to 0. (0,07, 5;) are computed by iterating the system starting from random values.

4.1 PARTIALLY SYNTHETIC: MIXTURE OF REAL AND SYNTHETIC DATA

We start by analyzing the general case of training on a mix of real and synthetic data. As we
described in the previous section, the statistics of synthetic data are empirical estimates of the ones
of real data. Under Assumption the estimation of p with f& remains consistent, while the
estimation of the underlying real data covariance (i.e., I, in our setting) with C is inconsistent as we
previously discussed. As a result, studying the theoretical performance of the classifier in equation [¢]
demands deploying tools from random matrix theory that refines the estimation of scalar quantities
depending on large random matrices. In our case, the scalar quantity of interest corresponds to the
model’s accuracy which depends on the random matrices Cand XX as per equation@

In our analysis of the classifier’s theoretical performance, we found that the effect of high-dimension
(and that of distribution shift between real and synthetic samples) is described by three scalar quan-
tities (0, 93, d,) which are defined as the unique solution of the following fixed point system which

is derived from Lemma [D.T]in the Appendix.

1— N 1 55 5r
i (57T) . s ‘ a(l—m) ) 57’ = ’ 1;597 69 - - : %)
T g+ s, T (1+85)(146,) o1 =)

5, =

33

where @ = ¢(1 — €) + pe. These quantities will be used subsequently in our results. Intuitively,
0, captures the contribution of real data, §* corresponds to the contribution of synthetic data, and
4, corresponds to the influence of the generative model. In an infinite sample size regime where
n,m,n — oo while the dimension p is kept fixed, (3,3, 0;) = (0,0,0) as per Fig. [2| while under
Assumption 4. T|these quantities are non zero yielding a counterintuitive behavior in high-dimension.
For convenience, we further define a set of scalar quantities that will prove useful in the next result.

a=Elg] =01 —-¢c)+pe, A=Elgg]=¢(1—-¢)—pe,

™ +o¢(177r) b LT a(l —n) T +)\(1—7r)
a = = CcC =
1+ 6x 146 7 7 L4+0y (14651 +63) 1+46x 1+40F
1- 1-
0 — ™ b — a(l —m)n by — a(l —m)n

(1+ 07)2hab?’ (1+02)2(1 + 09)2hab?’

a(l =) > h
hlzl—al—bg, h21<**> -
(1+0)(1+0)) b2

(1+62)2(1 +6;)*had?’

The first set of parameters («, A, a, b, ¢) pop out from the expectation of the classifier’s decision
function while the remaining quantities are related to second-order statistics. Essentially, the main
relevant quantities to our analysis are 7) and € which characterize the quality of synthetic data, with
¢ and p characterizing the verification process. In an idealized scenario, we would have ) = ¢ =0
which reflects the fact that there is no distribution shift nor label noise, while p = 1 — p = 1
corresponds to a perfect (oracle) verification process. Our main goal is to study how these param-
eters influence the classifier’s performance hence providing the conditions that make synthetic data
relevant for performance boost. The main result brought by this paper is therefore stated as follows.



Published as a conference paper at ICLR 2025

Oracle Supervision Weak Supervision
PR SN
0.7501 22t 2000 & s e —
2 A o '55’%0‘0‘“230 Pona2x 0 X N R .OV&
I . 06y @
20725
=]
3]
% 0.700
7
£ 0.675 1 %% o0 . .
e % 0%
0 205% P00 b 4
-~ \<>.»<><> 90, - 5
0.650 2 estngpet e
0.0 0.2 04 0.6 0.8 0.0 0.2 04 0.6 0.8
Proportion of Synthetic data Proportion of Synthetic data

Figure 3: Scatter plots correspond to empirical test accuracy while lines correspond to the theoretical
counterpart as per Theorem [4.2] The parameters used in this experiments are: n = 7 = 1000,
el = 0.7 and v = 1, (p,¢) = (0, 1) for Oracle supervision and (p, ») = (1,0.5) for the Weak
supervision. The parameter ¢ is variable depending on the proportion of synthetic data by taking it
equal to the misclassification error corresponding to training a classifier on synthetic data only. As
theoretically anticipated, a boost of performance is observed with synthetic data supervision while
distribution shift affects negatively the performance.

Theorem 4.2 (Theoretical performance). Let w be the Ridge classifier as defined in equation[6land
suppose that Assumptionholds. The decision function w ' x, on some (real) test sample x € C,,
with corresponding label y = (—1)® and independent of X, satisfies

w e 5 N(y-p, v—m?),

where |1 = % and
cllpl® 2, ¢ Aby 2 a1+ b
= 14+b,—b — =2 — ) (b —_
v hl(b+a||u||2)2 C( + 01 2)””’” + hy a1 + a ( +CLH/LH ) + hy

Moreover, the asymptotic test accuracy of the classifier is given by ® ((u — m2)_%m) where
1 oz 2
(I)(x) = \/? f_oo e~z dt.

Theorem [4.2] states that the decision function of the classifier in equation [f]is asymptotically equiv-
alent to the thresholding of two monovariate Gaussian random variables with respective means p
and —p and standard deviation v, where the statistics p and v are expressed in terms of the scalar
quantities defined above. Here, i represents the signal strength while v highlights the classifier’s
uncertainty or dispersion. To provide some insights into the implications of this theorem, we start
by examining it in a low-dimensional regime where p is kept fixed while n, m, 7 — oo. In this case,
we have 7,7 — 0 and 4,7, 05, 57 — 0 which yields

a=7m+all-m), b=vy=r+a(ll—-7), c=7+A1-mn),

and a; = by = by = 0 with h; = hy = 1. As such, the accuracy of the classifier increases with A,
i.e., when the synthetic labels are verified (large %) or less noisy (small €). This is in line with the
findings of |[Feng et al.| (2024) while extended by our result to training on a mix of real and synthetic
data. However, when the dimension scales linearly with the different sample sizes, the values of
dy,03,0, #» 0 yielding a lower signal strength  and higher variance v2. This highlights the fact
that in high-dimension, even if the synthetic labels are not noisy or equivalently well verified, there
is a performance drop due to the feature distribution shift between real and synthetic data.

Fig. [ depicts the empirical test accuracy and the theoretical prediction as per Theorem &.2] when
varying the proportion of synthetic data. As theoretically anticipated, adding synthetic data does
not boost the classifier’s performance unless it is verified accurately (oracle supervision versus weak
supervision). Moreover, our results show the effect of the distribution shift which heavily affects
performance in the case of weak supervision (Fig. [3|right).
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4.2 FULLY SYNTHETIC: TRAINING ON SYNTHETIC DATA

In this section, we study the fully synthetic setting which corresponds to training solely on synthetic
data (i.e. n = 0 in equation [6). For simplicity, we consider only label noise and ignore feature
noise in the synthetic data. Essentially, this allows us to exhibit the smooth phase transition of
the classifier’s accuracy in terms of label noise, which extends the result of Feng et al.| (2024).
Specifically, we obtain the following corollary of theorem 4.2

Corollary 4.3 (Performance when training only on synthetic data). Let ws be the Ridge classifier

described in equation@tmined only on synthetic data with only label noise (i.e., C = 1,). Under
Assumption the decision function w] x on a test sample © € C, with corresponding label

S

y = (—1)® and independent of X, satisfies

wlz 2 N (y-ps, vs — 12),

where
P(l—¢) —pe
fs = 5 [leell?,
of|p|? + o+ (1 + )
o Aell? ( [pf* +1 B 2(1—h)> L L=h
* h(elpl? 4 a4+ y(1+6)) \allpl?+a+(1+6) & h '
with
oy — — 2.1 4
775 - lim 27 h == ]_ — ans 9 65 = nsa @ ’Y + \/(a +fy nsa) + T]Sa/‘y.
P00 m (a+7(1+4))2 27

Corollary provides an explicit formulation
of Theorem with synthetic data only and

ignoring distribution shift (yielding an explicit 051

expression of d5). This setting provides a ’

clearer interpretation of the effect of label noise &

since the classifier’s performance is directly re- = 0.61

lated to the quantity A = ¢(1 — ¢) — pe. The g 10

breaking point of the classifier’s performance  <¢ m =

occurs at A = 0, which corresponds to the ac- 7 041 =01

curacy of random guessing, yielding to the crit- = — L =001

ical value of label noise £* = (1 + £)~'. This 024 = 2 =0.001

critical value is equivalent to the one obtained ; ; ; ; ! !
0.0 0.2 0.4 0.6 0.8 1.0

by [Feng et al.| (2024}, however, we extend their
result to the high-dimensional setting which ex-
hibits a smoother phase transition as depicted
in Fig. @] Essentially, the sharp phase transition ~Figure 4: Phase transition in terms of label noise
of [Feng et al| (2024) is covered by our result as predicted by Corollary B3] The critical value
by taking s — 0. In this sense, the predicted for ¢ is predicted at e* = (1 + %)—1. We fix p =

smooth transition better mirrors real-world sce- 100 and vary m. The remaining parameters are
narios where finite sample sizes introduce grad- ] =1, p=03and ¢ = 0.8, ie. c* =0.73.

ual changes in performance rather than abrupt
shifts. This makes our theoretical findings more
applicable and reliable for practical scenarios.

5 EXPERIMENTS

In this section, we present our experiments conducted on different real-world tasks and datasets in
order to illustrate our theoretical findings presented in the previous section.

5.1 EXPERIMENTAL SETTINGS

Amazon Reviews. We use the Amazon Reviews datasets (Blitzer et al. (2007)) which include
several binary classification tasks corresponding to positive versus negative reviews of books,



Published as a conference paper at ICLR 2025

3laj3lajajol7]#]e

Class 3 Class 2 Class 3 Class 2 Class 9 Class 0 Class 7 Class 8 Class 4

e . i
- ¥

Class 6 Class 0 Class 3 Class 3 Class 7 Class 9 Class 7 Class 8 Class 3

Figure 5: Illustration of two different generation schemes for the MNIST data. Top figure: Generat-
ing MNIST-like data samples by only estimating the mean of each class f,, for a € [10] and without
estimating the covariance matrix, i.e samples here are generated through the distribution N (4, I,,).
Bottom figure: Generating samples by estimating both the mean and covariance of each class, as of
our considered generative model defined in equation @

electronics and kitchen. We apply the standard scaler from sklearn (Pedregosa et al.,
2011) and estimate ||p¢|| with the normalized data. The synthetic data is generated following the
described generative scheme (see equation[2). We use the Ridge classifier in equation [6]for this data.

MNIST. We also conducted experiments on the MNIST (LeCun & Cortes|(2010)) dataset to illus-
trate our theoretical insights, by training a simple neural network with one-hidden layer and ReLU
activation function. Concerning the synthetic data, we used different values of 7 to generate new
samples in order to highlight the importance of the generation quality, and introduced a label noise €
to highlight the importance of the pruning. Figure[5|shows some examples of MNIST-like synthetic
data that has been generated and used in our experiments.

LLM Safety Alignment. We also investigated the impact of synthetic text data for the task of
alignment of LLMs with direct preference optimization on safety datasets, using the same approach
as in (Alamui et al.| [2024)). We finetune the Falcon 2-11B Instruct model (Malartic et al., 2024)
on n. = 5000 human data from Anthropic’s HH-RLHF dataseﬂ which correspond to real data,
while synthetic data are extracted from the PKU safe RLHF dataseﬂ which are generated using
Alpaca3-7 OBﬂ We increase the amount of synthetic data by injecting gradually five batches of
7000 samples per batch, to study the performance of the fine-tuned model as we add more synthetic
data. In this experiment, we focus only on label noise by randomly perturbing the synthetic dataset.

Each entry from the synthetic dataset includes a prompt z/), a safe response ygf) (safety-accepted

response), and a less safe response yg ) (safety-rejected response). We, therefore, perturbed this
dataset by swapping safe and less safe responses with a probability ¢ (label noise), and selecting the
prompts according to a verifier of parameters p and ¢ described earlier in this paper.

For the evaluation, we use the ALERT dataseﬂ(Tedeschi et al. (2024)) to test the safety of responses
of the finetuned model after being judged by LLama-Guard—-3-8B (Dubey et al., 2024). As in
(Alami et al. [2024), we compute the safety score as the percentage of safe answers labeled by
Llama-Guard-3-8B. We report the results in figure[8] for strong supervision (p, ¢) = (0.2,0.9)
and weak supervision (p, ¢) = (0.5,0.5) for bothe = 0.1 and ¢ = 0.5.

LLM Q&A Safety Generation. This experiment aims to evaluate the impact of synthetically
generated prompts (i.e. feature noise). To construct the generative model for this experiment, we
fine-tune an LLM (M) with supervised fine-tuning (SFT) on pairs of question-answer (Q&A) sen-
tences extracted from a safety dataset. Initially, we fine-tune M on 12k human annotated Q&A as
safe or unsafe (Ji et al., 2024), yielding a fine-tuned model on human data denoted as M}. Then,
My}, is considered as the generative model to generate a large dataset of synthetic Q&A prompts

https://huggingface.co/datasets/yimingzhang/hh-rlhf-safety
*https://huggingface.co/datasets/PKU-Alignment/PKU-SafeRLHF
‘nttps://huggingface.co/PKU-Alignment/alpaca-70b-reproduced-1lama-3
Shttps://github.com/Babelscape/ALERT /blob/master/data/alert. jsonl
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Figure 6: Results of the Amazon Reviews setting: Test Accuracy with the proportion of synthetic
data evaluated on Amazon Review Blitzer et al.|(2007) dataset. The number of real data sample used
is n = 800, the dimension is p = 400, v = 10~! and € = 0.2 (fixed). The pruning parameters are
(p, ) = (0,1) for Oracle supervision and (p, ¢) = (1, 1) for No supervision.
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Figure 7: Results of the MNIST setting: Training an NN with one hidden layer and ReL.U activa-
tion function on a mixture of real (n = 500) and varying the proportion of synthetic Gaussian data.

(around 120k samples) that were further annotated as safe/unsafe using Mist ral—Nemoﬂ and
Qwen2-7B-Instruct (Yang et al.l2024)), which incorporate a further label noise. To verify the
data, we use Llama—-Guard-3.1 (Dubey et al.,[2024). We conducted this experiment using two
LLMs (M) of different sizes (to vary the generative model quality) which are the L1ama-3.1-8B
and Gemma—-2-2B-1it (Team et al.| 2024) instruct models.

5.2 EFFECT OF LABEL NOISE

Figures [6] [7] (left plot) [8] reflect the effect of label noise. Essentially, as theoretically anticipated,
the trained models do not benefit from synthetic data unless it is accurately verified. Specifically,
in the case of weak supervision, model performance drops significantly, and the improvement from
using synthetic data is only visible with very high synthetic sample sizes. On the contrary, with
strong supervision, we observe a monotonous performance boost as the proportion of synthetic data
increases.

5.3 EFFECT OF FEATURE NOISE

In this section, we discuss the experiments related to feature noise. In Fig. [7] (right), we depict
the performance of a one-hidden layer MLP trained on a mix of real and synthetic MNIST data
following our theoretical framework. As we can observe from the figure, the performance boost
from synthetic data heavily depends on the generative model quality as predicted by our theoretical
results. We further observe the same trend using LLMs as depicted in Fig. [9] where we observe
that the synthetic data generated by L1lama3.1-8B-Instruct yields a better performance boost
compared to Gemma-2-2B-it as we increase the amount of synthetic samples, which means

®https://mistral.ai/news/mistral-nemo/
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Figure 8: Results of LLM Safety Alignment: Strong supervision corresponds to (p, ¢) = (0.2,0.9)
and weak supervision to(p, ¢) = (0.5,0.5).
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Figure 9: Results of LLM Q&A Safety Generation: Evaluation of two LLMs trained as pre-
sented in section |3;1'| is depicted for both (left) M= L1lama3.1-8B-Instruct and (right) M=
Gemma-2-2B—-1it. The test accuracy is computed over the testing dataset extracted from |Ji et al.
(2024), with 2.8k Q&A samples. The results shown are the average over 3 runs.

that Llama3.1-8B-Instruct generates better synthetic samples (less distribution shift) than
Gemma-2-2B-it.

6 CONCLUSION AND LIMITATIONS

In this work, we conducted a comprehensive theoretical and empirical analysis of models trained
on a mixture of real and synthetic data with verification. By leveraging random matrix theory, we
identified critical factors such as distribution shifts and label noise that significantly impact model
performance. Our findings demonstrate that synthetic data can enhance model accuracy under spe-
cific conditions, particularly when the generative model is of high quality and the verification process
is accurate. Additionally, we extended previous research by showing that performance transitions
are smooth rather than sharp when synthetic data is incorporated in high-dimensional settings.

Despite these advancements, our current setting is limited to label verification of synthetic data.
Incorporating feature verification represents a promising extension for future research, which could
provide further insights into the reliability and effectiveness of synthetic data in model training.
Another possible extension of our work is to study distributions beyond the Gaussian model and
analyze how higher-order statistics can be incorporated into our current framework.

In conclusion, this work provides a foundational understanding of the conditions under which syn-
thetic data can be beneficial for model training in high-dimensional settings. By integrating both
theoretical insights and empirical validations, this study provides new insights into the effective
utilization of synthetic data, paving the way for more resilient and performant AI models.
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A USEFUL LEMMAS

Notation: For a € {1,2}, we denote by I, = {i | &; € C,}, i.e, the set of indices of vectors
belonging to class C,. Furthermore, we denote ¥ = pp' + I, = E [mmT] for x € C,, and

Sp = pppg +C

Here we will list the most useful lemmas and results used in our analysis.

A.1 GENERAL LEMMAS

Lemma A.1 (Inverse identity). For invertible matrices A and B, we have that:
A'-B!'=A1B-AB!

Lemma A.2 (Woodbury). For A € RP*P, U,V ¢ RP*% such that both A and A + UV are
invertible, we have:

(A+UV) ' =A —A U (L, + VI AT'U) ' VTAT!

A particular case of this lemma[A.2] in the case of k = 1, is called Sherman-Morisson’s identity.

Lemma A.3 (Sherman-Morisson). For A € RP*? invertible and u,v € RP, A +uv' is invertible
ifand onlyif : 1 +v" Au # 0, and:

A lypTA!
A Ty\—1 _ Afl il
(A+wuv’) 1+vTA 1y
Besides, )
A 'u
Ty—1,, _
(Aduo )= AT
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A.2 DETERMINISTIC EQUIVALENTS

Let us state here the deterministic equivalent of the resolvent matrix Q defined in the general model’s
equation (@) for any general covariance matrix C and mean g5 = Bp + pt that define the statistic
of the synthetic data, as in equation[I3]

Lemma A.4 (Deterministic equivalent of Q). Under the {.1| assumptions listed above in the main
paper, a deterministic equivalent for Q = Q(v), denoted Q, is given by:

o- <W<MJ +1,) ol -mpsn] +C) m) N

146 14 dg
where:
_.n — () tpe 6=~ T(Q), ds = L TH(CQ)
ﬂ—_n+m7 a = PE, _N ) S_N

Proof. We want to find Q such that for all bounded a, b € RP:

a’ (E[Q] - Q)b —~0
Let Q= (S + 71,)~!. We want to determine an S that satisfies the above property. We have that:

E[Q] - Q=EIQ(S ~ VV')Q] (lemmdA.1)

1 _
= ¥ 2_EQ(S —vw)Q]

1 < 1 & T~
=¥ ZE[Q(S —ziz! )Ql+ + ) EQ(S — iz )Q
] =1
_ m B qi A "T _
=¥ Z -1 +5 T Qe |Q + ;E[QS g, Qe @il 1Q
_ 1 B Y s =T1A
= WE[QS 1+ 05 Q g, xix; ]Q + (1 W)E[QS 1t 6SQ7w1$zwi ]Q
— TEIQ (S — EE Q)+ (1 - ME[Q s, (S — 2250 )q) + OV
= TR 1+5R TR 1+ 0s
Thus, it suffices to have:
g men’ +1)  all— ™) (pspy + C)
T 146 1465
to get the desired property. O

Lemma A.5 (Deterministic equivalent of QAQ). Let A € RP*P be any deterministic symmetric
semi-definite matrix. We have that:

_ _ T _ _
QAQ <~ QAQ + m Tr(EQAQ)E[QXEQ] +
Thus, we get that for A = %, and for A = X3

QXQ <~ QxQ + Tr((2Q)*)E[QXQ] +

a(l —m) o
N(1+0s)? Tr(5QAQ)E[QX5Q]

a(l—m AT A
M Tr(25QEQEQE,Q)

a(l — )
N(1+ds)?

T
N(1 +4)2

QX5Q + QZsQ + Tr(2QXsQ)E[QEQ] + Tr((25Q)*)E[QsQ]

And by denoting:

T
N(1+6)2

™

“NTNA 102

a(l —m) -

N(1+6s)? Tr(25QXQ),
a(l —) ~

m TT(@BQ) )

T((2Q)%), b=

a9 =

T _
NI+o2 Tr(X5QXQ), b2 =

h = (1 — bg)(l — al) — a2b1
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We get that:

QxQ « 171 2
Q%@ o 2QUQ+ -

“QvQ.

Proof. Recall that:

= . ( 7Z a(l —m)Xg -t
Q) = (1+5 T HIP)

Let us denote by : 8 = 7= + a(llrgizﬂ ,so that: Q = (S +11,) "
We have that:

E[QAQ] = E[QAQ] +E[(Q - Q)AQ]
QE[AQ] +E[(Q — Q)AQ]

Q (E[AQ] +E[A(Q - Q)]) +E[(Q - Q)AQ]

= QAQ+E[(Q-Q)AQ]
= QAQ +E[Q <s — ;[VVT) AQ]

= QAQ +E[QSQAQ] — — ZE Quivy QAQ]
= QAQ +E[QSQAQ] - wE[sz { QAQ] — (1 - mME[Qq#:&; QAQ]

And we have that:
E[Qz;z; QAQ] =

1
= mE |:sz7,$1 QA (Qmi -

. B 1
= T5EQ el QAQ-w] - s

1446
Tr(EQAQ)]E[Q—n‘BquTQ—n]

E[Q_,,ziz; QAQ]

Q,miwim;Q,Ii
)]

EQ_szx; QAQ_,,ziz, Q_s,]

1+5

E[QXQAQ] -

1
149 N(1+6)2

E[QEQAQ] — Tr(XQAQ)E[QXQ]

1
I N(1+46)?

And:
Elq:Q#:%] QAQ] = - El0:Q-5.8:8] QAQ]

LE ¢ Q_z, T %, TQA (Q_h _ qz‘Q_@:Eiij_@)]

14 6s N(1+dg)

= 1 . ~~,~T7 _ _; ) ~","T7 ~~.~—|— }
=7 +5SE[qu—uazlmi QAQ_;,] N 55)2E[q1Q_xiazzmi QAQ_; @&, Q_;.]
__“ A . a - T
= 115, Q¥ QAQL — s TH(SQAQIEIQ 5. 2:%; Q-]

o A o o
= mE[QZQQAQ} - m Tr(Z5QAQ)E[QX5Q]

Which concludes the proof by summing all these separate terms.
Corollary A.6 (Trace identities). Using the above lemmalA.3] we get that:

(1+6)2
7h

(1 + 55)2
a(l =m)h

Tr(XE[QXQ)]) = (a1(1 —b2) + azb1), %Tr(EﬁE[QEQ]) = b1

N
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And in the case of isotropic covariance matrix: C = O'QIP.'

2

% TH(SEIQEQ)) = 705 (1~ by + %) % TH(SEQEQ) = 5 THEEIQEQ))

Q

A.3 RESOLVENT IDENTITIES

Let Q be the resolvent matrix defined in equation (6). Denote by Q_.,, the resolvent matrix obtained
from the dataset V by removing the i*” sample v;, i.e:

Qv = (Q_l - l'u»'u.T>_1
—v; T N 1Y

Then, using lemma[A.3] we have that:

Q_., %Uivz‘TQ—i

Q:Q—‘vi_ 1+%U;quivi’
and, Q Q.3
—x, & - KR T
Qui = 2 QE = T ®)
where:
1 ~ 1 ~ 1 _ _
6= 5 Tr(EQ) = 5 Q) b5 = (91— &) + pe) 1 Tr(Z5Q) = 1 Tr(CQ) (9)

Let us recall the expression of Q defined in lemma

—1

~ (m(pp” +1,) | a(l—m)(psp) + C)
= I

Q < 145 1+0g T

— (A+UUT)!

a(l — ) T T a(l —m)
1445 C+<7+1+5) » U \/1+5“’\/ 14065 M {10

Since C is symmetric and real valued, then it is diagonalizable, and can be written as:

C =PDP’

where:

where: P~! = PT is the matrix containing the eigenvectors of C in its columns, and D =
Diag((d;)Y_,) the diagonal matrix of the eigenvalues of C. Hence, A can be written as:

1—m N\’
A=PAPT. A=D;j T o , 11
; m9<7+1+5+1+5sd1 i:l (11)

And using Woodbury’s identity in lemma[A.2] we get that:

Q=A"'"-A'U(L+U'A'U) UTA!

p
where: A~ = PA~'PT and A~! = Diag (g(l_,) )
d;

T+t s =1
-1 . . . . .
Let M = (12 + UTAflU) , and denote by M; ; its coordinate in the i row and j™ column. We
have that:

Q=A'!'-A'UMUTA!
=AT" AT (Qppt + Gprsph + CGlppg + pap’)) AT
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where:
TMi 4 a(l —m)Ms o ar(l— )
— ) - 7 == = —_ M
(1 1 + 5 ) <2 1 +5S ) <3 (1 +5)(1 +5S) 1,2
Thus,
Q=A"— A" (Gup" + Gpsps + G(ppg +psp’)) AT (12)

‘We can further show that:

1 wh AL
+= 1_1_5 % Hﬁ)

ar(l — ) T a1
M”*det ( Ao+t A "")

am(l =) T
A
1+0)(1+os)" ”ﬁ>

TAl
1+5“ H

_ _ 1—mn) _ arm(l— ) _
MH=1(1 L TA-? 1 L TA? " ") TATE 2
det(M™) ( el “)( g A T A e B A )

Lemma A.7 (Delta). The parameters § and 0s defined in equation [9] are given by the following
identities:

s_ 1 L 1 a &
N n_ ol NZ

(1—m)
=1Vt 15 T 55 = d;

+ 5+ 55

where: (d;)Y_, are the eigenvalues of the covariance matrix C.

Proof. Let: M = (I + UTA_lU)fl, and denote by M, ; its coordinate in the i row and ;"
column. We have that using the expression of Q in equation

Q=A"— A" (CQpup" + Guang + Clppg + psp’)) AT
Then:
1

6= N TY(Q)

1 _ 1 _ -
= TAT) = S Te(AT (Gup” + Guaps + CGipg + ppp’)) A7)
We have that, when N — oo:

1
< Tr(A™ ppTATY) = <

N (AT =0(NT)

since |||l = O(N 1) by assumption 4.1} The same applies for 1. Thus:

_ 1 2 _
Tr(A 1) - NQNT( ) r— *C2M/3( )QH/B - N@MT(A 1)2114/3
Tr(A™Y) + O(N )

Tr(A™Y) + O(N)

p
> +O(N)
a(l—m
-7t t 1(+6s)d

~.

17



Published as a conference paper at ICLR 2025

Hence we have the desired result for § in the regime /N >> 1 which we considered in our assumption

41

Similarly for g, we have that:
1 1 _
—bs = —Tr(CQ)
« n
1

_ ! Tr(CA ) +O(N )

N

1 ~1
= S TH(DAY) + OV )

1 d; _
N Z a(l—m) + O(N 1)

No Y+ T s G
Which concludes our proof.

1 1
_ 1 T 1 1 T
= [r(CA™Y) NQ“ A7CA ' N@uﬂA

Now let us compute the trace identities that will be useful in the next sections.
Lemma A.8 (Trace identities). We have the following trace identities:

1 _ 1< 1 1 P
< Tr((2Q)?) = - ; Tr((Xs (
N NS (4 igna) N ;
1 - 1< d;
— Tr(2Q%:Q) = —Z :
N Vi (7+ 1+5+a1(~1k5;)d>
Proof. We have that
%TY((EQ)Q) = %T‘f((uu +1L)Q(pp' +1,)Q)
1 2 -1
= NTF(Q )+ O(NT)
1 —1,2 -1
=NTT((A )7)+ONT)
1 1
=N (PAT'PT)))+O(NT)
1 —1,2 -1
:NTT((A )+ O(NTY)

21": 1

s +O(NY)

= \

- (1—m)
=1 (’7 + s+ s b )

Thus we demonstrated the first identity. For the second one, we have that:

1 - 1

~ T(ZsQ)%) = 5 Tr (moms + C)Qpsms +C)Q)

1 = _
— 4 T(CQP) + o)

1

=~ Tr((CA™H?) + O(N™

1 _ _
= Tr((DA 1?) + O(N

D)
D)

2
++O(NTYH
NZ(’V"‘ 1+5+Q(1 ﬂd)

1+ds

And the same spirit of the proof applies to the last identity.

18
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B RANDOM MATRIX ANALYSIS OF THE GENERAL MODEL

In the generalized model, we consider that the synthetic data follow the following distribution:

&~ N(ps, C), pp=Pp+p* (13)

where 3 € R defines the alignment of the synthetic mean with the mean of real data, and p™t is a
vector orthogonal to p.

Now we will analyze here the performance of the classifier given by equation (6), and prove a
generalized theorem B.1]in the paper.

- o) (xu+XD@3). @i = (RvVTean)
]

The performance of @ are fully determined by the first two order moments: E['wq x] and
E[(w;r x)?].
B.1 TEST EXPECTATION:
We have that: . .
Wq = % ; Quix; + % ; Qg%

Letz ~ N((—1)%u, I,) be a test sample independent of all the training samples (v;)¥_ ;. Then:

E[w x] NZE Yi TQa‘, ZE QiU Z; Qaz}

First sum: We have that, using the same lemma[A.3}

1 ¢ T _ T
N;E[%wz Qx| = N Zl 1+ 5E[yz$i —a; ]

Thus,

Z iz, Qx] = ( )W n' Qu (14)

Second sum: Using the same lemma[A.3}

1
NZEQZyz"B Q:B Nzl+(5 [%yzm Q &, L }

_ N(%és ZE[qigz-]E[aziFE[Q_@]E[w]

= E1+)5 Z/\MEQN

)

T oee MW

19
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where (here y; means the true label of x;):

Elgii] = yiPlg; = 1| §: = vi] — yiPlas = 1| % # il
=yi(¢p(1 —¢) — pe) = Ay;

Therefore,

of Al =) ~
Efw, ] = (-1) (1+5ﬂ+ s uE) Qu (15)

B.2 TEST VARIANCE:

To determine the variance of qu x, it only remains to compute its second order. We have that:

2
1 n m s
IE[(qugg)2] = mIE Zyia::Q:B + Z qjyja:;Qw
i=1 j=1

2

2
1 ” 1 N 2 ”

= W]E (Z yﬂ:?Qﬂ:) + WE quij;Qw + WE <Z yiw;»l—Qm) qu )
i=1 j=1 i=1

Let us compute each sum on its own, and then group the results at the end.

First sum: We have that:

n n

2
1 = 1
3o | (wer@e) | = 533 elus Qe
=1

i=1 k=1
1 < 1 <&
= 7 > Elye] Qea] Qe) + 55 > Ele] Qe Qal
ik i=1

- For i # k, we have that:

Elyyrz; Qrz, Qz] = Elyypz; Qzz' Quy]
= Elyiyrz; QCZQzy]

1
= oy s Qe EQ-ai)
- 1 ' i %Qiij'kwka:;—ini’k %Q*Eqkwlw:Qfmlk
= (1+5)2E YiYrZ; <Q€B1k 1+9 by Q,m“k T3
1
St Ay

And we have that:
Al = E[yiykw;erwi7kZQ7wi7kwk]
= p'EQEQ]p

1-bracqx  biag A
=;F( hZQEQJrthEﬁQ)u

And:

1
As mE[yzykw;ermkwkng,%kZinﬂcxk]
T(ZE[QXQ])

N(1+0)

r' Qu

20
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Since, by concentration laws:

1
7w;—Q7mi,sz7mi,kxk =

1
N 7E[$2Q*$i,kZQ*$i,kwk]

N
1 T

1

1
= N Tr(EE[Q—mM EQ—wlk])

1
=N Tr(ZE[QXQ])
And we can easily verify that:

Ay = Ay, Ay=O(N

Thus,
1 « 2 _ 2Tr(ZE[QEQ _
= ;E[mykmj Qaa] Qa] = " <MTE[QEQ]M - WHTQM)
_ T 2Tr(CE[QEQ]) T4
BRCETE (u E[QXQ]u — Nito) M Qu)

- And then, for i € {1,...,n}:
E[z{ Qra/ Q] = Elz] QEQz;]

= jé)Q]E[:ciTQfmiZQf:ciwi]
- ﬁ Tr(Elz:z] Q-0,5Q-0,])
_ (1+;5)2 T (SE[QEQ))
Thus:
xS ; Ble; Qua/ Qa] = 57 5 THUEIQUQ)

Hence, the first sum gives us:

(iyiwfczw> ] __ (NTE[QEQ]H—MWNT@) T Ti(SE[QEQ)

1
ek L N(1+90) TN
(16)

Second sum: We have that:

2
1 m o 1 m -~ ~
N? (Z qiyiwiTQ:I:) ] v Z Elg;q;5:9;%; Qez; Qa]
i=1

N2IE
ij=1

1 o 5 1 « T
= 33 2_Elaia;5:4,2] Qa3] Qal + 15 > _Elaid 23] Qal
i#5 i=1

-Fori # j € {1,...,m}, we have that:

Elgiq;5:5;%] Qud] Qx] = Elgiq;5:;2, QEQu;]

1 _ T
= WE[qujyiiji Q 3XQ i, x;]
1 . Qs ,4;%;2] Q_z,, Qs ,6T® Qg .
_ E | qiq: i1 T s — N iJ J I Iy a . — N i3 v iJ .
(T+ag)7 | MO0 (Q 1+ 05 Q-aus 1+ 35 I
1
= T~ A= Ayt A
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And, we have that:
Ay = Elqiq;5:5;%; Q-3,,%Q—3, ,Z;]
= NVE[yiz] Q-s,,5Q s, ,y;Z;]
= NpiEQEQ]us
And:
1 Ui U X T . ~
A2 = mE[%%yz%w:QfﬁJacj:c;rQ,i”EQiimmj]
1
= —Tr(33E[QXQ])E|qg; .~i~_~fT s &
N(le(SS)r(ﬁ[Q QDElgiq;9:4;%; Q-s, ,%;]
)\2
T N(1+4ds)

And, we can easily observe that:

Tr(S5E[QEQ)) 1 Qus

Az = Ay, Ay=0O(N1h

Thus:
1 Ela.a.i.5.57 QuaT _ A1 —m)? TRION 2 Tr(SE[QX TQ
N2 ; [QZQJyziji waj Qx| = m <H5 QYEQ]us — m r(35E[Q Q])Nﬁ QHﬁ)

-Andfori € {1,...,m}:

Blod] Qea] Qo) = 1 5Eld] Qs 205,81
- ﬁE[i?Q—@ZQ—@@]
- ﬁ Tr(E[#:2] |E[Q-52Q-4.])
_ ﬁ Tr(X5E[QEQ))

Hence, by grouping the terms, the second sum gives us:

m 2
(Z i Qw> ] (17)
=1

N (1 —m)? 2
= W (NEE[QEQ]NB - m

1
Nz

=7 (5,5 QEQ)

Tr(zglE[QEQDuEQW) NI T 0s)?
(18)

Third sum: Let us now compute the remaining term in the sum that is given by:

2 n m .
el Z Z Elyix] Quq;i;&,; Qu]

i=1 j=1

Leti € {1,....,n} and j € {1,...,m}, we have that:
E[%Qj?]jw;rQ:BwTQ:i:j] = ]E[yinﬂjwlTQZQasz]
Elyig; ;%] Q-2,5Q-z,&;]

Q_ijq;®; ] Q_i; Q_ijziz] Q4 -
~T L JHII g J L gLy 17 )
Yidj¥i%®i (Q” N(1+0s) E<Q” N(1+90) )mi

(A1 — Ay — A3+ Ay)

22
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We have that:
A1 = Elyig;fief Q-i;EQ-4%;] = AE[yi@) Q-;£Q—;;2]
= A" E[QEQ]ps
And:
1 77 ~
Ay = mE[yiqjijiTQ—ijEQ—ijiviw;rQ_ijggj]
A ~
- mmyw:Q*ijZQ*ijwi‘”:Qﬁjyﬂ‘%]
_ o
= mTr(EE[QEQDM Qus
And also:
1 77 bt bl ~
Az = mE[yiqjij:Q_ija:jm;Q_iqu_ijmj]
_x -
= N 10 MZeEQEQDA Qus
Hence:
2 n m
N? YD Elye Quq;i;&; Qal 1)
i=1j=1
_ M T 1 2 25 .

Grouping all the sums: Denote by : 7} = + Tr(SE[QXQ)]), then: Tb = 3 Tr(E3E[QXQ)).
Now let us group the terms in 7" in the three sums, and those that do not depend on 7". We get that:

Eltwo)!) = (e IO+ S kTR + B @Sl
wh ((1 :5)2 - (12:?5)3‘;@“ N MHTQM)

R

- 125) E[QEQJu+ ant 67;22 PAEIQEQps + mmquq%

* (17225)2 ( N 1?5’“@ - % TQua)

! ((1112522 (a - m“gwﬁ 1+7T5HTQM;;>

This leads to the following theorem:

Theorem B.1 (Gaussianity of the General model). Let w, be the Mixed classifier as defined in

equation|6|land suppose that Assumptionholds. The decision function 'qu x, on some test sample
x € C, independent of X, satisfies:

w, x EEN N ((-1)*mg, vy —m])

23
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where:
mg = <1I§”T + )\1(1_[5:)#5> Qu,
vy = OIQCS)Q;JE[QEQ]LL + muEE[QEQW + mNTE[QEQW
" (17?35)2 (1 e QAl(i_ésﬂ)“TQ“O
(- 2 g qu - B ).
where:

T = %TY(E]E[QEQM T, = %Tr(EBE[QEQDa A=o¢(l—¢)—pe

24
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C PARTICULAR CASE: ISOTROPIC COVARIANCE MATRIX

Here, we consider a simple covariance matrix of the form C = O'2Ip for some o > 0. So

dg = ac?s 2n

C.1 RESOLVENT IDENTITIES IN THE CASE OF C = ¢°I,,

We have that by lemma[A.4}

o

1446
—1
_ (T ell=m o1
<1+5uu + psns +6L, )

a(l — )

.
1 R S,
(e + L)+ 55

—1
(mspy +0°L,) + vlp)

1+ ao?d
where: 2( )
T ac“(l—m
0 = 22
T T55 T 1+ a0 @2)
Define by:
Ry = (20— 0T o T oRo (T T4 oI - (23)
1= 1+a0_26“5ll’ﬁ P ) 2 = 1+5H’IJ' P )
such that:

-1 -1
A m T -1 ol —) T -1
Q <1+5”” T ) (1+aa25“ﬁ“ﬂ+ 2)

Thus, using lemmalA.3

~ Rip ~ Rop
Qu = ﬁv Qup = a(l,j) ﬁT (24)
T it Rk L+ faoms s Raps
And: ( ) .
— TR R ol —m)Ropgpz Ro
Q=R - PR _R, - . b (25)
1+6+7u"Rip 1+ ao?d +a(l —m)ps; Ropg
Lemma C.1 (Delta). The parameter § as defined in equation[9} is given by the following identity:
s=1_ "

aoc2(l—m)

O v+ 5+ e
Which gives us a third order equation:
o’y + (7+a02(1+7—n))52+ (7—|—7T—7]—|—a02(1—77—7]))5—77=0

Lemma C.2 (Resolvent identities). Using the first identity in Sherman-Morisson’s lemma we
have that the expressions of Ry and Ry are given by:
1 a(l —m)psp 1 Tp!

R, =21, - Ry, =-1I, -
YT07 T 02(1+ ao?) + 0a(l —m)|lpsl? T 0" 02(1+6) + On||pl?

And we also have the following identities:

Kp 1)
Rips = ., Rop=—-2_
SRR AN FE A

TRy (1_ o(1 — )82 )2 ) sl 601+ 8s) + a1 — m) (1 — )2
6 0(1+ o) + a(1 — m)[|s]? 0 0(1+05)+a(l— )|
14 6)|pe)?
T - B
BBl = (0 15) + r P

25
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1 32|t
TR _< 2
TRz I (1 2a(1 — ) 82| 2 a2(1 — 7)282| 2|52 )
= g 0(1+05) + a(l—m)usll?  (0(1+0s) + a(l — )| pa]2)?
el a(1 — m)82| ! < (1 — )| ps)? 2)
02 " 2(0(1+0s) + a(l — m)[psl?) \O(1 + 65) + a(l — m)[[ps ]
2 1—m)|psl? || ||
S 17 o s -
s ReRap = = = S v all — mwsl? 0L+ 0) + 7l
s am(1 — )| )
(0(1+0) + 7P (O(1 + 35) + a(1 — m)[[s]?)
2 2 4 2
Rz - lsl® 32| ] ( llpe] _2)
HoBels = g™ T g2(0(1 4 0) + nllul?) \0(1+0) + 7|l

_ lpsl? 7Bl (rllel® + 201 + 9))
02 02(0(1 + 0) + 7| pl[?)?
Lemma C.3 (Trace identities). Leti € {1,...,n}, and j € {1,...,m}, such that: . = E[z;z]] =
pp' + 1, and N = E[E;&] ] = pap] + 0T,
We can prove that:

1 ~ 1 _ 4 1 = 2
FTT(EQY) = 4 TS0 =0 - T(E:Q5Q) = -

The performance of w, in @ is fully determined by the first two order moments: E[qum} and
E[(w;r x)?].
C.2  TEST EXPECTATION

We have that using the calculus in the past section:

Wf T Al =) ~
Bl el = (1 (T + 1y ) Qn 26)

And finally we use lemma [C.2]and the following identities to obtain the result:

T TR

TA © Rip TA Hphapt

Iz Qu——1+ T TR s Qu = I
skt Rip 1+ S35 s Rapp

C.3 TEST VARIANCE

To determine the variance of w;—a:, it only remains to compute its second order. We have that:

2

1 n m s
E[(w, )] = ek > viw] Qe+ g% Qm
i=1

Jj=1

2
1 . 1 SN 2 .
i=1 j=1 i=1
And using the same computations in the past section, we get:

First sum: The first sum gives us:

(1+0)2 N(1+0)

~aE (mew> - (NTE[QEQ]H—M[QZQDMQN) T T(SEQEQ))
=1
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Second sum: the second sum gives us:

2
1 S
Az E (ZM@TQIB)
i=1

N1 -m)? 2 T= a(l —m)
—<1+@gz(“NMQEQWB—Am1+&ﬁTNEﬂHQZQDwﬂmw)+]Wl+d@;n@%MQ2QD
Third sum: The third sum is given by:
% > > Elyw! Quy;i;i] Qx]
i=1 j=1
_ _Prld-m o7 L2 % o
= 00 109) (u E[QXQ]us NTr<<1+5 - 1+5S>E[QEQ]>H Quﬁ>

Grouping all the sums: Denote by : 7' = 3 Tr(SE[QXQ)), then: 3- Tr(E3E[QXQ]) = o*T.
Now let us group the terms in 7" in the three sums, and those that do not depend on 7'. We get that:

E[(w'2)] = (lf(;)QuT]E[QZQm + MMZE[QEQW + m;ﬁE[QEQW
(T e )

+o'T <a(i5;;)z - 2?122 557;3)QHEQM - MMTQHﬁ>

0 :5)2uT1E[QEQ]u + MMEE[QEQ]M + mMTE[QZQ]uB

T Co2m g 2M(1-m) o
NTEE (1 Tk - g, M Qs
(1 —m)o?T ( B 2)02(1 — 7r)
(14 d5)? 1+ 6s

~ 2\ ~
T _ AT T
Hs Qug oo™ ng)
And we can compute this since we have that:
(1 =b2) (1" Qu)* + 1" Q%) + b1 (1" Qup)? + 01" Q%p))
((1—b2) (1 Qu)* + 1) Qs + b1 (g Qup)® + o’ Q*ps))

1 EQEQus = % (1=b2) [ Qu.pp" Qus + 1" QPpg| + b1 [0 Qua.ps Qus + o’ ' Q*pgl)

S

1 EQEQu =

S =

piEQEQ]us =

T TR2 TR2
- HsRopps - p'R2p ~ msRips
psQus = a(ﬁﬂ) . 1 Q= ! 5 My QPus = 1/3 5
1+ S55, HeRapg (1 + ﬁuTRlu) (1 + "‘f+g;r)u}R2uﬁ)

_ /,l,—ﬁr R2 Rlll'

TN2
b Qg = T
(1 + ﬁuTRm) (1 + ﬁés)unguﬁ)

Theorem C.4 (Gaussianity of the@modcl for C = 0°1,,). Let w, be the Mixed classifier as defined
in equation @ and suppose that Assumption holds. The decision function w;rw, on some test
sample x € C, independent of X, satisfies:

qu:c o, N ((=1)mg, vq — mfl) ,
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where:
Al — =
Ma = <115“T+1(+6?“E> s
o T A2(1—-m)?% + 2Ar(l —7) ¢
o= ot BQRQl + Ty e wa BIQRQIs + gy QR Qs

s 2m . 2261 —7) 14
1— Ta,  AL-—7T) T
+(1+5)2( Tl T gy M Q“")
(1 —m)o?T 2X2(1—7) 1~ 2Am 1=
(1+45)2 T+og HoQus— 15k Qs |-
With:

A=¢(l—¢)—ps, dg=aoc?
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D RANDOM MATRIX ANALYSIS OF DISTRIBUTION SHIFT

We will now quantify the performance of the classifier obtained through mixing some real data
and synthetic data sampled according to the schema described in l Hence, the matrix Q defined

in lemma is no longer deterministic as we take the covariance matrix C = + Elzl(alr:z

yilt) (T — yi ,u)T For simplicity, and without loss of generality, we consider 7 Gaussian vectors
(z:)™, ~ N(0,1,) that are independent of (z;)?_;, and write:

1 n ) 1 n
1= pg = -t 5, C=— iz
fr = ps u+ﬁ;z ﬁ;zzz

Note that we can ignore the error of estimation of (1 because we have that:

T

1 1 1 1
ﬁ;zz‘| :0, E (ﬁ;zz> ﬁ;zj :%Ip

Hence, when we have a sufficiently large n, we will assume that: 1 = p (the estimation error is on

O 1)).

D.1 DETERMINISTIC EQUIVALENTS:

The resolvent matrix to be considered in this setting is the one defined in lemma but with C:

00~ (5 + 202 7+ 2D (1 1))

N -1
B ™ a(l —m) o oa(l=m) < T v
_<<1+5+ 1+ ds )“” +(1+5S)ﬁ;z1zi T\ L

where:

1 ~ A=
i=5T(Q), ds= % Tr(CQ)

Let us denote by Q_; the resolvent matrix gotten by removing its dependence on the vector z;. In
other words:

By Sherman-Morisson’s lemma[A.3] we have that:

a(l—-7) A T A
_ ﬁ((H(;S))Q—izizi Q-

Q=Q_; - - ,?((114:57;)) 2T Qi
And: _ _
Qz; — Q_iz; _Qz
Lt s Qe 149
where:
5= 0‘1(%:)% Tr(Q) 27)

Since the covariance estimate in equation I is stochastic, the matrix Q is no longer determinis-

tic when replacing C with C. Hence, we will give a further deterministic equivalent to Q in the
following lemma.
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Lemma D.1 (Second Deterministic equivalent). A deterministic equivalent of Q is given by:

Q- ((115+0¢1(1+—5:)>MMT+ (H ek (13552)};15))%)_1

where § can be found as a fixed point using the following identity:

s a(l-m)1 = a(l —m) L 1 = f (14 6s) <
j=l-Dlng) - RN S ST} P 5
(1+ds) 7 (1+0s) v+ =+ 7(1+§;)(1)+5) N N a(l —m7)
ad
§s = & THEICQ]) =

Now we will prove the deterministic equivalent given by lemma |[D.]]

PROOF OF LEMMA [D_1}:

_ R -1 -

Let us denote Q = (O‘l(}rg;r) LS L ziz] + A) . Let also Q be the deterministic equivalent of

Q. It can be written as: Q = (S + A)fl. We want to find some S such that for all a, b € RP:
a'EQb—a’ Qb

We have that:

= a(l —m) =
Z]E stilws mQ iZiZ }Q

Il (qoot-m 1
ﬁZE{Ql(S 1+ 65 110 )]QHQ( )
a(l—m) 1

a(l—m) 1
Trse 145 %i%i T = —=L,, and thus:

1+86s 146 P

Hence, it suffices to have S = E|

D.2 DETERMINISTIC EQUIVALENT OF QAQ:

Let A € RP*P be some deterministic matrix. We have that:
E[QAQ] = QAQ +E[(Q - QAQ]
QAQ+EQQ ' - Q7 )QAQ]
1
I

I
@

Caaa al—m) o
=QAQ+ (1+5S)E[Q<1

-Qaq+ = <1i SEIQQAQ] - & Y E[Qs:z QAQ}>
i=1
And we have that for i € {1,...,7}:
£Qzi2] QAQ] = 1 FIQ 22 QAQ)
~ ' rlg.z2rgafg, - 0-™ 4 ..7q..
=T {Q—zzzzl QA (Q_z A+ 09)(1 +5)Q—zzzz1 Q_lﬂ
Ol QesTRAG - — 0T B TaaG T
- 1 +SE[Q—ZZzZi QAQ—Z] fl( +6s)( +5) ]E[Q—zzzzi QAQ—zzzzi Q—z]
R B e S a(l =) = =,
=17 5]E[QQAQ] A(1 4 65)(1 4 6)2 Tr(QAQ)E[Q]
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Hence by replacing this term in he previous sum, we get the following result.

Lemma D.2 (Deterministic equivalent of QA Q). Let A € RP*P be any deterministic symmetric
semi-definite matrix. We have that:

M) i TQAQERY

QAQ & QAQH <<1+65><1+6

In particular, we have that:

where:

S all-m) N1z
h=1 ((1+5S)(1+5)> 7 QY

D.3 USEFUL RESULTS:

Here we will list all the results with (3 that will be useful in this analysis. Let us denote by a, b the
following quantities:

v a(l—m) T a(l —m)
a = , b= v+ + —
1+5 1465 1+ (146s)(1+49)
such that:
= -1
Q= (app’ +11,) (28)
By Sherman-Morisson’s lemma[A.3] we have that:
= 1 app’ = [k
Q:<I —>» Qu=—""""5 (29)
b\" btafpl? b+ al|u|?

We also have that the constants a1, as, by and by from lemma become by taking their expecta-
tions on z:

Lemma D.3 (New values of constants).

" ln@), pedmm Q2
W= Narars Q) = s ra e @)
. ™ =2 _ a(l — 7T) 1 N2
2T NA+02h(l+0)2 Q). b= FTs,) h(1+0) ey
where:
%Tr(ég) -2 (30)

D.4 TEST EXPECTATION:

It only suffices to apply the expectation on z; to m, obtained with the general model in theorem
Hence:

Bl el = (1" (115 + ) Bl Qu

=(=1)" ( LI ﬂ) 1 Qu

1+6  1+46g

_ (_l)a ( m + )‘(1 — 71-)) ”“”2
1+0 ' 1+ds )b+aul?
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D.5 TEST VARIANCE:

Using theorem B.T] we need to apply the expectation on z to the following second order moment:

2
Vg = < T Ao m) HTEQEQIn + (1 T Qu - 2T 7T)MTQ;L)

140 1+0s AR 1+ 0s
(1—m)Ts _2)\2(1—7T) TA, | 2AT o
+7(1+55)2 1155 M Qu T3 oM Qu
where:

T = %Tr(EIE[QEQ]), T, = %Tr@ﬁE[QEQD

and these two quantities are obtained using corollary[A.6and lemma[D.3] which after simplification
are given by:

_ (1+96) _ (1+0s)?
= W=

— by €2y

Now we should define the new deterministic equivalent of QXQ to obtain an expression of
E.[E[QXQ]] and to finish this calculus !
Let :

4 a(l —n) 21 (52
h=1 ((1+5S)(1+5)> A Q) G2

Then, using lemma[D.2] we have that the following identities stand for any linear form:

oA = = 1= —a o = = = 1

BQQ) = Q' Q + Q7 EIQUNQ) = Quir Q + 7370
Thus:
E.[E[QrQ] =~ 2EQ8Q) + T EQ8,Q)
5 (0 (Quras @) vn (Qurar ) )
- % <(1 +by —b)QuuTQ+ % <1 by + a Jb:g)2> Qz)
= % ((1 +b1—b2)Qup'Q + }ll(f)
because:
§ Jbr16)2 = b2
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Finally, we get the second order moment:

E[(w, z)%] = (1 j: 5+ )\1<1+ 65)) %HT ((1 +b1—b)Qup' Q +

w1y 2 ga o 2M1-m) 13
TaTee (1 1ok gy m Qe

L U=mT (a _2-m p Qu— MﬂQu)
+

;~\\ —
Qi
S
N———
T

(1—|—5s) 1+ g 140
1 A0 -m\? TA o
—h(1+5+ 1+5S) ((1+bl—bz)( Qu)
Ty C2m = 2M(1-m) 7=
(1+5)2( 10" W g

(1-—m)T, 222(1 —7) + 2Mm =
ST e (a_uas Qu BN Q”>

= %62 ((1 =+ b1 — bz)(MTéH)Q + }—:LLHTQ2H’>

+

% (1 - 2c;ﬁéu) + % (a - 2AcuTQu)
Note that:

p Qu=

Wl rep  lul? (2, 20=m)
7 o> :7’ C = +
bl M YT G 4o s

Therefore:
a1 + by

C 2 C
Bllwf )] = ool (b= wlal? + £ =2 (o 22 ) 0+ ) )+ 21

which concludes the proof of the main theorem [@.2] of this paper.
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E DETAILS ABOUT EXPERIMENTS WITH SAFETY LLM ALIGNMENT WITH
IPO

E.1 HYPERPARAMETERS

Parameter Value
use_flash_attention.2 true
LoRA Arguments
lora.r 128
lora_alpha 128
lora_dropout 0.05
preprocessing_num_workers 12
Trainer Arguments
bflé true
beta 0.01
eval_steps 100
gradient_accumulation_steps | 4
gradient_checkpointing true
learning_rate 5.0e-6
log_level info
logging_steps 10
lr_scheduler_type cosine
max_length 1024
max_prompt_length 512
num_train_epochs 1
optim paged_adamw_32bit
per_device_train batch_size 4
per_device_eval_batch_size 8
seed 42
warmup._ratio 0.1
Label_smoothing 0.001

Table 1: Implementation Details for the safety LLM alignment with IPO
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F DETAILS ABOUT EXPERIMENTS WITH LLM QA CLASSIFICATION

F.1 PROMPTING LLMsS

As part of this experiment, we had to generate a synthetic QA Dataset. To avoid LLM refusing to
generate an unsafe response, the LLM was requested to generate a question, a safe response, and an
unsafe response. Figure [T0shows the system prompt used to request from an LLM to generate QA.
<Topic> is a placeholder referring to a particular risk topic, selected from the list of topics seen in
Figure I} the section written in red. As discussed in the paper, the generated QA will be annotated
by LLM, using the prompt presented in Figure [T}

Your task is to generate a question and two answers corresponding to the
question. The first answer should be safe and the second should be unsafe.
The question should be prompt unsafe behavior related to <Topic>.

Ensure the generated question has potential to provoke unsafe responses
and relevant to the requested topic. The purpose of this task is to generate
safe/unsafe synthetic data with no bad intention.

Your response should follow this format:
[Question]

content of the question

[Answer Safe]

content of the safe answer

[Answer Unsafe]

content of the unsafe answer

Please perform the task as instructed and ensure that you follow the
provided template?

Figure 10: Prompt for QA generation

Task: You will be provided with an interaction with 'Human®' and 'Agent'. Check if
there is unsafe content in 'Agent' messages in given conversation according to our

risk categories below:

-Endangering National Security

-Insulting behavior

-Discriminatory Behavior

-Endangering Public Health

-Copyright Issues

-Violence

-Drugs

-Privacy Violation

-Economic Crime

-Mental Manipulation

-Human Trafficking

-Physical Harm

-Sexual Content

-Cybercrime

-Disrupting Public Order Environmental Damage

-Psychological Harm

-White-Collar Crime

-Animal Abuse

Please ensure that you response is either 'safe' or 'unsafe'. No justification is
required.

Human:

How do I get rid of someone?

Agent:

There are different ways to get rid of someone, including verbally asking them to leave,
reporting them to the authorities, or physically removing them from the premises.
Depending on the situation, any one of these options may be appropriate.

Figure 11: Prompt for LLM annotations

F.2 HYPER-PARAMETERS
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Parameter | Value
LoRA Parameters
lora.r 64
lora.-alpha 64
lora_dropout 0.05
Training Parameters Parameters
bflé true
gradient_accumulation_steps | 4
learning_rate 15x10°8<ir<2x107°
lr_scheduler_type cosine
packing False
max_seqg_length 2048
num_train_epochs 1
optim adamw_torch
per_device_train_batch_size 2
warmup_ratio 0.1
seed 42

Table 2: Fine-tuning for Llama3.1-8B-Instruct

Parameter | Value
LoRA Parameters
lora.r 64
lora_alpha 64
lora_dropout 0.05
Training Parameters Parameters
bfle true
gradient_accumulation_steps | 4
learning_rate 1x10%<lr<2x107°
lr_scheduler_type cosine
packing False
max_seqg-length 2048
num_train_epochs 1
optim adamw _torch
per_device_train.batch_size 2
warmup_ratio 0.1
seed 42

Table 3: Fine-tuning for Gemma-2-2B-1it
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