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Abstract

To handle the vast amounts of qualitative data001
produced in corporate climate communica-002
tion, stakeholders increasingly rely on Retrieval003
Augmented Generation (RAG) systems. How-004
ever, a significant gap remains in evaluating005
domain-specific information retrieval – the ba-006
sis for answer generation. To address this chal-007
lenge, this work simulates the typical tasks of a008
sustainability analyst by examining 30 sustain-009
ability reports with 16 detailed climate-related010
questions. As a result, we obtain a dataset011
with over 8.5K unique question-source-answer012
pairs labeled by different levels of relevance.013
Furthermore, we develop a use case with the014
dataset to investigate the integration of expert015
knowledge into information retrieval with em-016
beddings. Although we show that incorpo-017
rating expert knowledge works, we also out-018
line the critical limitations of embeddings in019
knowledge-intensive downstream domains like020
climate change communication.12021

1 Introduction022

Motivation. Climate change presents the most023

pressing challenge of our time. The underlying024

concepts and challenges generate a wealth of infor-025

mation with inherent complexity and interconnect-026

edness. At the same time, most of the data on cor-027

porate climate disclosure is qualitative – hidden in028

textual statements (Weber and Baisch, 2023; Com-029

mission, 2024). Qualitative disclosures typically in-030

clude narrative descriptions of climate-related risks,031

opportunities, strategies, and governance. These032

are crucial to understanding how a company per-033

ceives and manages climate-related issues and their034

potential impacts on business operations.3035

1All the data and code for this project is available on
https://github.com/anomized-for-submission.

2We thank the expert annotators for their work on this
project (anonymized for submission).

3For example, companies must describe the processes they
use to identify, assess, and manage these risks and opportuni-
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Figure 1: Overview of the core columns of ClimRe-
trieve.

Advances in Natural Language Processing 036

(NLP) try to address data structuring and analy- 037

sis challenges. Specifically, Retrieval-Augmented- 038

Generation (RAG) emerged as a method to ad- 039

dress knowledge-intensive questions around cli- 040

mate change (Vaghefi et al., 2023; Ni et al., 2023; 041

Colesanti Senni et al., 2024). Despite the grow- 042

ing demand for more precise climate change data 043

(Sietsma et al., 2023), a significant gap exists in 044

evaluating RAG systems. While researchers have 045

developed methodologies for the automatic evalua- 046

tion of generated content (Chen et al., 2023; Schi- 047

manski et al., 2024; Saad-Falcon et al., 2024), the 048

preceding crucial phase of information retrieval re- 049

mains largely unexamined in the context of climate 050

change. 051

Contribution. Therefore, this paper delivers two 052

contributions. First, it introduces a comprehen- 053

sive expert-annotated dataset for the retrieval and 054

generation part of RAG. The dataset emulates an 055

analyst workflow to answer questions based on the 056

provided documents. Thus, the core data set com- 057

prises questions, the corresponding sources recov- 058

ered from experts, their relevance, and an answer to 059

the question (see Figure 1). Second, we design an 060

experiment to compare human expert annotations 061

ties, as well as the roles of the board and management in these
processes.
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with various embedding search strategies. This062

investigation aims to understand how to integrate063

expert knowledge into the retrieval process.064

Results. We find that SOTA embedding models065

(on which RAG systems heavily rely) usually fail066

to effectively reflect domain expertise. This shows067

that bringing expert knowledge into the retrieval068

process is a non-trivial task. Thus, we underline069

the importance of new approaches in information070

retrieval. This dataset can present a basis for im-071

provement approaches.072

Implications. The implications of our study073

are significant for both practice and research.074

Knowledge-intensive downstream domains like cli-075

mate change are nuanced, and details matter. This076

paper can significantly help researchers evaluate077

new RAG systems (e.g., Ni et al., 2023) and corpo-078

rate climate report analysts to obtain useful infor-079

mation for decision-making.080

2 Background081

Retrieval Augmented Generation (RAG). RAG082

has been widely adopted to mitigate hallucina-083

tion and enhance application performance (Vaghefi084

et al., 2023; Ni et al., 2023; Colesanti Senni et al.,085

2024). RAG systems base their answers on exter-086

nal information integrated into the prompt rather087

than parametric knowledge learned during train-088

ing (Lewis et al., 2020). This approach critically089

shifts the problem from learning the information090

during training to retrieving the right information091

and summarizing and arguing over the provided092

content. Many related projects explore how to eval-093

uate the quality of LLM generation augmented with094

retrieval (Zhang et al., 2024; Saad-Falcon et al.,095

2024; Asai et al., 2023; Schimanski et al., 2024).096

However, how to directly assess the information097

retrieval thoroughness and precision is still under-098

explored, especially for specific but important do-099

mains like corporate climate disclosure.100

Climate Change NLP. Prior work, specifically be-101

fore the popularisation of RAG, has mainly worked102

with BERT-based classifiers to address climate103

change questions. This ranges from the verification104

of environmental claims (Stammbach et al., 2023),105

the detection of climate change topics (Varini et al.,106

2021), the verification of facts (Diggelmann et al.,107

2021; Leippold et al., 2024), or the detection of108

net zero and reduction targets (Schimanski et al.,109

2023). Although this provided valuable informa-110

tion on communication patterns, for example, in111

corporate reporting (Bingler et al., 2024; Kölbel 112

et al., 2022), fine-granular, nuanced reasoning anal- 113

yses were only enabled after the popularization 114

of RAG (Ni et al., 2023; Colesanti Senni et al., 115

2024). Recently, Bulian et al. (2023) developed 116

a comprehensive evaluation framework based on 117

science communication principles to assess the per- 118

formance of LLMs in generating climate-related 119

information. 120

3 Data 121

This project constructs a dataset comprising au- 122

thentic questions, sources, and answers to bench- 123

mark RAG systems to evaluate the efficacy of in- 124

formation retrieval in corporate climate disclosures. 125

In this process, we simulate an analyst question- 126

answering process based on documents. 127

The dataset creation involves an iterative ques- 128

tion definition and report span labeling process 129

(see Figure 2). It starts with 16 Yes/No questions 130

about climate change. The questions are inspired 131

by the guidance of Bernhofen and Ranger (2023) 132

and analyze companies’ climate change adaptation. 133

Thus, the question asks for details simulating an an- 134

alyst’s point of view on a company (see Appendix 135

C). These questions are distributed among three 136

expert annotators (see Appendix D). For each ques- 137

tion, an annotator creates a definition and concepts 138

of the information sought in the question. Then, 139

both are discussed in the expert group. This step is 140

crucial to understanding the question in detail (see 141

Appendix B for details on the question definition 142

and concepts). 143

In the next step, the expert annotators create the 144

dataset using a specific sustainability report. Anno- 145

tators search for relevant information in the report 146

and annotate the sources from various perspectives. 147

In this way, they replicate an analyst workflow in 148

which the task is to read the document and search 149

for relevant information to answer the question and 150

rate its relevancy. Then, they answer the question 151

based on the information. Ultimately, they create a 152

dataset containing the following columns: 153

1. Document: Report under investigation. 154

2. Question: Question under investigation. 155

3. Relevant: Full-sentence form question- 156

relevant information. 157

4. Context: Context of the question relevant in- 158

formation (extending the relevant information 159

by a sentence before and afterward). 160
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Figure 2: Labeling process to obtain the ClimRetrieve dataset.

5. Page: Page of the relevant information.161

6. Source From: Answers whether the relevant162

information is from text, table or graph.163

7. Source Relevance Score: Classifies from 1-3164

how relevant the information is for answering165

the question (see Appendix E for details on166

the relevance classification).167

8. Unsure Flag: Flag whether it is unclear if this168

source is question-relevant.169

9. Addressed directly: Flag whether the rele-170

vant information addresses the question di-171

rectly or indirectly.172

10. Answer: Answer to the question based on all173

retrieved relevant information.174

After each report, the expert annotators have175

the option to discuss the question definitions and176

concepts with the expert group and retrofit them to177

the dataset. This allows for an iterative refinement178

of the nuances of question understanding.179

This process is repeated for 30 sustainability re-180

ports. As a result, we obtain a base dataset with 743181

entries of relevant question-source-answer pairs182

(see Appendix F for details). Furthermore, we can183

create a report-level dataset since we know which184

parts of the report are relevant. In this dataset, we185

split the reports into paragraphs of equal length186

and mark relevant vs. nonrelevant parts with the187

question-source-answer pairs. This results in a188

dataset with 8.628 paragraphs labeled with the189

question’s relevance. Since the questions are in190

semantic proximity, one paragraph can be relevant191

to multiple questions. For this reason, we ulti-192

mately create a dataset that contains unique report-193

paragraph-question pairs. For each question, the194

whole report is labeled. Thus, a report’s paragraphs195

are repeated for each question to create an easy-196

to-assess dataset. In this way, we obtain a large197

report-level dataset with 43.445 entries (for details,198

see Appendix G).199

4 Investigating Embedding Search 200

We construct a specific use case to demonstrate the 201

report-level dataset’s practical applicability. Given 202

the scarcity of research on information retrieval 203

specific to climate-related corporate disclosures, 204

this use case study is concentrated on this particular 205

area. 206

Within the framework of a basic RAG model, 207

inquiries posed to the document are utilized to 208

identify pertinent paragraphs. This information 209

retrieval typically follows a two-step process. First, 210

embedding models are used to create a vector rep- 211

resentation of the questions and all the paragraphs 212

in the report. Second, the question vector is com- 213

pared to all paragraph vectors to obtain the top k 214

most similar paragraphs. However, as previous 215

research has shown, LLMs are prone to be con- 216

fused when presented with wrong or contradictory 217

sources (Cuconasu et al., 2024; Watson and Cho, 218

2024; Schimanski et al., 2024), and the relevancy 219

of the question to the sources plays a significant 220

role (Niu et al., 2024). Thus, the retrieval process 221

is central to creating the true output. 222

As previously outlined, climate change is a com- 223

plex downstream domain of knowledge-intensive 224

(see Section 2 and Appendix B). An expert labeler 225

will likely consider additional concepts and defi- 226

nitions when searching for relevant information in 227

reports. Thus, only using the question in the em- 228

bedding search process might limit the results to 229

semantically similar paragraphs to the question, not 230

to all concepts embedded in the expert annotator’s 231

mind. 232

Therefore, we construct an experiment that grad- 233

ually replaces question (question) in the top- 234

k search process with longer and more expert- 235

informed question explanations. To obtain question 236

explanations, we use two setups. First, we use the 237

definitions and concepts the labelers used during 238

their annotation (see Appendix B for an example). 239

Second, we make use of the capabilities of the 240

closed-source LLM GPT-4. We proceed in two 241

steps. In the first step, we ask the model to create 242
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Setup Found Rel.
Sources

Rel. Retrieved
Sources F1-Score

Question 0.3394 0.1128 0.1693
Definition 0.2909 0.0966 0.1451
Concepts 0.3091 0.1027 0.1542

Table 1: Ratio of found relevant sources in the annotated
sources, found relevant sources in the retrieved sources,
F1-Score for the retrieval with question, definition, and
concepts (Top K = 10, Embeddings = "text-embedding-
3-large").

an explanation for the question of (1) 60 words243

(short) and (2) 150 words (long). We further ask244

the model to include and exclude the question (e.g.,245

short_Q / short_noQ). These definitions serve246

as generic base cases (generic). In the second247

step, we gradually create more example-informed248

question explanations. In this artificial setup, we249

allow information leakage from the labeled rele-250

vant information to inform the explanation creation251

process. We use the relevant information with a252

label of 2 or higher as examples that should inspire253

the explanation (see Appendix E for justification254

of the threshold). We create two settings: ran-255

domly choosing labeled relevant information from256

three reports (inf_3), and using all labeled rele-257

vant information (inf_all). For more details, see258

Appendix H.259

Finally, we employ simple evaluation metrics to260

compare the approaches. We define the primary261

evaluation metric as the ratio of relevant sources262

found among all annotated sources. This equals263

the precision in a classification task. Thus, we264

try to optimize the number of relevant sources ob-265

tained by the embedding search. Furthermore, we266

use the ratio of all relevant sources found in the267

retrieved sources, which equals the recall in a clas-268

sification task. This also allows us to calculate the269

weighted average, i.e., the F1 score. We calculate270

these scores at the top k values of 5, 10, and 15 (see271

Appendix I for details on the experimental setup).272

Our first setup is to compare the questions in273

the retrieval process with the definitions and con-274

cepts written by the annotators. As Table 1 indi-275

cates, replacing the question with these definitions276

rather decreases the performance (see Appendix J277

for more reinforcing results).278

This trend changes in our second setup, using279

example-informed question explanations. As Fig-280

ure 3 shows, using these explanations can improve281

retrieval. The higher the top-k value, the more rel-282

evant sources are found in the retrieved ones. Be-283

yond this obvious insight, these results entail three284

Ratio of found relevant sources over annotated sources 

Ratio of found relevant sources over retrieved sources 

Figure 3: Results for the different experimental setups
(Embeddings = "text-embedding-3-large").

major findings. First, using an example-informed, 285

that is, an expert-informed explanation, improves 286

the retrieval in contrast to using the definitions and 287

concepts of the labelers. This probably originates 288

from the fact that the example-inspired explana- 289

tions offer greater detail tailored for the retrieval 290

instead of capturing general concepts (see the ap- 291

pendix J for comparison). Second, the most promis- 292

ing strategy for optimizing the embedding search is 293

using expert-informed definitions that exclude the 294

question. This is an interesting finding, indicating 295

that the concept behind the questions seems to be 296

more targeted for search than the question itself. 297

Third, in light of the challenges around source qual- 298

ity and hallucination of LLM, there is a need to 299

improve efficient information retrieval processes. 300

Although embeddings and using definitions cer- 301

tainly present a good first pathway, improvement 302

in the nuance of question-source relevance beyond 303

a fixed top-k number could improve the ultimate re- 304

sults. All these insights are consistently confirmed 305

when considering different analysis metrics, em- 306

beddings, and relevance thresholds (see Appendix 307

K for these investigations). 308

5 Conclusion 309

In this work, we develop a unique dataset that sim- 310

ulates an expert analyst workflow to evaluate RAG 311

systems. We show its utility by analyzing the dom- 312

inant embedding retrieval strategy with different 313

search setups. We find that embeddings face major 314

limitations in information retrieval for knowledge- 315

intensive tasks. Therefore, this work sets the path 316

for including and evaluating the improvement of 317

expert-integrated RAG systems. 318
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Limitations319

As with every work, our work has limitations. The320

first limitation comes from the expert workflow321

that we are using. Previous work has shown that322

experts face selection bias when annotating for in-323

formation retrieval tasks (Thakur et al., 2021). This324

means that we certainly know that the source is325

relevant once labeled, but we do not know whether326

the source is irrelevant if not labeled. This likely327

means our results represent a lower bound rather328

than an absolute truth.329

Second, as mentioned in creating the example-330

informed definitions, we intentionally allowed data331

leakage between the set to inspire the explanations332

and the test set. However, we argue that a real-333

world expert would act similarly when designing334

the explanations based on her previous experience.335
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tators are Graduate or Doctorate researchers who338
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tion and entailment. They are officially hired and340
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the collected data. We adhered strictly to ethical342
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are under a Creative Commons license. We also349
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ducibility, we will disclose all codes and data used352
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GPT-4, and human annotations. For OpenAI mod-354
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Appendix 490

A Complexity of Knowledge-Intensive 491

Questions 492

Knowledge-intensive domains like climate change 493

have knowledge-intensive questions. Consider, i.e., 494

the following question: "What are the company’s 495

emissions for the previous year?" While emissions 496

serve as a fundamental indicator of a company’s 497

environmental impact, the associated complexities 498

are profound. Emissions can be stratified into var- 499

ious categories, including carbon dioxide (CO2), 500

methane (CH4), among others. Moreover, it is in- 501

creasingly critical to distinguish between direct, in- 502

direct, and supply chain emissions, both upstream 503

and downstream (Scope 1-3). This example un- 504

derscores the extensive complexity that must be 505

integrated into the analysis of ostensibly straight- 506

forward questions. 507

B Definitions and Concepts 508

For knowledge-intensive domains like climate 509

change, it is of central importance to obtain the 510

right question understanding. As demonstrated 511

with the emission example in Appendix A, sim- 512

ple questions can unfold a large underlying mass 513

of concepts. 514

Generally, two differentiations are used in this 515

work. When an expert reads a question, she might 516

have two things in mind: definitions and concepts. 517

On the one hand, definitions constitute the eluci- 518

dation of the terminologies referenced within the 519

query. For example, when inquiring about emis- 520

sions, one might interpret them as the gases the 521

company generates during its value-creation pro- 522

cesses. This interpretation is inherently complex 523

and varies significantly among experts and specific 524

use cases. 525

Conversely, concepts pertain to the intercon- 526

nected themes associated with the questions. We 527

can distinguish between two types of concepts. 528
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First, core concepts are intrinsically linked to the529

query and exhibit substantial overlap with defini-530

tions. For example, in the question "What are531

the emissions of the company in the last year?",532

the term "emissions" constitutes a core concept.533

However, the phrase "last year" introduces poten-534

tial ambiguity if not explicitly defined—whether it535

refers to a reporting year or a calendar year. Sec-536

ond, lateral concepts represent broader, knowledge-537

graph-like connections. For instance, in the context538

of emissions, a lateral concept might encompass539

climate change. An expert’s interpretation of the540

lateral concepts in the question "What are the emis-541

sions of the company in the last year?" could extend542

to inquiries regarding climate change mitigation.543

Given these considerations, it is imperative to elu-544

cidate both definitions and concepts when seeking545

information and formulating responses.546

These concepts and definitions could manifest547

entirely differently depending from person to per-548

son. For this dataset, the important thing is that549

the question sources, answers, definitions, and con-550

cepts are consistent with itself. Table B.1 gives551

an example of a definition and concepts for the552

question ""Do the environmental/sustainability tar-553

gets set by the company reference external climate554

change adaptation goals/targets?"".4555

C Questions556

Table C.2 displays the questions the expert anno-557

tators answered for the reports. The focus lies on558

climate change adaptation and the resilience of559

companies. Thus, the questions are detailed and560

specific. The questions were created based on the561

guidance by Bernhofen and Ranger (2023). Fur-562

thermore, all questions are designed to be answer-563

able with Yes or No and a free text explanation.564

This offers a nuanced level of detail in the potential565

analyses. In this project, we focus on the retrieved566

sources and not on the answers because retrieval is567

much less researched and the source dataset offers568

a richer amount of analysis potential.569

D Expert Annotators and Expert Group570

The three annotators involved in this study hold an571

undergraduate degree with a minor or major focus572

in the climate domain. All annotators have at least573

one year of professional experience in the field.574

During the process of labeling, all annotators are575

4All data and code will be open-source.

enrolled in a master’s program with a focus in the 576

sustainability or climate domain. 577

The expert group in this project is composed of 578

the three expert annotators, two junior and one se- 579

nior researcher in the domain. The expert group col- 580

lectively defined questions, discussed definitions 581

and concepts for the questions and was involved in 582

the iterative refinement of the dataset. 583

E Relevance Labels of the Dataset 584

For answering a question, texts of different rele- 585

vance can be in a report. To reflect this fact, we 586

introduce three relevance labels where 1 is partially 587

relevant, 2 is relevant, and 3 is highly relevant. This 588

means, there is a clear difference between 2 and 589

3 being certainly relevant and 1 where the labeler 590

might be unsure about relevance or can only iden- 591

tify indirect relevance. However, this also means 592

that experiments using the final dataset may want to 593

reflect the fact that a paragraph with label 1 differs 594

from those with labels 2 and 3. 595

F Relevant Question-Source-Answer 596

Pairs 597

The core result of the labeling process is 743 598

question-source-answer pairs with the 16 questions 599

under consideration. For each question, sources 600

are searched, labeled by relevance and the other 601

categories (see Section 3), and finally answered. 602

The questions are split amongst the annotators so 603

that two annotators label 5 questions per report and 604

one annotator labels 6 questions per report. As Ta- 605

ble F.3 shows, there is a discrepancy in how many 606

question-source-answer pairs per question exist in 607

the dataset. The determining factor for this variance 608

is the number of sources found per question. While 609

more sources can be found for more general ques- 610

tions like ""Does the company have a specific pro- 611

cess in place to identify risks arising from climate 612

change?"" (66 sources found across the dataset), de- 613

tailed questions like ""Does the company provide 614

definitions for climate change adaptation?"" are 615

less often answered through the reports (6 sources 616

found across the dataset). Thus, the dataset also 617

contains questions where no sources were found. 618

After labeling, we arrive at a dataset containing 619

majorly relevant question-source-answer. As Fig- 620

ure F.1 shows, the majority of the relevant question- 621

source-answer pairs are indeed very relevant (rel- 622

evance label 3). This speaks for the nature of the 623

analyst workflow employed in this work where an 624
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Question Definition Concepts
Do the environmen-
tal/sustainability
targets set by the
company reference
external climate
change adaptation
goals/targets?

External climate change
adaptation goals or targets
include national , regional or
sectoral adaptation plans

set either by government ,
industry bodies , standard
setters , or international
organisations such as the
United Nations , the World
Bank or others. The external
targets must be provided.

1. [Core] ** Reducing Greenhouse Gas Emissions
**: Setting targets to decrease emissions
of carbon dioxide (CO2), methane (CH4),
and other greenhouse gases to mitigate
climate change.

2. [Core] ** Increasing Renewable Energy Usage
**: Establishing goals to increase the
percentage of energy generated from
renewable sources such as solar , wind ,
hydroelectric , and geothermal power.

3. [Latent] ** Conservation of Biodiversity **:
Setting targets to preserve and protect
natural habitats , endangered species , and
ecosystems to maintain biodiversity.

4. [Latent] ** Reducing Waste and Promoting
Recycling **: Implementing measures to
minimize waste generation , increase
recycling rates , and promote a circular
economy.

5. [Latent] **Water Management and Conservation
**: Developing strategies to manage water
resources more efficiently , such as
investing in water -saving technologies ,
implementing rainwater harvesting systems ,
and improving water storage and

distribution infrastructure to cope with
changing precipitation patterns and
droughts

6. [Core] ** Building Climate -Resilient
Infrastructure **: Integrating climate
resilience into infrastructure planning
and design , including constructing
buildings and roads that can withstand
extreme weather events , improving drainage
systems to manage flooding , and upgrading
energy and transportation networks to

reduce vulnerability to climate impacts.
7. [Core] ** Enhancing Disaster Preparedness and

Response **: Developing early warning
systems , emergency response plans , and
community resilience programs to prepare
for and respond to natural disasters such
as hurricanes , floods , wildfires , and
heatwaves.

Table B.1: Example of a question definition and concepts the labler articulates about the question. Concepts are
differentiate to be [Core] or [Latent] Concepts.
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Question
1 Does the company have a specific process in place to identify risks arising from climate change?
2 Does the company report the methodology used to identify the dependencies and impact of its

business activities on the environment?
3 Does the company refer to any third party scenarios when identifying climate-related risks or

opportunities (e.g. IPCC trajectories, NGFS scenarios, etc.)?
4 Does the company encourage downstream partners to carry out climate-related risk assessments?
5 Does the company report how adjustments to its business operations will allow it to adapt to climate

change?
6 Does the company provide definitions for climate change adaptation?
7 Has the company identified any synergies between its climate change adaptation goals and other

business goals?
8 Does the company report the climate change scenarios used to test the resilience of its business

strategy?
9 Does the company seek to adjust its business model to better provide climate change adaptation

products and services?
10 Does the company have any engagements with industry peers in relation to climate change?
11 Do the environmental/sustainability targets set by the company reference external climate change

adaptation goals/targets?
12 Do the environmental/sustainability targets set by the company align with external climate change

adaptation goals/targets?
13 Does the company report short-term actions taken or planned to reduce its waste generation?
14 Does the company report a plan to engage with downstream partners on water consumption or

water pollution?
15 Does the company identify any impacts of its business activities on the environment?
16 Does the company have a strategy on waste management?

Table C.2: Questions the expert annotators labeled for the reports.

count mean std min 25% 50% 75% max
16.0 37.2 17.6 13.0 27.7 34.0 48.0 72.0

Table F.3: Descriptive statistics of the question-source-answer pairs per question.
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Figure F.1: Distribution of relevance labels over the
relevant question-source-answer dataset.

analyst will likely search for the most relevant bits625

of information to answer the question.626

G Report-Level Dataset627

To obtain a report-level dataset of relevant vs. non-628

relevant paragraphs, we use the LLamaIndex Sen-629

tenceSplitter function.5 This function allows the630

splitting of a document around a fixed length but631

tries to ensure the full-sentence form of the para-632

graphs. We specify the paragraph length to be633

around 350 words, while we allow for an overlap634

in paragraphs of 50 words. The overlap should635

prevent the loss of context through random cut-636

offs. This results in obtaining a dataset with 8628637

paragraphs from the 30 reports.638

Once we obtain the paragraphs, we use our639

dataset with relevant question-source-answer pairs640

to assign a label to the whole set of paragraphs.641

Since the annotated dataset contains relevant sen-642

tences, we deem a paragraph relevant once it con-643

tains one of the sentences of the relevant text parts.644

The retrieved paragraphs from the reports some-645

times have minor differences from the ones in the646

dataset, e.g. different spacing or headlines are in-647

cluded by the SentenceSplitter function. Thus, we648

use the difflab SequenceMatcher function to com-649

pare the similarity of sentences.6 We use a similar-650

ity threshold of 0.9 for matching. This is orientated651

on experimentation with examples. However, the652

majority of the samples are clearly matchable with653

this threshold. Figure G.2 shows the similarities654

5See https://docs.llamaindex.ai/en/stable/api_
reference/node_parsers/sentence_splitter/ for more
details.

6See https://docs.python.org/3/library/difflib.
html for more details.

Figure G.2: Similarities of the most similar relevant
text part from the question-source-answer pairs with the
paragraphs from the report-level dataset.

between the most similar relevant text part from the 655

question-source-answer pairs with the paragraphs 656

from the report-level dataset. It becomes apparent 657

that the paragraphs are either extremely similar to 658

the sources (i.e., it’s a match) or very dissimilar 659

indicating that there is indeed no match found. 660

Since we want to obtain a dataset where every 661

paragraph obtains a relevance score toward a ques- 662

tion, we have to repeat the matching for each ques- 663

tion that was answered for the report. Thus, we ob- 664

tain a dataset with 43.445 entries from the original 665

8.628. These paragraphs now can appear multiple 666

times with multiple questions. In its essence, the fi- 667

nal report-level dataset contains pairs of paragraphs 668

with questions. For each question, a relevance label 669

is given between 0 (no relevance) and 1-3 (labeled 670

as relevant by annotators). If the paragraph is rele- 671

vant, we also give the relevant text part with which 672

it was matched. 673

We fail to match the entire 743 question-source- 674

answer pairs with the report-level dataset. This 675

originates from problems with the chunking of the 676

reports (e.g., not every paragraph is parsed cor- 677

rectly), issues when matching (e.g., the string was 678

formatted differently and the threshold was not low 679

enough), or the fact the information is retrieved 680

from graphs or tables where the string matching 681

doesn’t work either. Finally, the report-level dataset 682

contains 595 paragraphs with question-relevant in- 683

formation. Some paragraphs are relevant for mul- 684

tiple questions. The number of relevant unique 685
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paragraphs is 446 (within the 8.628).686

H Information Retrieval Explanation687

To replace the questions in the information retrieval688

process with definitions, we create generic and689

example-inspired explanations. Generic explana-690

tions simply take the question and create an ex-691

planation with the embedded knowledge of GPT-692

4 (the gpt-4-0125-preview checkpoint is used for693

all generations). We differentiate between expla-694

nations with the question (see Prompt H.3) and695

without question (see Prompt H.4). This serves696

as a non-informed base case. To inform the ques-697

tion with actually relevant content, we make use698

of the already labeled relevant paragraphs and ask699

the model to abstract from these examples to cre-700

ate informed explanations. We again create an701

explanation with and without question (see Prompt702

H.5 and Prompt H.6). In the labeled dataset, the703

sources’ relevance is differentiated from 1 (loosely704

relevant) to 3 (highly relevant). In order to ensure705

that only specific information informs the expla-706

nation creation process, we only consider sources707

of relevance 2 and higher as examples. We cre-708

ate explanations of different lengths (60 and 150709

words) and with and without the questions. To il-710

lustrate these explanations, refer to Table H.4 with711

examples of length 60 without question and Table712

H.5 with examples of length 150 with the question.713

While the beginning of the query remains the same,714

the longer queries might have different shapes in715

terms of containing lists or enumerations.716

I Details on the Experimental Setup717

Following the Information Retrieval Explanation718

(see Appendix H), we also choose to set a relevance719

threshold for the base setup of our evaluation. For720

the base evaluation, the threshold is 2 or higher.721

Again, we argue that for the binary label at hand722

(relevant or not), the label of relevance 1 might be723

confusing since in its definition it is not entirely724

clear whether the source is really relevant. Thus,725

future investigations should focus on determining726

uncertainty around relevance labeling.727

Furthermore, in the base setup, we use the Ope-728

nAI embeddings "text-embedding-3-large" to em-729

bed questions, definitions, and paragraphs.730

J Comparing Retrieval with Questions, 731

Definitions and Concepts vs. 732

Explanations 733

Table J.6 shows the results of comparing the re- 734

trieval with questions, definitions, and concepts 735

along all metrics and top k values. It becomes ap- 736

parent that using the sole question for information 737

retrieval is the best. 738

This might raise the question of whether the defi- 739

nition and concepts are wrong. However, we argue 740

that the definition and concepts work worse for 741

two reasons. First, the definitions and concepts are 742

an aid for the individual labeler to remain consis- 743

tent with herself. This means the labeler might not 744

explicitly state exact details in the definitions or 745

concepts. The real labeling knowledge may remain 746

with the expert. This is also highly interconnected 747

with the second reason. Neither the definitions nor 748

the concepts were optimized for the search with 749

embeddings. The labeler has a high degree of free- 750

dom regarding how long the definitions or concepts 751

are. 752

In contrast, the generic and expert-informed ex- 753

planations are the result of a thought concept to 754

optimize embedding search. As Tables H.4 and 755

H.5 show, these explanations offer dense mention- 756

ing of targeted contents relating to the question. 757

They have a higher level of specificity when com- 758

pared to the example definition and concepts in 759

Table J.6. 760

We argue that this is also the reason why using 761

an example-informed, that is, an expert-informed 762

explanation, improves the retrieval in contrast to 763

using the definitions and concepts of the labelers 764

(see 3). This is also reinforced by comparing the 765

generic definition with the informed explana- 766

tions. Interestingly, a small nuance becomes ap- 767

parent when comparing inf3 and infall. There 768

seems to be no significant jump in performance 769

when letting the definition be inspired by three vs. 770

all reports’ relevant sources as examples. This indi- 771

cates that (1) designing the definitions based on a 772

limited sample is enough and (2) there might even 773

be an overfitting in only orientating on examples. 774

We argue the level of detail of the explanations 775

can serve as a good basis for future definitions 776

and concepts enabling an iterative expert-machine- 777

integrated process. This could ultimately aim to 778

provoke the human to be more precise and reflect 779

with the machine. 780
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Question Generic Explanation Explanation Inspired by Three Reports
Do the environmen-
tal/sustainability
targets set by the
company reference
external climate
change adaptation
goals/targets?

We search for details on whether the
company 's sustainability objectives
align with broader climate change

adaptation benchmarks , such as
those outlined by international
agreements (e.g., Paris Agreement)
or national adaptation plans. This
includes examining if goals address
enhancing resilience to climate

impacts , integrating climate
adaptation into business strategies
, and contributing to global
efforts to adapt to changing
climate conditions.

We search for details on how a company 's
sustainability goals align with

recognized external climate change
frameworks or initiatives , such as
the UN's early warning systems , the
Science Based Targets initiative ,

the Paris Agreement , or the ISO Net
Zero Guidelines. This includes

commitments to renewable energy ,
emissions reduction , and
investments in nature -based
solutions , demonstrating alignment
with global efforts to combat
climate change and promote
resilience.

Table H.4: Example of information retrieval explanations of length of 60 words excluding the question.

Question Generic Explanation Explanation Inspired by Three Reports
Do the environmen-
tal/sustainability
targets set by the
company reference
external climate
change adaptation
goals/targets?

The question ""Do the environmental/
sustainability targets set by the
company reference external climate
change adaptation goals/targets ?""
is asking for details on whether
the company 's sustainability or
environmental objectives align with
broader , externally established

climate change adaptation and
resilience benchmarks or goals.
This includes understanding if the
company has integrated
international , national , or sector -
specific adaptation strategies into
their sustainability planning.

Examples of information the analyst is
looking for include:

- Mention of adherence to frameworks
like the Paris Agreement , the
United Nations Sustainable
Development Goals (SDGs),
particularly SDG 13 (Climate Action
), or the Sendai Framework for
Disaster Risk Reduction.

- References to national adaptation
plans or strategies that the
company has aligned with.

- Inclusion of sector -specific
resilience standards or benchmarks
in the company 's sustainability
targets.

- Partnerships or collaborations with
external bodies focused on climate
change adaptation and resilience.

- Specific adaptation measures or
targets that address identified
climate risks relevant to the
company 's operations or value chain
.

The question "Do the environmental/
sustainability targets set by the
company reference external climate
change adaptation goals/targets ?"
is asking for details on how a
company 's sustainability or
environmental objectives align with
broader , recognized climate change
adaptation and resilience

frameworks or initiatives. This
includes looking for evidence that
the company has set its
environmental targets in response
to or in alignment with
international agreements (such as
the Paris Agreement), initiatives
by global organizations (like the
UN or the Science Based Targets
initiative), or standards and
guidelines set by authoritative
bodies (such as the International
Organization for Standardization).
The question seeks to identify
whether the company is not only
setting internal goals but also
contributing to global efforts to
combat climate change through
adaptation and resilience. This
could involve commitments to
renewable energy , science -based
targets for reducing greenhouse gas
emissions , investments in nature -

based solutions , or participation
in global calls to action for
climate resilience. The aim is to
gauge the company 's active
engagement in the global climate
adaptation agenda beyond its
immediate operational boundaries.

Table H.5: Example of information retrieval explanations of length 150 words including the question.
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You are a sustainability report analyst specialising on climate change adaptation and resilience.

You are provided with a <QUESTION > about a sustainability report. Your task is to explain the <QUESTION > in
the context of adaptation and resilience. Please first explain the meaning of the <question >, i.e.,
meaning of the question itself and the concepts mentioned. And then give a list of examples , showing
what information from the sustainability report the analyst is looking for by posting this <question >.

The <QUESTION > is:
{question}

Your task is to create a short {length} word explanation for which details the question is asking for.

Start the answer with 'The question "<QUESTION >" is asking for details on...'.

Your answer:

Figure H.3: Prompt for creating the generic information retrieval explanation with the question.

You are a sustainability report analyst specialising on climate change adaptation and resilience.

You are provided with a <QUESTION > about a sustainability report. Your task is to explain the <QUESTION > in
the context of adaptation and resilience. Please first explain the meaning of the <question >, i.e.,
meaning of the question itself and the concepts mentioned. And then give a list of examples , showing
what information from the sustainability report the analyst is looking for by posting this <question >.

The <QUESTION > is:
{0}

Your task is to create a short {1} word explanation for which details the question is asking for.

Start the answer with 'We search for details on '. Don 't mention the question itself in the text.
Your answer:

Figure H.4: Prompt for creating the generic information retrieval explanation without the question.

K All Results with Metrics, Emdeddings781

and Relevance Thresholds782

To solidify the results of our experiments, we em-783

ploy a set of different metrics. First, we define784

the primary evaluation metric as the ratio of found785

relevant sources amongst all annotated sources:786

found_rel_srci =
#ret_rel_srcsi

#ann_rel_srcsi
(1)787

where i is the i-th search process for relevant788

sources, #ret_rel_srcs is the number of retrieved789

relevant sources, and #ann_rel_srcs is the num-790

ber of annotated relevant sources. This is equal to791

the precision in a classification task. Second, we792

calculate another important metric in light of confu-793

sion of models with wrong sources (see for instance794

(Schimanski et al., 2024)). We want to identify the795

ratio of relevant sources in the retrieved sources as:796

rel_ret_srci =
#ret_rel_srcsi

#top_ki
(2)797

where i is the i-th search process for relevant798

sources, #ret_rel_srcs is the number of retrieved799

relevant sources, and #top_ki is the number of800

sources in the retrieval that are equal to the top k801

value. Thus, we try to optimize the ratio of rele- 802

vant sources in the retrieval. This equals the recall 803

in a classification task. Finally, this allows us to 804

also calculate the weighted average, namely the F1 805

score. 806

While the results in Figures K.8 and K.9 confirm 807

the results in Figure 3, they add one dimension of 808

nuance. The results indicate that a higher top k 809

value is optimal because more annotated sources 810

are found. However, it also comes with the down- 811

side of more irrelevant sources as well. These re- 812

sults again indicate that more nuanced relevant la- 813

bels abstracting from fixed thresholds might be 814

optimal. 815

Furthermore, it is interesting to see how the re- 816

sults change when changing the underlying em- 817

bedding model. Thus, we also change the embed- 818

ding model from "text-embedding-3-large" to "text- 819

embedding-3-small". Again, the results stay vastly 820

the same (see Figures K.11, K.10, and K.12). How- 821

ever, "text-embedding-3-small" scores are consis- 822

tently a bit lower. This is in line with their general 823

capabilities.7 824

Finally, we choose the relevance threshold to be 825

7A comparison can be found here: https:
//platform.openai.com/docs/guides/embeddings/
embedding-models.
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You are a sustainability report analyst specialising on climate change adaptation and resilience.

You are provided with a <QUESTION > about a sustainability report. Your task is to explain the <QUESTION > in
the context of adaptation and resilience. Please first explain the meaning of the <question >, i.e.,
meaning of the question itself and the concepts mentioned. And then give a list of examples , showing
what information from the sustainability report the analyst is looking for by posting this <question >.

The <QUESTION > is:
{question}

Furthermore , you already analysed reports and extracted the following passages of relevant information the
question is looking for:

---
{examples}
---

Your task is to create a short {length} word explanation for which details the question is asking for.
Make sure to make use of the passages by not directly referencing them but using them to influence the

details that might be of help.

Start the answer with 'The question "<QUESTION >" is asking for details on...'.

Your answer:

Figure H.5: Prompt for creating the expert-informed information retrieval explanation with the question.

You are a sustainability report analyst specialising on climate change adaptation and resilience.

You are provided with a <QUESTION > about a sustainability report. Your task is to explain the <QUESTION > in
the context of adaptation and resilience. Please first explain the meaning of the <question >, i.e.,
meaning of the question itself and the concepts mentioned. And then give a list of examples , showing
what information from the sustainability report the analyst is looking for by posting this <question >.

The <QUESTION > is:
{question}

Furthermore , you already analysed reports and extracted the following passages of relevant information the
question is looking for:

---
{examples}
---

Your task is to create a short {length} word explanation for which details the question is asking for.
Make sure to make use of the passages by not directly referencing them but using them to influence the

details that might be of help.

Start the answer with 'We search for details on '. Don 't mention the question itself in the text.
Your answer:

Figure H.6: Prompt for creating the expert-informed information retrieval explanation without the question.

Figure K.7: Ratio of found relevant sources over the
annotated sources for the different experimental setups
(Embeddings = "text-embedding-3-large").

2 for all our experiments. Again, the results are826

consistent when changing the threshold to 1 or 3827

(see Figures K.13 and K.14). Collectively, these828

results suggest that the findings are solid.829

Figure K.8: Ratio of found relevant sources over the
retrieved sources for the different experimental setups
(Embeddings = "text-embedding-3-large").

Figure K.9: F1-score for the different experimental se-
tups (Embeddings = "text-embedding-3-large").
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Setup Top K Found Rel. Sources Rel. Retrieved Sources F1-Score
Question 5 0.2263 0.1503 0.1806
Definition 5 0.1818 0.1208 0.1452
Concepts 5 0.1960 0.1302 0.1565
Question 10 0.3394 0.1128 0.1693
Definition 10 0.2909 0.0966 0.1451
Concepts 10 0.3091 0.1027 0.1542
Question 15 0.4202 0.0931 0.1524
Definition 15 0.3818 0.0846 0.1385
Concepts 15 0.4040 0.0895 0.1465

Table J.6: Ratio of found relevant sources over the annotated sources, found relevant sources over the retrieved
sources, F1-Score for the retrieval with question, definition, and concepts (Embeddings = "text-embedding-3-large").

Figure K.10: Ratio of found relevant sources over the
annotated sources for the different experimental setups
(Embeddings = "text-embedding-3-small").

Figure K.11: Ratio of found relevant sources over the
retrieved sources for the different experimental setups
(Embeddings = "text-embedding-3-small").

Figure K.12: F1-score for the different experimental
setups (Embeddings = "text-embedding-3-small").

Figure K.13: Ratio of found relevant sources over the
annotated sources for the different experimental setups
and a relevance threshold of 1 (Embeddings = "text-
embedding-3-large").

Figure K.14: Ratio of found relevant sources over the
annotated sources for the different experimental setups
and a relevance threshold of 3 (Embeddings = "text-
embedding-3-large").
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