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Abstract

Despite the recent success of aligning large001
language models (LLMs) with human instruc-002
tions, the ability of information retrievers to003
follow instructions has not been fully explored.004
To address this gap, we propose IFIR-EVAL,005
a comprehensive information retrieval bench-006
mark that spans eight subsets across four ex-007
pert domains: finance, legal, healthcare, and008
science-literature. Each subset tackles one009
or more domain-specific retrieval task in real-010
world scenarios where user-customized instruc-011
tions are essential. To enable a comprehensive012
assessment of retrievers’ instruction-following013
abilities, we also construct instructions with014
different complexity levels. Realizing the limi-015
tations of traditional IR metrics for evaluating016
instruction-following capability, we propose a017
new LLM-based evaluation method, INSTFOL.018
We conduct a comprehensive experiments in-019
cluding a wide range of information retriev-020
ers. Our experimental results demonstrate that021
LLM-based retrievers have good potential to022
follow instructions. However, current informa-023
tion retrieval systems are still far from achiev-024
ing optimal performance in handling complex025
instructions. 1026

1 Introduction027

The instruction-following ability has become a028

cornerstone for LLMs, allowing them to inter-029

pret and respond to complex user commands030

and enabling them to handle a variety of user-031

specific tasks (Ouyang et al., 2022; OpenAI, 2023;032

AI@Meta, 2024).033

Despite its critical importance, the instruction-034

following capability is still under-explored in the035

context of information retrieval (IR). Current in-036

formation retrievers struggle to meet the nuanced037

1Code and dataset will be available at https:
//anonymous.4open.science/r/IFIR-EVAL-
C0E1/

Figure 1: An example of the instruction-following IR
scenarios investigated in this study. In this example, we
simulate a real-world legal case search scenario in which
the user has an explicit need for specific legal cases as
described in the instruction. However, current methods,
such as multi-turn retrieval and the decomposition ap-
proach, are complex and introduce instability into the
search process. Our goal is to identify and evaluate the
best end-to-end retrieval method that can address this
challenge effectively.

needs of users in real-world applications, especially 038

in fields like legal research, healthcare, and aca- 039

demic study, where precise and context-aware re- 040

trieval is crucial (Saxena et al., 2022; Mysore et al., 041

2022). For example, in legal research, lawyers 042

often search for target cases with detailed instruc- 043

tion (i.e., based on specific legal criteria, context, 044
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and desired outcomes), as illustrated in Figure 1.045

Traditional IR systems fails to fully understand046

and process such user-specific instructions in an047

end-to-end manner. Consequently, users have to048

decompose their information-seeking needs into049

several simple search queries and manually filter050

the retrieved cases, which is time-consuming and051

inefficient.052

Recent pilot studies have investigated the053

instruction-following capabilities of retrievers;054

however, significant limitations remain. First, exist-055

ing evaluation benchmarks utilize instructions that056

consist of either a single sentence (Su et al., 2023a)057

or a set of keywords (Zhao et al., 2024). These set-058

tings oversimplify real-world requirements, where059

instructions from users in specialized domains are060

typically more nuanced and layered (Wang et al.,061

2023a). This lack of complexity in the evaluation062

process hinders a comprehensive assessment of the063

retrievers’ capabilities to handle multi-dimensional064

criteria, leading to an incomplete understanding of065

their performance in real-world applications. Even066

though some works do feature complex instruc-067

tions (Weller et al., 2024; Oh et al., 2024), they lack068

explicit complexity levels to qualify information069

retrievers’ ability in terms of reasoning or handling070

intricate tasks. Furthermore, the instructions in071

these datasets are not tailored to meet the specific072

needs of specialized domains.073

In this work, we introduce IFIR-EVAL, a bench-074

mark designed to evaluate the instruction-following075

capabilities of current information retrievers, partic-076

ularly in the context of specialized domains. Specif-077

ically, we construct a benchmark consisting of eight078

subsets covering four specialized domains, namely079

finance, scientific literature, legal, and biomedical.080

Moreover, in order to measure retrievers’ ability081

with finer granularity, we construct three complex-082

ity levels in four subsets. IFIR-EVAL includes083

2424 instruction-following queries, each averaging084

6.14 ground-truth passages. To enhance dataset085

quality, we conduct a comprehensive human vali-086

dation during the benchmark construction process.087

Moreover, since traditional methods are inadequate088

for measuring instruction-following abilities and089

LLMs are capable of making such assessments,090

we implement INSTFOL, an LLM-based metric de-091

rived from G-Eval (Liu et al., 2023), to precisely092

measure the instruction-following performance of093

these systems.094

We evaluate a wide range of information retriev-095

ers on IFIR-EVAL, including lexical, semantic,096

and proprietary retrievers. Through our experi- 097

ments, we derive four key findings: (1) BM25 per- 098

forms relatively well in expert domains because 099

the instructions contain more glossary terms than 100

the queries alone, providing additional hints. (2) 101

Instruction-tuned retrievers like INSTRUCTOR (Su 102

et al., 2023b) do not perform significantly better 103

than their base models, i.e., GTRs (Ni et al., 2022). 104

This demonstrates that current instruction-tuned 105

retrievers may not be suitable for complex instruc- 106

tions. (3) A performance drop is observed when 107

instruction complexity increases. (4) LLM-based 108

retrievers demonstrate more robust performance on 109

traditional metrics and also have a good instruction- 110

following ability compared to other traditional re- 111

trievers, such as Contriever (Izacard et al., 2022) 112

and INSTRUCTORs (Su et al., 2023b). 113

We conclude our main contributions as follows: 114

• We introduce IFIR-EVAL, a comprehensive IR 115

benchmark to evaluate the instruction-following 116

ability of information retrievers across special- 117

ized domains, meeting their specific demands. 118

The experiments provide insights into end-to-end 119

retrieval in specialized domains. 120

• We propose INSTFOL, the first LLM-based 121

evaluation method to measure the instruction- 122

following ability of information retrievers. 123

• We conduct extensive experiments encompassing 124

a wide range of retrievers, deriving key findings 125

about their instruction-following abilities. Our 126

experimental results reveal the potential of LLMs 127

in end-to-end retrieval. 128

2 Related Work 129

2.1 IR Benchmarks in Specialized Domain 130

IR plays a crucial role in specialized domains by 131

enabling efficient access to domain-specific knowl- 132

edge, facilitating evidence-based decision-making, 133

and accelerating research and innovation. In re- 134

cent years, IR benchmarks tailored to specialized 135

domains have garnered significant attention. For 136

instance, in the legal field, LeCaRDv2 (Li et al., 137

2023) focuses on similar case matching, while in 138

finance, FiQA (Jangid et al., 2018) addresses invest- 139

ment thesis retrieval. In scientific literature, Sci- 140

Fact (Wadden et al., 2020) targets the retrieval of 141

research papers for verifying specific claims. How- 142

ever, the queries within existing IR benchmarks 143

typically lack specific instructions, which is a crit- 144

ical gap when compared to real-world scenarios 145
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Figure 2: Dataset Construction Pipeline: We derive a specific task according to the dataset, which then guides
the generation of instructions based on the original query and task conditions. An LLM is used to assess whether
the corpora are relevant to these instructions. As illustrated in the figure, different colors in the ’Task’ section
correspond to the conditions outlined in the ’Instruction’ section.

in specialized domains. For example, when a doc-146

tor searches for suitable clinical trials for a patient,147

they are currently limited to using keywords or148

short queries instead of specifying detailed patient149

information. To bridge this gap, we focus on bench-150

mark domain specific tasks which have customized151

demands.152

2.2 Instruction-Following IR153

The instruction-following abilities have become154

a cornerstone for LLMs, enabling them to inter-155

pret and respond to complex user commands for156

specialized tasks (Ouyang et al., 2022; OpenAI,157

2023; AI@Meta, 2024). There has been a growing158

interest in investigating and enhancing instruction-159

following capabilities of information retrievers.160

Researchers have proposed several training tech-161

niques to enhance the instruction-following abili-162

ties of retrievers (Su et al., 2023a; Asai et al., 2023;163

Wang et al., 2023c). However, due to the lack of164

instruction-following IR benchmark at the time of165

model development, they rely on BEIR (Thakur166

et al., 2021) and MTEB (Muennighoff et al., 2023)167

for evaluation, which lack complex instructions168

and don’t reflect customized needs in various do-169

mains. To bridge this gap, more recently, several170

instruction-following IR benchmarks have been171

proposed (Oh et al., 2024; Weller et al., 2024).172

Specifically, INSTRUCTIR re-writes query accord-173

ing to characteristics based on existing retrieval174

dataset, addresses the need to serve individuals175

from diverse backgrounds. But for one instruc-176

tion, there is only one golden passage, which does177

not align with reality FOLLOWIR introduces more 178

complex instructions and corpus setups. They re- 179

vise instructions from TREC and measure the in- 180

struction following ability through re-rank task in- 181

stead of retrieval. However, they do not adequately 182

consider the relationship between tasks and their 183

respective domains. Moreover, how to adequately 184

evaluate the reasoning capabilities of retriever is 185

under-explored. Consequently, we focus on several 186

expert domains of significant public interest and 187

their representative retrieval tasks. We also explore 188

more effective evaluation methods to measure the 189

instruction-following ability. 190

3 IFIR-EVAL Benchmark 191

Recognizing the gap between current IR bench- 192

marks and the need for instruction-following capa- 193

bilities in specialized domains, we propose IFIR- 194

EVAL. Our goal is to create a comprehensive eval- 195

uation benchmark that advances the instruction- 196

following capabilities of retrievers, pushing the 197

boundaries of current IR systems. We present an 198

overview of the IFIR-EVAL construction pipeline 199

in Figure 2, and detail the benchmark construc- 200

tion and quality validation process in the following 201

subsections. 202

3.1 Expert-domain IR Corpus Collection 203

As mentioned above, IFIR-EVAL has four do- 204

mains including finance, science-literature, legal 205

and healthcare. To construct nuanced and com- 206

plex instructions, we select tasks where customized 207

needs are common and essential, as shown in Ta- 208
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Domain Dataset # Q # Instruct # Corpus # G Retrieval Task Description

Finance FiQA (Jangid et al., 2018) 639 1,718 57,638 3.53 Financial suggestion. Retrieve suggestions fit for customized financial demands.

Scientific SciFact-open (Wadden et al., 2022) 45 149 500,000 4.84
Given customized demands, retrieve relevant passages or evidence.

Literature NFCorpus (Boteva et al., 2016) 86 86 3,633 2.81

Legal
AILA (Bhattacharya et al., 2019) 40 85 2,914 2.01 Given a legal case, retrieve cases which satisfy both customized demands and similarity.
FIRE (Mandal et al., 2017) 168 168 1,745 3.36 Given a legal case, retrieve cases to support judicial decision.

Healthcare
TREC-PM (Roberts et al., 2017, 2018) 59 172 241,006 15.61 Given a patient’s demographic, retrieve suitable clinical trails.
TREC-CDS (Roberts et al., 2015) 43 43 633,955 10.84 Given a patient’s demographic, retrieve diagnosis, treatment and clinical trails.

Table 1: List of existing information retrieval datasets adopted within the IFIR-EVAL benchmark. # G is the average
golden passage number of one instruction.

ble 1. However, building a comprehensive retrieval209

dataset from scratch across multiple domains can210

be a time-intensive process. To balance efficiency211

and data quality, we choose to construct our IFIR-212

EVAL by building upon existing, well-established213

retrieval datasets.214

3.2 Instruction Generation215

A key insight in generating instructions is to cre-216

ate additional conditions relevant to the domain-217

specific tasks. The instructions, which complement218

the original query, help differentiate some corpora219

from those previously annotated as relevant to the220

query. As illustrated in Figure 2, we generate and221

paraphrase instructions by utilizing LLM to add222

extra information according to the original query223

and domain-specific tasks. Detailed instructions224

can be found in Appendix A.1.225

To measure the retrievers’ ability to follow in-226

structions with varying complexity levels, we gen-227

erate instructions with different tiers in each do-228

main, which we will detail as follows:229

Finance For personal finance inquiries, we con-230

struct instructions that simulate someone seeking231

help in the finance field. We add basic demographic232

information such as gender and age, and expand233

the query with their goals and basic financial sta-234

tus. We create instructions at three levels: At the235

first level, the instruction is simple, e.g.,, “Please236

help me to find a financial suggestion for the query.”237

The second level includes additional personal in-238

formation such as age, occupation, and financial239

status. The third level builds upon level two by240

incorporating additional financial goals, such as241

“As a 40-year-old accountant with a steady income242

and moderate savings, I am seeking advice on the243

best business structure for taxes when combining244

full-time work with running a small side business.245

I am looking for insights on how to optimize tax246

efficiency while balancing the demands of my full-247

time job and side business.” .248

Scientific Literature For the scientific literature 249

retrieval task, we construct instructions to simu- 250

late a person working in a relevant area trying to 251

find passages related to specific scientific claims 252

or problems. We recognize that query instructions 253

can vary in research topics (e.g., society, history, 254

biomedical, etc.) and research objectives (e.g., in- 255

fluence, reasoning process). We use the Scifact- 256

open dataset to generate three different levels of 257

instructions. The first level instruction might state, 258

"Please help me to find relevant evidence to sup- 259

port the scientific claim." The second level uses 260

previously annotated "SUPPORT" and "CONTRA- 261

DICT" tags to generate instructions like “Please 262

help me to find supporting evidence for this scien- 263

tific claim.” The third level includes conditions like 264

research topics and objectives. 265

Legal For the legal case retrieval task, we have 266

two types of instructions. One type is to re- 267

trieve prior cases that support the reasoning pro- 268

cess for the current case, which originates from 269

the FIRE2017 dataset. The other, derived from 270

AILA2019, is designed to retrieve similar cases 271

according to the demands of legal professionals 272

such as lawyers. For the first type, we use the 273

context around the previously annotated reasoning 274

process and paraphrase it with GPT-4o. For the 275

second type, we construct three different levels of 276

instructions. The first level, similar to previous do- 277

mains, is “Please help me to find cases similar to 278

the current legal case.” The second level adds con- 279

ditions including whether the case is beneficial to 280

the defendant or plaintiff. The third level constructs 281

instructions searching for cases relevant to some 282

details of the current case while still satisfying the 283

previous two levels. 284

Healthcare Given the two different datasets and 285

corresponding tasks in the biomedical field, the 286

TREC CDS Track provides a summary accompa- 287

nied by a detailed description, which we use di- 288

rectly as the instruction, adding information includ- 289
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ing family medical history, etc. Inspired by the290

TREC CDS Track, we expand the basic informa-291

tion provided in the TREC PM Track and construct292

three levels of instructions. The first level contains293

conditions about the patient’s disease and gene vari-294

ation. The second level adds conditions about the295

patient’s demographics, including age and gender.296

The third level allows the LLM to create informa-297

tion about the patient’s treatment history and family298

medical history.299

3.3 Selecting Corpus Candidates According to300

Instructions301

Due to the long context and large number of po-302

tential responses, which may lead to performance303

drops in LLM, we don’t give all the corpus at one304

time. Instead, we judge the corpus relevance one305

by one. We also ask LLM1 to generate reasons for306

including and excluding each candidate.307

3.4 Human Validation308

And to ensure the quality of our dataset, a human309

verification stage is implemented in the validation310

process. We extract 10% of the queries with in-311

structions from each domain. To align with real312

world demands, we ask human annotators to give a313

naturalness score of instruction ranging from 1 to 5.314

And to validate the corpus, human annotators need315

to check both the golden passages and excluded316

passages with the same range of score. The higher317

the score, the better the match. We illustrate these318

scores in Table 2, which indicates the high quality319

of our dataset.320

Metric Score

Naturalness of instructions 4.17
Golden passage matching score 4.52
Excludeded passage score 4.32

Table 2: Human Validation Results. The naturalness
of instructions is evaluated based on how well the in-
structions align with real-world demands. The golden
passage matching score assesses whether the golden
passage correctly matches the corresponding instruction.
The excluded passage score evaluates how effectively
irrelevant passages are rejected.

3.5 Dataset Analysis321

As illustrated in Table 1, we construct the dataset322

across several domains. In finance field, we have323

1The LLM we use is GPT-4o.

3.54 average corpus number for a single query, and 324

at least 2.81 in science, 2.01 in legal and 10.84 in 325

biomedical. In each field, we have domain-specific 326

instructions for representative tasks, which guaran- 327

tee the diversity of instructions and the task to be 328

representative and challenging. 329

4 Experiments 330

4.1 Problem Formulation 331

We formally define the two tasks as follows: 332

Task 1 Measuring Instruction-Following Ca- 333

pabilities: To measure retrievers’ instruction- 334

following ability, we propose a new LLM-based 335

evaluation metric named INSTFOL. Given retrieved 336

corpus Cq from a query, and retrieved corpus Cinst 337

from a query accompanied by an instruction, we 338

allow the LLM to decide each corpus Ck in Cq 339

and Cinst’s matching score to the instruction. We 340

then measure the difference between the average 341

scores of Cq and Cinst to evaluate the instruction- 342

following ability. The implementation details of 343

the INSTFOL metric are illustrated in the A.2. 344

Task 2 Measuring Retrieval Capabilities: 345

Given a query Q, and instruction I , and the golden 346

passages G, and a retriever R, we measure the 347

retrieved passages from golden passages use nor- 348

malized discounted cumulative gain (nDCG) to 349

measure the performance. 350

4.2 Baseline 351

We compare different retrievers on our dataset, 352

with size ranges from 110M to 7B. In our exper- 353

iment, we categorize the models into two types: 354

non-instruction-tuned models and instruction-tuned 355

models. Detailed experiment settings are provided 356

in Appendix A.2. 357

Non-instruction-tuned models We include the 358

following commonly-used non-instruction-tuned 359

models for the experiments: (1) BM25 (Robertson 360

et al., 2009), which is a lexical retriever; (2) Col- 361

BERT (Khattab and Zaharia, 2020), which encodes 362

queries and documents separately and introduces a 363

mechanism of delayed interaction to be more effec- 364

tive; (3) Contriever (Izacard et al., 2022), which is 365

a BERT-based model trained by contrastive learn- 366

ing; and (4) GTR (Ni et al., 2022), which uses the 367

encoder from the T5 model and are pretrained on 368

MSMARCO. 369
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FiQA SciFact-open NFCorpus AILA FIRE TREC-PM TREC-CDS Average
nDCG INSTFOL nDCG INSTFOL nDCG INSTFOL nDCG INSTFOL nDCG INSTFOL nDCG INSTFOL nDCG INSTFOL nDCG INSTFOL

BM25 0.25 10.42 0.49 1.66 0.43 -1.72 0.10 -0.58 0.55 -0.12 0.47 18.81 0.07 -3.37 0.34 3.58
Contriever 0.13 -0.45 0.29 -39.07 0.36 -3.59 0.08 0.26 0.51 0.18 0.09 9.20 0.04 -10.22 0.21 -6.24
Colbert 0.07 -5.10 0.14 -2.21 0.16 3.05 0.07 -0.01 0.39 2.11 0.02 11.42 0.00 1.43 0.12 1.53
GTR-base 0.33 -8.47 0.47 -0.45 0.47 -19.48 0.05 -0.04 0.52 1.38 0.27 10.94 0.12 -14.58 0.32 -4.39
GTR-large 0.39 -12.31 0.50 -2.92 0.52 -45.47 0.07 -0.05 0.49 4.61 0.28 8.25 0.09 -70.01 0.33 -16.84
GTR-xl 0.40 -20.94 0.52 -10.64 0.51 -14.17 0.05 -0.56 0.54 0.42 0.23 6.98 0.15 -77.08 0.34 -16.57

INSTRUCTOR-base 0.39 9.86 0.45 -7.91 0.48 2.20 0.06 -0.81 0.51 1.07 0.17 13.38 0.09 -36.72 0.31 -2.70
INSTRUCTOR-large 0.49 4.79 0.46 1.97 0.56 4.13 0.07 -0.30 0.51 0.74 0.15 -11.14 0.17 2.92 0.34 0.45
INSTRUCTOR-xl 0.48 2.36 0.48 1.18 0.53 -11.51 0.07 0.00 0.53 0.90 0.17 0.04 0.19 -3.58 0.35 -1.52
E5-mistral-7b-instruct 0.42 9.96 0.45 -0.57 0.51 22.09 0.10 0.08 0.50 2.67 0.32 6.46 0.08 0.58 0.34 5.90
GritLM-7B 0.49 10.47 0.47 11.87 0.57 38.34 0.10 0.14 0.59 0.96 0.44 7.00 0.36 -3.27 0.43 9.36

OpenAI-v3-small 0.46 6.92 0.58 -0.60 0.56 -14.00 0.08 -0.25 0.53 1.78 0.41 1.03 0.24 -6.51 0.41 -1.66
OpenAI-v3-large 0.54 -0.57 0.59 -10.18 0.58 -8.98 0.11 -0.36 0.57 0.03 0.52 5.23 0.30 -5.29 0.46 -2.87

Table 3: Results of retrievers on IFIR-EVAL with metrics being nDCG@20 and INSTFOL. The best-performing
entries are highlighted in red, and model’s with worst performance are in blue. The deeper the color, the better the
performance—for example, dark red indicates better performance, while dark blue indicates worse performance.

Instruction-tuned retrievers For the instruction-370

tuned models, we select: (1) INSTRUCTOR (Su371

et al., 2023b), which are finetuned on the GTR fam-372

ily using MEDI datasets, and can be utilized for373

various tasks including retrieval; (2) E5-mistral-374

7b-instruct (Wang et al., 2023b), which is a re-375

triever based on a Mistral model and trained on376

synthetic data; (3) GritLM-7B (Muennighoff et al.,377

2024), which is also a Mistral model, trained on378

the synthetic data from E5-mistral-7b-instruct and379

MEDI2, capable of performing both generation and380

retrieval tasks; and (4) Proprietary Retriever, in-381

cluding OpenAI’s Text-Embedding-v3-Large and382

Text-Embedding-v3-Small.383

4.3 Main Results384

We evaluate various retrievers’ ability to follow385

instructions. The result is shown in Table 3.386

Discussion About Non-instruction-tuned models387

BM25 demonstrates better performance compared388

to ColBERT and Contrievers, suggesting possible389

lexical bias in the datasets. Moreover, GTR models390

outperform BERT-based models. Unlike ColBERT391

and Contriever, which are trained solely on the MS-392

MARCO dataset, GTR models also utilize the Com-393

munity QA and Natural Question datasets. These394

datasets, which are more closely aligned with hu-395

man interactions, may contribute to the superior396

performance of GTR models.397

Discussion About Instruction-tuned models398

The instruction-tuned models, particularly the IN-399

STRUCTOR models, exhibit relatively good per-400

formance on datasets. Furthermore, the finetuned401

LLMs for retrieval tasks outperform other retriev-402

ers. For example, E5-mistral-7b-instruct performs403

well on IFIR-EVAL. One exception is the TREC-404

CDS dataset, where detailed patient descriptions 405

require more reasoning ability rather than just lexi- 406

cal or semantic matching. GritLM-7B outperforms 407

other open-source retrievers. Notably, GritLM-7B, 408

which is of the same size as E5-mistral-7b-instruct, 409

shows relatively strong performance in scientific lit- 410

erature subsets where E5-mistral-7b-instruct strug- 411

gles. This performance difference may be at- 412

tributed to the fact that GritLM-7B includes the 413

Semantic Scholar Open Research Corpus (Lo 414

et al., 2020) in its training data, which likely en- 415

hances its ability to handle scientific content ef- 416

fectively. Meanwhile, retrievers built on LLM 417

backbones demonstrate more robust and generaliz- 418

able instruction-following capabilities compared 419

to other models, offering valuable insights into 420

potential methods for enhancing the instruction- 421

following abilities of retrievers. The proprietary re- 422

triever, OpenAI-v3-Large achieves the best perfor- 423

mance on nDCG metrics among all models. How- 424

ever, both OpenAI-v3-small and OpenAI-v3-large 425

do not demonstrate superior performance on INST- 426

FOL compared to other retrievers. Unfortunately, 427

the technical details of the OpenAI retrievers, in- 428

cluding their training processes, are confidential, 429

which limits our ability to fully understand or ana- 430

lyze the factors contributing to their performance. 431

Overall The current training methodology that 432

integrates instructions is not yet a perfect solu- 433

tion for handling long instructions across various 434

domains. From the relatively good performance 435

of BM25 on both metrics, we can deduce that 436

lexical search may serve as an auxiliary tool for 437

complex instructions in specific domains. The IN- 438

STRUCTOR models show minimal improvement 439

over their backbone, the GTR models, and in some 440

cases, even perform worse. This may indicate that 441
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Figure 3: nDCG improvement when giving instructions.
The instruction specifies domains like "scientific" and
object like "for retrieval".

the INSTRUCTOR models could be overfitting on442

specific datasets or are better suited to shorter in-443

structions. Meanwhile, although some LLM-based444

retriever do not perform well in traditional met-445

rics like nDCG, they exhibit a superior and stable446

instruction-following ability compared to other re-447

trievers.448

4.4 Analysis449

Scaling Up Model Size Leads to Better Perfor-450

mance From Table 3, we can conclude that the451

scaling law applies to retrievers as well. Specifi-452

cally, as model sizes increase from 110M to 1B,453

both the GTR models and INSTRUCTOR demon-454

strate improved nDCG metrics. Additionally, E5-455

mistral-7b-instruct and GritLM-7B exhibit rela-456

tively strong performance on average. However,457

when considering instruction-following ability, the458

scaling law does not apply when the model size459

is below 1B threshold. Given the strong perfor-460

mance of E5-mistral-7b-instruct and GritLM-7B in461

instruction-following ability, it can be inferred that462

the current retrieval system can be further enhanced463

by LLMs finetuned for retrieval tasks.464

Current Instruction Retriever is Inadequate for465

Long Instructions Currently, some retrievers,466

such as INSTRUCTOR and GritLM-7B, are trained467

with instructions like “Retrieve document from468

wikipedia” or “Classify the question’s topic” to469

fit the varying demands of different domains. We470

investigate how significantly such training method471

can enhance performance across various domains.472

Accordingly, we incorporate these instructions as473

Figure 4: Average nDCG perfomance on different levels
of instructions in different domains.

prompts in both the query and embedding pro- 474

cesses, as described in these works. We format 475

the input as “[Prompt] [Query] [Instruction]". The 476

prompt is actually the instruction in these works 477

which give hints to target tasks and domains, e.g. 478

“Represent the science question for retrieval. ” 479

which is different from our instruction. We use 480

instruction in these works as a prompt to check 481

whether these is an enhancement compared to em- 482

bedding with no prompt. The results are shown in 483

Figure 3, with detailed outcomes available in the 484

Appendix B.1. We observe that adding instructions 485

did not significantly impact the final performance, 486

with the maximum improvement being only 0.05 487

on average results. Therefore, for various domains, 488

merely adding minimal instructions is insufficient. 489

Domain-specific datasets and more complex in- 490

structions are required for different domains. 491

Increase in Instruction Complexity Results in 492

Performance Decline To test the instruction- 493

following abilities of different retrieval systems 494

with finer granularity, we constructed instructions 495

with varying levels of reasoning difficulty by in- 496

corporating both implicit and explicit conditions. 497

We selected the FiQA, Scifact-open, AILA, and 498

TREC-PM datasets, constructing different levels of 499

instructions within these datasets for convenience. 500

As shown in Figure 4, there is a noticeable perfor- 501

mance degradation with level2 and level3 instruc- 502

tions compared to level1. Interestingly, in some 503

datasets, level3 performs better than level2. This 504

improvement is attributed to the fact that level3 505

instructions are longer and contain more explicit 506

conditions, providing additional lexical and seman- 507

tic hints about possible candidates, unlike level2, 508

which includes some explicit instructions but fewer 509

7



Figure 5: Scores of non-golden passages retrieved by
Contreiver on the NFCorpus dataset.

explicit conditions. Overall, from these metrics,510

we observe that retrievers finetuned from LLMs511

exhibit robust and superior performance compared512

to other models. This excellent performance is par-513

ticularly evident in their ability to adapt to complex514

instructions and to maintain high accuracy across515

diverse datasets, underlining the effectiveness of516

LLM-based architectures in handling nuanced natu-517

ral language processing tasks. Detailed results can518

be found in the Appendix B.2.519

Validation of LLM-based Evaluation As520

shown in Figure 5, some retrieved passages have521

relatively high scores. As we derive our dataset522

from an existing retrieval dataset and selected possi-523

ble candidates from the golden passages, we check524

whether these higher-scoring passages were not an-525

notated or there was an overestimation problem in526

our method. After human validation, we find that527

the passages do satisfy the instructions. We then an-528

alyze how many passages were not annotated in the529

original dataset and investigated their proportion530

among all over-estimated passages. Additionally,531

we check the average scores of retrieved golden532

passages annotated by us. As shown in Table 4, a533

large number of overestimated passages were not534

annotated in the seed dataset, and the scores of the535

instructions’ corresponding golden passages are536

close to 3, indicating that these passages do satisfy537

the instructions. These results also validate our538

dataset quality.539

4.5 Error Analysis540

We select those instructions with both low nDCG541

scores and INSTFOL scores and create a taxon-542

omy of these instructions, categorizing them as543

(1) Long Instructions, (2) Dense with Specialized544

Knowledge, (3) Highly Customized Instructions,545

as illustrated in Appendix A.3. In the legal domain,546

a large number of instructions exceed 1,000 tokens.547

Current retrievers are typically trained with a maxi-548

mum token length of 512, which cannot perfectly549

handle these lengthy instructions. For instructions550

Not Annotated Ratio Golden Passage Average Score

FiQA 0.96 2.89
Scifact-open 1.00 2.97
NFCorpus 0.87 2.90
AILA 0.97 2.19
FIRE 0.56 2.60
TREC-PM 0.95 2.84
TREC-CDS 0.96 2.95

Table 4: Analysis of the Contreiver’s INSTFOL scores.
The Not Annotated Ratio records the proportion of pas-
sages with unexpectedly high values that are not an-
notated in the original golden passages. The Golden
Passage Average Score reflects the average INSTFOL
score of retrieved golden passages for the corresponding
instruction.

that require specialized knowledge, especially in 551

the science and healthcare domains, common train- 552

ing data do not cover all the expert knowledge 553

needed in specialized domains. And for the highly 554

customized instructions, such as those in the fi- 555

nance and healthcare domains, users or doctors 556

have several prioritized goals and needs that tra- 557

ditional retrievers may not recognize. However, 558

using an LLM as the retriever backbone can utilize 559

its general capabilities and long-context abilities. 560

LLMs are also adept at intent recognition, making 561

them potential candidates for the backbone in these 562

end-to-end retrieval scenarios. 563

5 Conclusion 564

In this paper, we propose a benchmark, IFIR-EVAL, 565

designed to evaluate the instruction-following abil- 566

ities of current information retrievers in end-to-end 567

retrieval scenarios. While existing benchmarks do 568

evaluate complex instructions, they often do not 569

construct instructions that align with the demands 570

of specialized domains. Our benchmark, therefore, 571

focuses on domain-specific instructions, reflecting 572

the diverse needs across various fields. Unlike pre- 573

vious work, we also design instructions with vary- 574

ing difficulty levels to assess the performance of 575

current retrievers under different challenges. 576

Our experiments reveal that current instruction- 577

tuned models struggle with long, complex instruc- 578

tions. And as the complexity increases, a notice- 579

able performance decline occurs across all tested 580

retrieval systems. However, LLM-based retriev- 581

ers demonstrate more robust performance and rela- 582

tively better results compared to other models. This 583

suggests potential solutions for end-to-end retrieval 584

scenarios in specialized domains. 585
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Limitations586

There are three major limitations of our benchmark.587

First, our dataset has a limited number of queries ac-588

companied by instructions, and we do not provide a589

training dataset for future works to train their mod-590

els. Second, we do not compare domain-specific591

retrievers like BioBERT (Lee et al., 2020) with592

general retrievers. A domain-specific retriever may593

perform better than general retrievers due to addi-594

tional training data. Third, we only evaluate current595

retrieval systems using the end-to-end method. As596

mentioned earlier, other methods can also be used597

to solve complex instruction-based problems.598
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Appendix 778

A Implementation details 779

A.1 Details of Instructions in Each Domain 780

Details of instructions are shown in Table 5. For 781

the AILA and FIRE datasets, which belong to the 782

legal domain, the query part consists of only a 783

summary or is omitted due to the length context of 784

legal cases. 785

For instructions with different complexity levels, 786

examples are shown in Table 6. For clearer demon- 787

stration, we describe the content of each level again. 788

As the level increases, so do the conditions. Target 789

corpus candidates in Level 3 must satisfy the con- 790

ditions of Levels 1 and 2, and Level 2 candidates 791

must satisfy Level 1 conditions. 792

(1) FiQA: The first level simply asks for financial 793

suggestions. The second level includes information 794

about personal financial status. The third level 795

incorporates personal financial purposes. 796

(2) Scifact_open: The first level involves asking 797

for science passages relevant to a given science 798

claim. The second level seeks evidence that either 799

contradicts or supports this claim. The third level 800
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is tailored for students or researchers who need to801

find evidence based on customized demands.802

(3) AILA: The first level involves searching for803

similar cases. The second level requires that the804

relevant case be beneficial for the plaintiff or defen-805

dant. The third level adds more explicit conditions806

such as the details of the current cases and requires807

similar scenarios.808

(4) TREC-PM: The first level includes informa-809

tion about the patient’s disease. The second level810

adds the patient’s demographics, including age and811

gender. The third level incorporates additional in-812

formation about the patient’s treatment history and813

family history.814

A.2 Experiment Settings815

Embedding Considering the long context of816

some corpora, we opt for a sliding window of 512817

tokens with an overlap of 128 tokens, and utilize818

the mean pooling method to generate the embed-819

dings. For the E5-mistral-7b-instruct, we compared820

the mean pooling method to the last token pooling821

method and found a significant difference in per-822

formance. Consequently, we use the last token823

pooling method for E5-mistral-7b-instruct, which824

demonstrates better overall performance. Due to825

hardware limitations, for the LLM-based retrievers,826

we use fp16 to reduce GPU memory usage. When827

querying, we concatenate the query and instruction828

with a space character.829

LLM-Based Evaluation Method Given Cq,830

which is the retrieved corpus set for a query, and831

Cinst, which is the retrieved corpus set for the query832

combined with instructions, we evaluate each pas-833

sage or corpus in both sets using LLM1 with some834

evaluation criteria. This approach is inspired by835

G-Eval (Liu et al., 2023) and TREC’s principles of836

data collection. Details of prompts can be found in837

Appendix ??. We then obtain two sets of weighted838

scores, Sq and Sinst. And we839

Each score in Sq and Sinst is calculated as fol-840

lows, where sk is an element of Sq or Sinst, and pk841

represents the logarithmic probability of each score842

as determined by the API:843

weighted_score =

∑10
k=1(sk × epk)∑10

k=1 e
pk

844

Here, epk converts the log probabilities back to stan-845

dard probabilities for calculation purposes. This846

1The LLM used for INSTFOL is GPT-3.5-0125

formula accounts for the inherent probabilistic na- 847

ture of LLMs, where predictions for each token 848

are based on a statistical probability distribution 849

influenced by configurations such as temperature 850

and top_p. 851

We use the average of Sq and Sinst to calculate 852

the instruction-following ability through a metric 853

we propose, called INSTFOL. The insight is to con- 854

sider the maximum improvement a retriever can 855

achieve. Consider a case with two students, A and 856

B. Student A has a rank of 300 and a previous rank 857

of 500, while student B has a rank of 10 and a 858

previous rank of 40. Traditionally, we would cal- 859

culate improvement through absolute differences. 860

However, student B has less room to improve his 861

rank. Based on this insight, we propose the INST- 862

FOL metric to evaluate the retriever’s instruction- 863

following ability. The max, which is a constant, 864

denotes the corpus that satisfies all requirements 865

and has the highest relevance level. K is a constant 866

representing the number of passages. 867

INSTFOL =
Average(Si)−Average(Sq)

max −Average(Sq)
868

When calling the API to evaluate the INSTFOL, 869

we use top_p = 0.7 and top_logprobs = 10. We 870

set the temperature to 0.0 to reduce the overestima- 871

tion by the LLM. And the prompt for evaluation is 872

shown in Figure 6 873

A.3 Error Analysis 874

The example of error analysis is illustrated in Ta- 875

ble 7. 876

B Details of Experimental Results 877

B.1 Detailed Results of Retrievers with 878

Instructions as Prompts 879

As shown in Table 8, we present the instructions as 880

prompts, as described in these papers. However, we 881

use these instructions as prompts to differentiate 882

from our own instructions. The input to the re- 883

trievers should be formatted as "[Prompt] [Query] 884

[Instruction]." Additionally, there may be slight dif- 885

ferences in the input format due to different models. 886

B.2 Detailed results of different retrievers on 887

different levels. 888

The detailed result for each domain is shown in Ta- 889

ble 9. The result of INSTFOL is shown in Table 10. 890
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Dataset query instruction

FiQA Full-time work + running small side business: Best
business structure for taxes?

As a 40-year-old accountant with a steady income and moderate savings, I am seeking
advice on the best business structure for taxes when combining full-time work with
running a small side business. I am particularly interested in understanding the
tax implications, legal considerations, and potential benefits of different business
structures. Additionally, I am looking for insights on how to optimize tax efficiency
while balancing the demands of my full-time job and side business.

SciFact-open A deficiency of folate decreases blood levels of ho-
mocysteine.

As an expert in the field of science, I need to find a peer-reviewed research article or a
review paper that presents contradicting evidence regarding the relationship between
folate deficiency and homocysteine levels in the blood. The passage should offer
evidence that opposes the claim stating that a deficiency of folate results in decreased
blood levels of homocysteine.

NFCorpus Why are Cancer Rates so Low in India? I am a student researching the factors contributing to low cancer rates in India, and I
am specifically interested in understanding the role of dietary habits. I need to find
scientific studies or articles from the fields of oncology, nutrition, and epidemiology
that focus on the relationship between Indian dietary patterns and cancer prevention.
My objective is to analyze the types of foods commonly consumed in India and
their potential protective effects against cancer. To meet my customized needs, I
require information on specific dietary components, such as spices, fruits, vegetables,
and traditional Indian dishes, that have been associated with lower cancer rates.
Additionally, I am interested in any experimental studies or clinical trials investigating
the effects of these dietary factors on cancer cells or animal models.

AILA The appellant, once a prime witness in a bribery trial,
became a Cabinet Minister and resigned after critical
judicial remarks during an appeal that acquitted the
first respondent. The High Court questioned the evi-
dence and the appellant’s credibility, overturning the
initial conviction for accepting bribes.

I represent the appellant and I seek cases involving a defendant who benefitted from a
reversal of a conviction due to lack of acceptable evidence and a plausible explanation
for the incriminating evidence found in their possession, despite adverse remarks
made by the Appellate Judge regarding the credibility of the appellant’s testimony in
a bribery case where the defendant was acquitted based on insufficient prosecution
evidence.

FIRE [A legal case summary] What was the decision and
legal principle established in the case referred to as
[?CITATION?] in relation to the doctrine of promis-
sory estoppel in the context of government represen-
tations and obligations?

Retrieve the prior case referred to as [?CITATION?] and focus on the court’s analysis
and ruling regarding the application of promissory estoppel against the government,
particularly in situations where representations are made by governmental authorities
and the subsequent obligations arising from such representations. Pay attention
to any discussion on the enforceability of promises made by the government, the
limitations of promissory estoppel against the government, and the factors determining
the applicability of the doctrine in cases involving governmental representations.

TREC-PM A patient diagnosed with Liposarcoma with CDK4
Amplification. I am looking for possible clinical
trials suitable for this patient.

I am seeking clinical trials for a 38-year-old male diagnosed with Liposarcoma with
CDK4 Amplification. Please focus on trials specifically targeting Liposarcoma or
related soft tissue sarcomas. It is crucial that the trials consider the presence of
CDK4 Amplification in the patient’s condition. Additionally, the patient’s age and
gender should be taken into account when selecting suitable clinical trial options.
Patient Profile: The patient is a 38-year-old male who has been diagnosed with
Liposarcoma with CDK4 Amplification. He has a treatment background that includes
both chemotherapy and radiation, and he is currently in remission. It is important to
note that he has a history of smoking and is also dealing with obesity. Given these
demographic details, I am seeking clinical trials that specifically target Liposarcoma
or related soft tissue sarcomas, taking into consideration the presence of CDK4
Amplification. The trials should also consider the patient’s age and gender, as well as
any potential influences from his treatment background, smoking history, and obesity.

TREC-CDS Given some infomation about patient. 58-year-old
woman with hypertension and obesity presents with
exercise-related episodic chest pain radiating to the
back.What is the patient’s diagnosis?

A 58-year-old African-American woman presents to the ER with episodic press-
ing/burning anterior chest pain that began two days earlier for the first time in her life.
The pain started while she was walking, radiates to the back, and is accompanied by
nausea, diaphoresis and mild dyspnea, but is not increased on inspiration. The latest
episode of pain ended half an hour prior to her arrival. She is known to have hyper-
tension and obesity. She denies smoking, diabetes, hypercholesterolemia, or a family
history of heart disease. She currently takes no medications. Physical examination is
normal. The EKG shows nonspecific changes.

Table 5: Examples of instructions in different domains.
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Dataset level1 level2 level3

FiQA Please help me to find the
financial suggestions for
my query.

I am a 40-year-old accountant with a
steady income and moderate savings.

As a 40-year-old accountant with a steady income and moderate savings, I
am seeking advice on the best business structure for taxes when combining
full-time work with running a small side business. I am particularly interested in
understanding the tax implications, legal considerations, and potential benefits
of different business structures. Additionally, I am looking for insights on how
to optimize tax efficiency while balancing the demands of my full-time job and
side business

SciFact-open Please find the science pas-
sage which related to the
claim

Please help me to find the contradict
evidence.

As an expert in the field of science, I need to find a peer-reviewed research article
or a review paper that presents contradicting evidence regarding the relationship
between folate deficiency and homocysteine levels in the blood. The passage
should offer evidence that opposes the claim stating that a deficiency of folate
results in decreased blood levels of homocysteine.

AILA Please help me find the rel-
evant legal cases.

As a defendant player, I want the case
where the defendant is beneficial.

I represent the appellant and I seek cases involving a defendant who benefitted
from a reversal of a conviction due to lack of acceptable evidence and a plausible
explanation for the incriminating evidence found in their possession, despite
adverse remarks made by the Appellate Judge regarding the credibility of the
appellant’s testimony in a bribery case where the defendant was acquitted based
on insufficient prosecution evidence.

TREC-PM I’m looking for clinical
trials suitable for a 38-
year-old male patient diag-
nosed with Liposarcoma
with CDK4 Amplification.

I am seeking clinical trials for a 38-year-
old male diagnosed with Liposarcoma
with CDK4 Amplification. Please fo-
cus on trials specifically targeting Li-
posarcoma or related soft tissue sarco-
mas. It is crucial that the trials consider
the presence of CDK4 Amplification
in the patient’s condition. Additionally,
the patient’s age and gender should be
taken into account when selecting suit-
able clinical trial options.

I am seeking clinical trials for a 38-year-old male diagnosed with Liposarcoma
with CDK4 Amplification. Please focus on trials specifically targeting Liposar-
coma or related soft tissue sarcomas. It is crucial that the trials consider the
presence of CDK4 Amplification in the patient’s condition. Additionally, the
patient’s age and gender should be taken into account when selecting suitable
clinical trial options. Patient Profile: The patient is a 38-year-old male who
has been diagnosed with Liposarcoma with CDK4 Amplification. He has a
treatment background that includes both chemotherapy and radiation, and he
is currently in remission. It is important to note that he has a history of smok-
ing and is also dealing with obesity. Given these demographic details, I am
seeking clinical trials that specifically target Liposarcoma or related soft tissue
sarcomas, taking into consideration the presence of CDK4 Amplification. The
trials should also consider the patient’s age and gender, as well as any potential
influences from his treatment background, smoking history, and obesity.

Table 6: Examples for different levels’ instruction in various domains.

Type Example

Long Instruction [A long legal case] As the defendant player, seek cases where the prosecution’s evidence relies heavily on circumstantial
evidence and lacks direct proof of intent or direct involvement in the alleged crime, similar to a situation where the
accused individuals were convicted based on circumstantial evidence and witness testimonies, despite maintaining their
innocence throughout the trial and appeal process.

Dense with special-
ized knowledge

CHEK2 has a significant role in breast cancer As a scientist investigating the claim that ’CHEK2 has a significant role
in breast cancer,’ I should search for research articles or review papers that provide support evidence on the specific
functions of the CHEK2 gene in relation to breast cancer development.

Highly customized
instructions

I am seeking clinical trials suitable for a 35-year-old female diagnosed with colorectal cancer and exhibiting FGFR1
Amplification. Please prioritize trials that focus on colorectal cancer specifically or a narrower focus related to this
patient’s condition. Additionally, it is crucial to include trials that directly match the FGFR1 Amplification gene
mutation in the patient. The patient’s age and gender are also important factors to consider in selecting appropriate
clinical trials. Please ensure that the trials selected meet these criteria for optimal patient care and treatment options.

Table 7: Taxonomy of instructions with low nDCG score and INSTFOL score.

FiQA SciFact-Open NFCorpus AILA FIRE TREC-PM TREC-CDS Average

INSTRUCTOR-base 39.2 45.14 48.23 5.89 50.6 17.39 9.11 30.79
39.33 44.52 48.94 5.93 49.92 23.16 8.0 31.4

INSTRUCTOR-large 48.76 46.4 56.43 7.03 51.01 14.95 16.7 34.47
49.28 46.85 56.67 7.24 51.63 16.56 15.46 34.81

INSTRUCTOR-xl 48.37 48.46 53.04 7.09 52.89 16.89 18.83 35.08
48.91 48.93 54.36 7.17 53.3 20.39 20.55 36.23

E5-mistral-7b-instruct 42.49 44.94 50.67 9.7 50.25 31.48 7.93 33.92
41.57 44.56 50.2 8.66 50.25 33.97 7.52 33.82

GritLM-7B 49.06 46.83 57.46 10.01 59.32 43.89 35.69 43.18
61.78 59.38 63.17 9.74 59.09 51.2 37.82 48.88

Table 8: Detailed results of adding instructions as prompt. The first line is without instruction as prompt, the second
is with instructions as prompt.
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[system prompt]
You are an expert in legal domain.

[user input]
Given an instruction: instruction,
and a prior case: corpus,
please evaluate the prior case according to the instruction and Evaluation Criteria and return a JSON
object with the score and reason.

There are 3 relevant levels to evaluate the case regarding the instruction:
1. The prior case is similar to the one in the instruction.
2. The prior case satisfies the instruction at the ’plaintiff’ or ’defendant’ beneficial level.
3. The prior case totally matches the instruction, including the detailed requirements in the instruction.

Evaluation Criteria:
1. If the prior case only meets the instruction at the first level, the score is 1.
2. If the prior case meets the instruction at the first and second levels, the score is 2.
3. If the prior case meets the instruction at all three levels, the score is 3.
4. If the prior case does not meet any of the levels, the score is 0.

Please give a score between 0 and 3.

**
IMPORTANT: Please make sure to only return in JSON format, with the "score" and "reason" key. No
additional words or explanations are needed.
Please think step by step about the reason and give the score according to the Evaluation Criteria.

Example JSON:

"score": 1,
"reason": "The corpus only matches the instruction in terms of research field and research topics."

**

JSON:

Figure 6: Prompt for instruction generation on AILA dataset.
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From Table 10, we can find that current informa-891

tion retrievers are not good at long instructions and892

instructions with highly dense expert knowledge.893

C Details of Data Construction Pipeline894

We first ask LLM1 to generate a instruction accord-895

ing to the reality demands , with the prompts on896

dataset NFCoprus shown in Figure 7. And then we897

check whether previous annotated candidates for898

the query satisfies the generated instruction, with899

the prompts shown in Figure 8.900

For the reason datasets, which include FiQA,901

SciFact-open, AILA, and TREC-PM, we do not902

construct a fully complex instruction all at once.903

Since we have different levels of reasoning, we ask904

the LLM to detail the instruction level by level, akin905

to a bottom-up approach. For example, for a given906

instruction at level 2, such as ’Please help me to907

find the plaintiff’s beneficial legal case,’ we request908

the LLM to generate a more complex instruction909

for the next level that also includes the ’plaintiff’s910

beneficial’ condition. The prompt for instruction911

generation on dataset AILA is shown in Figure 9.912

1The LLM we use is GPT-4o

15



FiQA AILA TREC-PM Scifact-open
Level1 Level2 Level3 Level1 Level2 Level3 Level1 Level2 Level3 Level1 Level2 Level3

BM25 0.282 0.221 0.239 0.158 0.06 0.03 0.505 0.437 0.482 0.568 0.434 0.481
Contriever 0.146 0.121 0.111 0.144 0.018 0.012 0.112 0.084 0.077 0.306 0.248 0.33
Colbert 0.078 0.043 0.107 0.111 0.052 0.012 0.012 0.023 0.037 0.132 0.117 0.165
GTR-base 0.422 0.215 0.337 0.096 0.017 0.0 0.269 0.28 0.268 0.511 0.446 0.458
GTR-large 0.479 0.279 0.391 0.117 0.023 0.048 0.293 0.312 0.219 0.538 0.465 0.512
GTR-xl 0.53 0.33 0.325 0.073 0.032 0.023 0.255 0.239 0.21 0.595 0.508 0.461
INSTRUCTOR-base 0.424 0.361 0.387 0.11 0.024 0.0 0.119 0.208 0.197 0.481 0.437 0.441
INSTRUCTOR-large 0.531 0.454 0.472 0.11 0.024 0.048 0.144 0.157 0.147 0.48 0.404 0.515
INSTRUCTOR-xl 0.558 0.435 0.445 0.122 0.012 0.042 0.19 0.181 0.135 0.536 0.457 0.47
E5-mistral-7b-instruct 0.491 0.409 0.359 0.16 0.037 0.045 0.404 0.304 0.232 0.514 0.47 0.369
GritLM-7B 0.527 0.424 0.52 0.176 0.02 0.047 0.451 0.418 0.447 0.507 0.416 0.491
OpenAI-v3-small 0.529 0.41 0.429 0.148 0.032 0.013 0.428 0.436 0.371 0.631 0.545 0.563
OpenAI-v3-large 0.616 0.488 0.512 0.159 0.056 0.062 0.552 0.524 0.479 0.622 0.57 0.587

Table 9: Detailed nDCG@20 results of different retrievers on different levels.

FiQA AILA TREC-PM Scifact-open
Level1 Level2 Level3 Level1 Level2 Level3 Level1 Level2 Level3 Level1 Level2 Level3

BM25 -3.3 2.2 32.4 -0.1 -0.5 -1.1 0.7 10.2 45.5 -0.1 -1.4 6.5
Contriever -0.3 -0.7 -0.3 0.6 -0.2 0.4 -1.6 2.3 26.9 -7.2 -26.3 -83.8
Colbert -6.1 -21.1 11.9 -0.3 -0.1 0.4 0.5 3.2 30.6 -2.0 -2.9 -1.7
GTR-base -0.3 -11.7 -13.4 -0.1 0.2 -0.2 -0.5 5.3 28.0 0.8 0.5 -2.6
GTR-large -0.6 -13.6 -22.8 0.0 -0.2 0.0 -0.9 2.4 23.3 0.3 -0.5 -8.5
GTR-xl -0.6 -7.7 -54.5 0.5 -1.5 -0.6 -0.7 -1.1 22.7 -0.2 2.3 -34.0
INSTRUCTOR-base 0.0 1.4 28.2 0.0 -1.1 -1.3 -0.4 6.2 34.3 -0.4 0.4 -23.7
INSTRUCTOR-large 0.1 1.6 12.7 0.1 -0.5 -0.5 -0.6 -6.1 -26.7 -2.4 -0.2 8.6
INSTRUCTOR-xl -0.0 -2.3 9.4 -0.4 -1.0 1.4 -0.2 -1.0 1.3 -0.6 4.3 -0.2
E5-mistral-7b-instruct 0.9 8.2 20.8 0.1 -0.6 0.8 -0.0 -0.4 19.8 0.9 1.0 -3.6
GritLM-7B -0.4 0.9 30.9 0.5 -0.3 0.2 -0.3 2.7 18.6 -0.5 -1.0 37.1
OpenAI-v3-small 0.0 -0.9 21.6 0.4 0.0 -1.2 -0.3 0.3 3.1 1.0 0.8 -3.7
OpenAI-v3-large 0.0 0.1 -1.9 0.3 -1.0 -0.4 0.1 -1.4 17.0 0.7 0.2 -31.4

Table 10: Detailed INSTFOL results of different retrievers on different levels.

[system prompt]
You are an expert in science.

[user input]
Given the scientific claim: {claim}, Imagine you are a student or researcher seeking information on a
specific topic. Based on the conditions listed below, construct a detailed retrieval instruction tailored to
the claim. You do not need to incorporate all of the conditions, but ensure your instruction is relevant.
* Research fields
* Research topics
* Research objectives
* Customized needs (For example, experimental subjects, experimental methods, etc.)

The instruction should target a single type of information and be both coherent and logical. It should also
be detailed and specific, presented in the first person, and narrated naturally in one paragraph.

Please return your answer as follows:
Instruction: ...

Figure 7: Prompt for generate instruction on NFCorpus dataset.
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[system prompt]
You are an expert in science.
[user input]
Given an instruction {instruction}, and an corpus {corpus}, check whether the instruction is satisfied by
the corpus.
Please only return ’yes’ or ’no’ and your reason, and return in the following format.
Answer: yes/no Reason: ...

Figure 8: Prompt for evaluate corpus on NFCorpus dataset.

[system prompt]
You are an expert in legal domain.
[user input]
Given a legal case:
{case}.
And an instruction: {instruction}.

Please provide a detailed instruction based on the case. Include specific situations from the case to
elaborate on the instruction. Your response should be narrated as if you are examining various cases, and
it should be presented in a single paragraph.
The instruction should not be longer than 2-3 sentences.

For example:
Legal Case: "XYZ Corporation filed a lawsuit against John Doe, a former employee, for defamation after
Doe posted allegations on his personal social media claiming that XYZ provided false information to
customers. While Doe’s post didn’t result in significant or immediate financial loss for the company, XYZ
argued that it tarnished their reputation."
Instruction: "I’m the plaintiff’s lawyer and I’m looking for civil tort cases involving the right to reputation
and lowered social evaluation, particularly where an employee posted on social media that the company
made false statements in providing services but no serious consequences occurred, and it’s difficult to
prove the lowered social evaluation."
Your response should be formatted as follows:
Instruction: ...

Figure 9: Prompt for instruction generation on AILA dataset.
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