
RACQC: Advanced Retrieval-Augmented Generation for Chinese Query
Correction

Anonymous ACL submission

Abstract

In web search scenarios, erroneous queries fre-001
quently degrade user experience by leading to002
irrelevant results. This underscores the critical003
role of Chinese Spelling Check (CSC) systems004
in maintaining search quality. Conventional005
approaches typically employ domain-specific006
models trained on limited corpora. While ef-007
fective for frequent errors, these models exhibit008
two key limitations: (1) poor generalization009
to rare entities in open-domain searches,and010
(2) inability to adapt to temporal entity vari-011
ations due to static training paradigms. With012
the advent of Large Language Models(LLMs),013
a potential solution has been provided for014
these problems. However, LLMs have serious015
over-correction issues and struggle to handle016
long-tail entities. To tackle this, we present017
RACQC-a Chinese Query Correction system018
with Retrieval-Augmented Generation(RAG)019
and multi-task learning. Specifically, our ap-020
proach (1) integrates dynamic knowledge re-021
trieval through entity-centric RAG to handle022
rare entities and,(2) employs contrastive cor-023
rection tasks to mitigate LLM over-correction024
tendencies. Furthermore, we propose MDCQC-025
a Multi-Domain Chinese Query Correction026
benchmark to test the model’s entity correction027
capabilities. Extensive experiments on several028
datasets show that RACQC significantly out-029
performs existing baselines in CSC tasks.1.030

1 Introduction031

In real-world Chinese online search scenarios,032

users frequently make erroneous queries due to033

various factors such as input errors and knowledge034

gaps,resulting in poor relevance of search results.035

These errors manifest in multiple forms, including036

homophones, visually similar characters, and omis-037

sions or additions of characters. Searching with038

1Our MDCQC benchmark and training data can be ac-
cessed at https://anonymous.4open.science/r/RACQC_
v1

Figure 1: Examples of query correction,where the red
characters represents the errors and green represents the
correct result. The LLM is GPT-4.

uncorrected queries often leads to substantial dis- 039

crepancies between search results and users’ needs. 040

041

Therefore, a Chinese Spelling Check (CSC) sys- 042

tem aimed at detecting and correcting spelling er- 043

rors is significant for search scenarios(Gao et al., 044

2010; Zhang et al., 2024).In the CSC task, the cur- 045

rent mainstream methods based on the Sequence- 046

to-Sequence(Seq2Seq) model conceptualize it as 047

a machine translation problem, transforming er- 048

roneous sentences into correct ones(Raffel et al., 049

2020; Lewis, 2019). Furthermore, as shown in 050

Figure 1, the development of large language mod- 051

els(LLMs) has further augmented the capabilities 052

of Seq2Seq models in CSC(Achiam et al., 2023; 053

Yang et al., 2024). 054

However, prior studies have demonstrated that 055

LLMs do not perform well on CSC(Qu and Wu, 056

2023; Li et al., 2024). This limitation primarily 057

stems from LLMs’ propensity to over-correct for 058

long-tail or temporal entities(Wang et al., 2024a), 059

which is due to the lack of such entity informa- 060

tion in the pretraining data and the hallucination 061

of LLMs. For instance, as illustrated in Figure 1, 062

a user inputs "Handsome Sheath" and LLM erro- 063

neously corrects it into "Handsome Guard" because 064

it tends to over-correction. The corrected query 065

completely deviates from the user’s original search 066

demand, thereby seriously disrupting the user’s 067
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search experience. Currently, mainstream research068

lacks solutions to this problem and corresponding069

CSC benchmarks.070

To address this limitation, we propose RACQC,071

a Chinese Query Correction system with Retrieval-072

Augmented Generation. This approach aims to al-073

leviate the issue of over-correction in CSC. Specif-074

ically, we have discerned that the genesis of this075

issue is twofold: (1) an intrinsic shortfall in the076

LLMs’ CSC capabilities,and (2) a conspicuous ab-077

sence of external knowledge within the model.078

In terms of model capabilities, we believe that079

the error correction capability can be primarily mea-080

sured through five distinct tasks, including error081

detection, error correction scoring, error correction082

generation, error correction re-ranking and error083

correction chain of thought(CoT)(Wei et al., 2022).084

We hypothesize that these tasks possess the poten-085

tial to supplement and amplify each other. Inspired086

by this, RACQC has constructed a multi-task in-087

struction fine-tuning dataset that encompasses these088

five types of tasks, aiming to enhance the perfor-089

mance of LLM in CSC.090

In terms of utilizing external knowledge,091

RACQC innovatively introduces Retrieval-092

Augmented Generation(RAG) in error correction093

by exploiting webpage title data and entities094

extracted from the titles to establish an offline095

entity-title corpus. Upon encountering a query096

requiring external knowledge, the retriever will097

search for relevant information from the corpus.098

The retrieved information will be used to enhance099

the model’s response, thereby addressing the100

over-correction issues generated by LLMs with101

out-of-distribution entities. Experiments on the102

medical-domain dataset MCSC(Jiang et al., 2022)103

and multi-domain dataset LEMON(Wu et al., 2023)104

show that the performance of RACQC transcends105

existing baselines, achieving state-of-the-art106

(SOTA) performance.107

Furthermore, owing to the substantial discrepan-108

cies between the existing mainstream CSC datasets109

and search scenarios, they do not present enough110

challenges to model’s ability in correcting entity111

errors. The LEMON dataset is deficient in en-112

tity correction samples, while the MCSC dataset113

lacks errors like word addition or omission. To114

ameliorate this situation, we present MDCQC, a115

Multi-Domain Chinese Query Correction bench-116

mark, which includes more than 4000 examples117

across 10 different domains from actual online user118

queries that online system struggles to handle, with119

human-annotated entity information. Notably, we 120

still achieved the SOTA performance in the MD- 121

CQC dataset. The contributions of this work can 122

be summarized as follows: 123

• We propose the RACQC framework, innova- 124

tively building an entity-title corpus to intro- 125

duce RAG into the CSC task, which enhances 126

the capability of LLMs for entity error correc- 127

tion. 128

• We propose multi-task training for error cor- 129

rection, introducing five error correction train- 130

ing tasks in instruction fine-tuning. They 131

mutually enhance each other, improving the 132

model’s performance on the CSC task. 133

• Based on online search scenarios, we release 134

MDCQC, a more challenging multi-domain 135

Chinese query correction benchmark. 136

2 Related work 137

2.1 Retrieval-Augmented Generation(RAG) 138

The RAG system aims to enhance the model’s an- 139

swer with external information(Lewis et al., 2020; 140

Asai et al., 2023; Chen et al., 2024c). The retriever 141

gathers relevant knowledge from an external base 142

and fed into LLMs to improve the model’s gener- 143

ation. Previous research has already proved the 144

effectiveness of this method(Liu et al., 2024; Li et 145

al., 2023; Chen et al., 2024b) and it has achieved 146

outstanding performance in variety of fields such 147

as code generation(Islam et al., 2024; Wang et 148

al., 2024c), open-domain QA(Wang et al., 2023, 149

2024d), table understanding(Chen et al., 2024a), 150

and so on. However, according to our research, 151

almost no work has applied RAG to CSC tasks. 152

2.2 LLMs in Chinese Spelling Check(CSC) 153

CSC is an important task in Natural Language Pro- 154

cessing. Previous research primarily used BERT- 155

style models due to their contextual awareness and 156

transfer learning capabilities(Devlin et al., 2019; 157

Wu et al., 2023; Cheng et al., 2020).To improve 158

their error correction abilities, strategies like data 159

synthesis(Wang et al., 2024b), incorporating error 160

detection modules(Zhang et al., 2020a), and spe- 161

cific character masking strategies(Liu et al., 2010) 162

have been used. However, due to the lack of 163

knowledge and the inherent parameter limitations 164

of BERT-style models, they struggle to handle long- 165

tail entity queries. 166
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Figure 2: Overview of RACQC.RACQC introduce multi-task training and RAG into CSC tasks.

With the advent of Large Language Models167

(LLMs) like ChatGPT(Achiam et al., 2023), some168

work has begun to explore their application to the169

CSC context. However, previous research indicates170

that LLMs tend to over-correct, resulting in an un-171

derperformence to the baseline BERT-style mod-172

els(Qu and Wu, 2023).In order to solve this prob-173

lem, C-LLM(Li et al., 2024) and TIPA(Xu et al.,174

2024) proposed methods to make character level175

alignment, while DeCoGLM(Li and Wang, 2024)176

incorporates a detection-correction structure based177

on the GLM.And trigger3(Zhang et al., 2024) pro-178

posed a correction scheme based on the coopera-179

tion of large and small models. Nonetheless, these180

works disregard training tasks that need to be intro-181

duced to enhance the model’s ability. Therefore, in182

this work, we explored the correction training tasks183

needed by LLMs.184

3 Methods185

To overcome the limitations outlined above, we pro-186

pose RACQC to augment the capabilities of LLMs187

in the CSC domain. As illustrated in Figure 2, our188

training process is divided into two main stages:189

the first stage employs multi-task training, and the190

second stage performs supervised fine-tuning (SFT)191

on high-quality samples. Additionally, during both192

the SFT and inference stages, we construct a high-193

quality entity-title corpus to enhance the response194

quality of LLMs.195

3.1 Problem Formulation196

The CSC task aims to correct all erroneous charac-197

ters in Chinese sentences. Formally, let s denote a198

sentence containing erroneous characters, and let199

s+ represent the set of correctly modified sentences.200

The model f will generate a possibly correct mod- 201

ified sentence s′ = f(s).CSC task aims to ensure 202

s′ ∈ s+. Additionally, s− is defined as negative 203

correction results generated by a random triggering 204

method based on confusion sets (mined from our 205

online scenarios) as shown in Algorithm 1. 206

3.2 Multi-task Training data for CSC 207

At this stage, we introduced five types of CSC 208

training tasks. Each type of error correction task 209

corresponds to a distinct error correction capability, 210

and these five kinds of abilities supplement and am- 211

plify each other, endowing the model with robust 212

error correction abilities. Due to space constraints, 213

the complete training instructions are provided in 214

Appendix A. Additionally, we provide examples of 215

training data in our anonymous GitHub repository. 216

3.2.1 Error Detection Data 217

The goal of this task is to enhance the model’s error 218

identification capability. To this end, we formulate 219

a binary classification task. More formally, the la- 220

bel Ded(s) in the error detection dataset is defined 221

as Eq 1. 222

Ded(s) =

{
1, if s is incorrect
0, if s is correct

(1) 223

Through this task, we have augmented the 224

model’s adeptness in discerning errors and trained 225

it to identify common Chinese error patterns. 226

3.2.2 Error Correction Scoring Data 227

The goal of this task is to enhance the model’s 228

ability to recognize high-quality error correction 229

results. To achieve this, we also constructed a bi- 230

nary classification task. More formally, let c denote 231
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Algorithm 1 Get error correction negative samples

Input: Orginial error query S , Corrected query
S+ , Confusion set ST

Output: Negative sample S−

1: S−=S+

2: P=Random(0,1)
3: if P<0.3 then
4: POS1 = Random(0,LENGTH(S))
5: POS2 = Random(0,LENGTH(S))
6: SWAP(S−

POS1
,S−

POS2
)

7: end if
8: POS = Random(0,LENGTH(S))
9: S−

POS = ST (S−
POS)

10: return S−

a possible candidate error correction randomly se-232

lected from s+ and s−. The label Decs(s, c) in the233

error correction scoring dataset is defined as Eq 2.234

Decs(s, c) =

{
1, if c ∈ s+

0, if c ∈ s−
(2)235

Through this task, we primarily enable the model236

to learn what kind of error correction results are237

necessary and of high quality.238

3.2.3 Error Correction re-ranking Data239

The goal of this task is to re-rank possible error240

correction candidates. To achieve this goal, we con-241

structed an error correction ranking task to choose242

the best among multiple possible error correction243

results. For each piece of data, we first combine the244

error correction candidates from sets s+ and s−,245

verifying if the total count exceeds four. In case the246

candidates are insufficient, we employ Algorithm 1247

to generate additional negative candidates until we248

obtain at least four candidates. These candidates249

are then numbered in ascending order. After this,250

we use the count of the candidates from the s+ set251

among these four candidates as our labels.252

Through this task, we have further enhanced the253

model’s ability to recognize high-quality correction254

results. The model can better learn the differences255

between good and bad candidates by comparing256

multiple high-quality and low-quality correction257

candidates in the same sample.258

3.2.4 Chain of Thought Data259

Building on the foundation laid by (Wei et al.,260

2022), we explore the potential of Chain of261

Thought(CoT) reasoning to enhance error correc-262

tion capabilities. Leveraging the advanced capabili-263

ties of GPT-4(Achiam et al., 2023), complemented 264

by meticulous human review, we generate the detail 265

thinking process of error correction for each piece 266

of data and gave the error correction results. With 267

this, we aim to teach the model thinking process 268

of the error correction task in complex scenarios. 269

Prompts used when calling GPT-4, please refer to 270

Appendix B 271

3.2.5 Error Correction Generation Data 272

The primary goal of this training task is to equip the 273

model with the essential capabilities required for 274

error correction generation. It further bolsters the 275

model’s aptitude for recognizing and understand- 276

ing the error patterns learned from previous tasks, 277

thereby refining its proficiency in discerning and 278

amending errors. To achieve this goal, we input 279

the erroneous sentence s and utilize all corrected 280

sentences in s+ set as the ground truth labels. 281

3.3 SFT and inference stage of RACQC 282

In both the Supervised Fine-tuning(SFT) and in- 283

ference stages, we integrated RAG information to 284

bolster the error correction capability of LLMs. To 285

effectively utilize RAG within the CSC system, de- 286

termining the appropriate content for our corpus is 287

crucial. Considering the intent of user search be- 288

havior, we find that title information plays a pivotal 289

role. Regarding form, titles are similar to the user’s 290

search query but encapsulate more expansive infor- 291

mation, thus providing a potential basis for error 292

correction. This will be instrumental in helping 293

LLMs to correct long-tail and temporal entities. 294

However, while the titles contain richer infor- 295

mation, they often contain more noise, such as re- 296

dundant details and errors in the entities mentioned 297

within the title. Such noise can significantly impair 298

LLMs’ generation. Therefore, we have enriched 299

our corpus with entity information extracted from 300

titles. In both the SFT and inference stages, we 301

retrieve four pieces of corpus data that are most 302

similar to the query in terms of cosine similarity to 303

augment LLMs’ response. 304

3.4 MDCQC Benchmark 305

LEMON(Wu et al., 2023) is a popular CSC bench- 306

mark at present. However, it does not pose suffi- 307

cient challenges for the entity correction scenario. 308

Meanwhile, MCSC benchmark(Jiang et al., 2022), 309

a correction set in the medical field, lacks types of 310

common errors in practical search scenarios, such 311

as adding and omitting characters. This makes 312
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type NE NPE NEE A&O
F&G 345 171 138 72
MED 722 326 229 98
NEW 133 49 38 18
LIF 1136 393 201 111

EDU 757 324 144 121
BOK 115 53 47 18
CAR 91 37 30 14
MUS 77 38 31 16
TEC 193 90 76 23

OTHER 484 161 97 37

Table 1: Overview of MDCQC dataset(NE:number
of examples,NPE:number of positive exam-
ples,NEE:number of entity errors,A&O:adding
and omitting numbers)

them far from real search scenarios, so a Chinese er-313

ror correction dataset based on actual open-domain314

search scenarios is necessary.315

Based on this, we propose MDCQC,a Multi-316

Domain Chinese Query Correction dataset that317

spans ten diverse domains:film&game(F&G),318

medical(MED),news(NEW),life(LIF),education319

(EDU),books(BOK),cars(CAR),technology(TEC),320

music(MUS) and others.The data source is col-321

lected from representative queries that our online322

system struggles to handle in real online scenarios323

and incorporates our manually, meticulously324

annotated entity information. Compared with325

constructing CSC data based on error patterns, this326

collection method can be closer to the input habits327

of real human users.328

At the same time, since the data comes from329

real online scenarios, it will involve a large number330

of long-tail and temporal queries, which brings331

challenges to the correction model at the entity332

level.This requires much external information. The333

distribution of entities between different fields also334

has significant differences, posing challenges to the335

content of the external corpus that it relies on. The336

overview of MDCQC is reported in Table 1.337

4 Experiments338

4.1 Experimental Settings339

In this section, we present the details of SFT340

and the evaluation results of models on the three341

CSC benchmarks: the general dataset LEMON,342

the medical-domain dataset MCSC, and our multi-343

domain dataset MDCQC.344

Datasets. Previous studies in the general CSC field 345

often use SIGHAN(Tseng et al., 2015; Wu et al., 346

2013; Yu et al., 2014) as a benchmark. However, 347

over time, the SIGHAN benchmark has become in- 348

creasingly challenging to simulate current Chinese 349

input habits. Moreover, there is a significant differ- 350

ence between the existing general field CSC dataset 351

and the query under the actual search scenario. We 352

need search domain datasets for experimentation. 353

In summary, we used the following three datasets 354

for our experiments. 355

LEMON(Wu et al., 2023) is a large-scale multi- 356

domain dataset with natural spelling errors, which 357

spans seven domains, including game (GAM), en- 358

cyclopedia (ENC), contract (COT), medical care 359

(MEC), car (CAR), novel (NOV), and news (NEW). 360

Compared to SIGHAN, it shows better text quality 361

and annotation accuracy. 362

MCSC(Jiang et al., 2022) is a Medical Chi- 363

nese Spelling Correction Dataset, a large-scale and 364

specialist-annotated dataset for Chinese spelling 365

correction in the medical domain. It is collected 366

from a large-scale query log dataset from a real- 367

world medical application. 368

MDCQC is a multi-domain chinese query cor- 369

rection benchmark, it comes from the actual online 370

user query logs of a popular Chinese search engine. 371

After careful manual annotation and filtering, high- 372

quality Chinese error correction data is selected. 373

Metrics Following previous studies(Zhang et 374

al., 2024),we use the widely used metrics 375

precision(P)/recall(R)/F-measure(F1) to evaluate 376

the performence of different models. 377

Baselines We used the following models for com- 378

parison with our method. For traditional models, 379

we selected the n-gram LM implemented based on 380

KenLM(Heafield, 2011). For BERT-style models, 381

we chose the most basic BERT(Devlin et al., 2019) 382

and its improved Soft-Masked BERT(Zhang et al., 383

2020b). For seq2seq models, we chose to com- 384

pare the error correction effects with the most pop- 385

ular closed-source LLMs, which mainly include 386

ERNIE-4.0 and GPT-4(Achiam et al., 2023). Due 387

to space constraints, for the specific prompts used 388

when calling GPT-4 and ERNIE-4.0, please refer to 389

Appendix C.TIPA(Xu et al., 2024) is a recent work 390

of LLM on CSC; its main idea is to align the LLM 391

error correction at the character level. We com- 392

pared with it on the LEMON dataset. For RACQC, 393

Due to the strong resource constraints in actual 394

search scenarios, to simulate the real environment, 395

we use qwen2-1.5B(Yang et al., 2024), which has 396
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MODEL
MDCQC MCSC

P R F1 P R F1

BERT 43.36 9.57 15.68 80.93 80.05 80.49
SM-BERT 38.68 11.89 18.19 81.21 80.51 80.86

GPT-4 22.12 26.24 24.00 25.11 31.12 27.79
ERNIE-4.0 43.54 37.90 40.52 51.01 50.05 50.52

N-GRAM LM 10.13 5.65 7.25 30.32 16.04 20.98
qwen2-1.5B+SFT+RAG 64.84 40.15 49.59 75.64 75.05 75.34

RACQC + w/o RAG 53.13 40.32 45.85 68.05 69.99 69.00
RACQC 75.03 49.31 59.51 81.39 81.04 81.21

Table 2: Overall result of RACQC and baseline models on MDCQC and MCSC datasets.The best results are
highlighted in bold and the second performence results are indicated by an underscore.W/o RAG means without
RAG information from entity-title corpus.

MODEL CAR COT ENC GAM MEC NEW NOV AVG
BERT 46.8 52.6 45.7 23.4 42.7 46.6 32.3 41.4

SM-BERT 49.9 54.8 49.3 26.1 46.9 49.1 34.6 44.3
GPT-4 26.8 27.8 33.7 29.4 32.7 28.1 29.0 29.6

ERNIE-4.0 32.6 40.8 37.4 30.6 38.1 41.6 27.5 35.5
qwen2-1.5B+SFT 42.5 48.2 48.3 30.8 50.3 41.6 32.9 42.0

TIPA+1.5B 45.2 52.9 46.1 28.4 50.0 47.4 29.6 42.8
RACQC+w/o RAG 46.0 52.4 51.5 35.3 60.0 51.8 35.4 47.5

RACQC 46.1 53.7 50.3 33.3 58.4 53.0 34.2 47.0

Table 3: Overall result of RACQC and baseline models on LEMON dataset,are presented as F1 scores.The best
results are highlighted in bold and the second performence results are indicated by an underscore.W/o RAG means
without RAG information from entity-title corpus.

a lower resource overhead, as our basemodel and397

we mainly divided it into two settings: with RAG398

and without RAG (w/o RAG).To test the effect of399

our multi-task training, we also experimented on400

SFT directly on qwen2-1.5B.In the settings with-401

out RAG, the model will only take the query as402

input, while in the settings with RAG (w RAG),403

we retrieve the top-4 information from the entity-404

title corpus to enhance the model’s answers. For405

prompts used when calling RACQC, please refer406

to Appendix D.407

4.2 Implementation Details408

Our code is based on LLaMA-Factory(Zheng et409

al., 2024). We used real online search scenario410

logs for multi-task training, selecting samples over411

90% correction probability as positive samples and412

random correct queries. Furthermore, we utilized413

the method proposed in Algorithm 1 to construct414

all s−.Finally, we constructed 40 million samples,415

maintaining a 1:1 ratio of positive to negative sam-416

ples for five training tasks. In the SFT and inference417

stage, we used the title data and entity informa-418

tion extracted from the WuDAO dataset(Yuan et al., 419

2021) as our title-entity corpus and retrieved the 420

top four results with the highest cosine similarity 421

for each piece of data, creating 400000 samples 422

for the SFT stage. Smaller models like BERT and 423

SM-BERT were directly trained on all data. For 424

RACQC, in multi-task training stage, we fine-tune 425

the entire qwen2-1.5B with Adam optimizer, set- 426

ting the initial learning rate to 1e-5, the batch size 427

to 64, and apply a cosine learning schedule for one 428

epoch. In the SFT stage, we apply a cosine learn- 429

ing schedule for three epochs. Adopt cross-entropy 430

for all training loss functions. Our retriever al- 431

ways uses bge-large-zh-v1.5(Xiao et al., 2023). All 432

experiments are performed on 8xNVIDIA A100 433

80GB GPUs. 434

4.3 Main Results 435

The main results on the MCSC and MCDQC test 436

sets are presented in Table 2, and the results on the 437

LEMON test set are presented in Table 3. From 438

these results, we can draw the following conclu- 439

sions:(1)Our RACQC method achieved SOTA per- 440
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MODEL P R F1

RACQC 75.0 49.3 59.5
RACQC w/o ec gene 68.5 42.9 52.8

RACQC w/o ec scoring 73.4 47.2 57.5
RACQC w/o ed 74.9 47.6 58.2

RACQC w/o ec rerank 71.4 48.9 58.0
RACQC w/o CoT 72.3 49.5 58.8

Table 4: Abalation studies of RACQC on MDCQC
datasets.The boldface indicates the best performance.

formance on all three datasets, affirming the effec-441

tiveness of our multi-task training and introduction442

of RAG information to enhance LLMs’ ability in443

CSC task. (2)RACQC consistently outperforms444

direct SFT on LLMs across all test sets. This under-445

scores that the introduction of our multi-task train-446

ing is necessary. Through this training paradigm,447

LLM not only learned various error correction capa-448

bilities but also demonstrated that these capabilities449

synergistically reinforce each other. (3)In the two450

datasets, MDCQC and MCSC, which are based on451

actual search scenarios, the introduction of RAG in-452

formation yields significant performance improve-453

ments. This performance disparity indicates that in454

actual search scenarios, the problem of long-tail en-455

tities does exist and highlights the effectiveness of456

our approach in overcoming this problem. On the457

LEMON dataset, the introduction of RAG informa-458

tion did not significantly impact because LEMON459

is a general error correction dataset, and most of460

the entities it involves are relatively common and461

can be directly covered by LLM.(4)LLMs such as462

GPT-4 exhibit superior zero-shot performance on463

the MCSC dataset compared to on the MDCQC464

dataset. This performance disparity suggests that465

the MDCQC dataset is more challenging for mod-466

els in real-world entity correction tasks, and the467

entities MDCQC involves are more difficult for the468

pre-training knowledge of the model to cover.469

5 Analysis470

5.1 Ablation Study471

During the multi-task training phase, our RACQC472

training tasks mainly consist of the following five473

parts: error detection data(ed), error correction474

scoring data(ec scoring), error correction gener-475

ation data(ec gene), chain of thought data(CoT)476

and error correction re-ranking data(ec re-rank).We477

perform a series of ablation experiments to verify478

the individual contribution of these five tasks on the479

CSC task. Specifically, we remove one task from 480

the five tasks each time to evaluate the impact on 481

the model’s performance.The ablation results on 482

MDCQC dataset are presented in Table 4. Based 483

on the experimental results, we have the following 484

observations: 485

Ablation of the ec gene task: With the ablation 486

of the ec gene task, we observed that both precision 487

and recall have significantly decreased. It means 488

a considerable drop in the model’s performance. 489

This proves that the ec gene task is the most impor- 490

tant among the five tasks because it directly gives 491

the model the ability to correct errors and further 492

enhances its ability to detect errors. 493

Ablation of ec scoring, re-rank and CoT task: 494

With the ablation of these tasks, we observed a 495

marginal decline in precision and recall. This sug- 496

gests that the primary role of these tasks is to fur- 497

ther enhance the model’s error detection ability, 498

error correction generation ability, and the ability 499

to prioritize high-quality error correction results. 500

Ablation of ed task: With the ablation task, we 501

observed that the precision remained stable with a 502

significant decline in recall. The overall F1 score 503

exhibits a marginal degradation. This suggests that 504

the ed task mainly strengthens the model’s under- 505

standing of errors, allowing the model to recall 506

erroneous sentences accurately. 507

5.2 Corpus build 508

As highlighted in the introduction and methods, 509

the quality of the text corpus plays a crucial role 510

in the effectiveness of the RAG system. In this 511

section, we mainly discuss the impact of different 512

text corpus settings on the effectiveness of RACQC. 513

We mainly considered three settings: the first uti- 514

lizes only web page titles(title only), the second 515

employs only entities extracted from titles(entity 516

only), and the third includes both entity and title 517

information(entity-title). Furthermore, in order to 518

align with the actual online deployment scenario, 519

the title and entity data in this session no longer 520

come from the WuDao dataset but from our real 521

online entities and titles. 522

Based on the experimental results in Table 5, we 523

have the following analysis: (1)In the entity-only 524

scenario, RACQC’s performance has declined on 525

the MCSC and MDCQC datasets. The primary rea- 526

son for this is that a corpus containing only entity 527

names does not enable the model to comprehend 528

the specific information about the entities, nor does 529

it allow for direct error correction based on the re- 530
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dataset data sourse P R F1

MDCQC
entity only 74.6 49.8 59.7
title only 74.6 52.9 61.9

entity-title 78.2 54.5 64.2

MCSC
entity only 81.0 80.7 80.9
title only 82.4 82.3 82.4

entity-title 84.3 84.0 84.2

Table 5: The effect of RACQC under different text cor-
pus settings.All entities and titles are dumped from real
online scenario.The boldface indicates the best perfor-
mance.

dataset MODEL P R F1

MDCQC
directly SFT 58.3 33.7 42.7

w/o RAG 61.4 40.3 48.7
RACQC 72.4 44.5 55.1

MCSC
directly SFT 71.1 72.0 71.5

w/o RAG 68.1 68.1 68.1
RACQC 77.1 77.0 77.1

Table 6: The results of transferring the base model into
LLAMA3-1B.“directly SFT” indicates fine-tuning the
model only using SFT data, while “w/o RAG” denotes
the exclusion of RAG information.The boldface indi-
cates the best performance.

trieved entity name information.(2)In the title-only531

scenario, model performance tends to decline due532

to noise in the real-world title data. Consequently,533

the noise within the titles themselves adversely im-534

pacts the model’s effectiveness when relying solely535

on title information. Therefore, we ultimately inte-536

grate entity and title information to construct our537

entity-title corpus.538

5.3 Transferability of RACQC539

To demonstrate the transferability of our RACQC540

method, we migrated the base model of RACQC541

from Qwen2-1.5B to LLAMA3-1B(Dubey et al.,542

2024). The results are presented in the Table543

6. From the results, it can be observed that our544

five training tasks consistently deliver robust on545

LLAMA3-1B. This indicates that the five training546

tasks we propose exhibit transferability. Further-547

more, observations from the ablation study on RAG548

information reveal that our attempt to incorporate549

the RAG method into the CSC task is effective.550

In summary, our proposed method can seamlessly551

integrate into existing CSC approaches.552

source 乙骨犹太
target 乙骨忧太
GPT-4 易筋经太极
RACQC 乙骨忧太
RAG entity:乙骨忧太,title:战神乙骨犹太!
source 仿徨之刃
target 彷徨之刃
GPT-4 放浪之刃
RACQC 彷徨之刃
RAG title: 彷徨之刃电影-在线播放

Table 7: Case studies selected from MDCQC.The red
text means that there is an error in this word, and the
green text means that the error has been corrected cor-
rectly.

5.4 Case studies 553

We have selected two representative samples from 554

the MDCQC dataset for analysis, displayed in Ta- 555

ble 7.In the first case,乙骨忧太(Okkotsu Yūta) is 556

a character from anime Jujutsu Kaisen, which has 557

been serialized since 2018. The user erroneously 558

entered his name as 乙骨犹太. Due to a lack of 559

knowledge after 2018, GPT-4 has corrected it to 560

"Yijinjing Tai Chi".This represents a significant 561

discrepancy from the actual needs of the user. If 562

enhancement is only based on the title information, 563

errors may occur because "忧" is wrongly spelled 564

as "犹" in the title. However, the entity infor- 565

mation is correct, enabling RACQC to correct the 566

correction. In the second case, we can make similar 567

observations. 568

6 Conclusion 569

This paper points out that LLMs exhibit significant 570

over-correction issues in real-world CSC scenarios. 571

We find that the root cause of the problem lies in 572

the insufficient error correction capability of the 573

LLMs and the lack of relevant knowledge, making 574

it difficult for the model to deal with complex on- 575

line scenarios. To address this issue, we propose a 576

novel framework RACQC. It encompasses five dif- 577

ferent types of training tasks to enhance the model’s 578

error correction capability. Concurrently, we con- 579

struct an high-quality entity-title corpus to employ 580

the RAG methodology to resolve the problem of 581

the model lacking external knowledge. Experimen- 582

tal results indicate that RACQC achieves state-of- 583

the-art performance on both search and general 584

datasets, including on MDCQC, a multi-domain 585

Chinese query correction dataset we proposed. 586
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7 Limitations587

Our work is designed for error correction in the588

chinese domain, so it may struggle with english er-589

ror correction. Also, introducing RAG information590

adds extra query time for each correction, posing591

a challenge for practical online deployment. Fur-592

thermore, our multitask training requires additional593

training overhead, which may need to be improved594

in the future.595
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A Training instructions953

Training instructions

ed task:
You are an expert in query text correction
for search engines. Your task is to: deter-
mine whether the query has grammatical or
factual errors.
ec ranking:
You are an expert in search engine query
text correction. Your task is to:
1)determine whether there are grammatical
or factual errors in the query
2)determine whether the correction result
is correct based on the given search query
correction result
ec gene:
You are an expert in search engine query
text correction.Your task is to:
1) determine whether there are grammatical
or factual errors in the query
2) If there are errors,analyze the user’s
search intent, and provide possible correc-
tion results.
ec rerank:
You are a search engine text correction spe-
cialist.
Your task is to:
1)rank given correction options for a query
2)identify the most suitable one with mini-
mal changes and no errors
3)output its number
CoT:
You are a search engine text correction spe-
cialist. Your task is to:
Correct the original sentence with minimal
changes and no errors.
You’re also required to explain your thought
process in making the correction.

954

B Prompt for generating CoT task955

prompt for generating CoT task

你是一个搜索引擎query文本纠错专
家,你的任务是:
1)判断query是否有语法或者事实性错
误;

956

2)给出纠错后的query，请你补充思考过
程
现在，原始的query是：{original_query}
纠错后的query是:{correct_query}
请按照如下格式输出:
{"思考过程是": "", "纠正错误后
的query应该是": ""}
English translation:
You are a search engine query text correc-
tion expert, your tasks are:
Determine whether the query has grammati-
cal or factual errors;
After providing the corrected query, please
supplement your thought process.
Now, the original query is:{orginal_query}
The corrected query is:{correct_query}
Please output in the following format:
{"Thought process": "", "Corrected query
should be": ""}

957

C Prompts for calling GPT and Ernie-4.0 958

Prompts for calling GPT and Ernie-4.0

你是一个搜索引擎query文本纠错专
家,你的任务是:
1)判断query是否有语法或者事实性错
误;
2)如果有错误,给出纠错后的query,并且
要求改动最小。
如果有错请在query是否有错字段输出
是，否则输出否。
如果query没有错误，把纠正错误后
的query字段设为空；否则给出你的纠
错结果。
请按照如下格式输出:
{"query是否有错": "", "纠正错误后
的query应该是": ""}
现在，query是:{query}
English translation:
You are a search engine query text correc-
tion expert, your tasks are:
1.Determine whether the query has gram-
matical or factual errors;
2.If there are errors, provide the corrected
query with minimal changes.

959
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If there is an error, output “yes” in the
“Does the query have errors?” field,
otherwise output “no”.
If the query is correct, the “Corrected query
should be” field should be left blank;
otherwise, provide your correction
Please output in the following format:
{"Does the query have errors?": "", "Cor-
rected query should be": ""}
Now, the query is: {query}

960

D Prompts for calling RACQC961

Prompts for calling RACQC

你是一个搜索引擎query文本纠错专
家,你的任务是:
1)判断query是否有语法或者事实性错
误;
2)如果有错误,给出纠错后的query,并且
要求改动最小。
当前搜索引擎排名top的展现结果
为[{titles}]
请按照如下格式输出:
{"query是否有错": "", "纠正错误后
的query应该是": ""}
现在，query是:{query}
English translation:
You are a search engine query text correc-
tion expert, your tasks are:
Determine whether the query has grammati-
cal or factual errors;
If there are errors, provide the corrected
query with minimal changes.
The current top-ranked display results of
the search engine are [titles]
Please output in the following format:
{"Does the query have errors?": "", "Cor-
rected query should be": ""}
Now, the query is: {query}
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