InvBERT: Reconstructing Text from Contextualized Word Embeddings
by inverting the BERT pipeline

Anonymous ACL submission

Abstract

Digital Humanities and Computational Liter-
ary Studies apply text mining methods to inves-
tigate literature. Such automated approaches
enable quantitative studies on large corpora
which would not be feasible by manual in-
spection alone. However, due to copyright re-
strictions, the availability of relevant digitized
literary works is limited. Derived Text For-
mats (DTFs) have been proposed as a solu-
tion. Here, textual materials are transformed
in such a way that copyright-critical features
are removed, but that the use of certain analyti-
cal methods remains possible. Contextualized
word embeddings produced by transformer-
encoders (like BERT) are promising candi-
dates for DTFs because they allow for state-of-
the-art performance on various analytical tasks
and, at first sight, do not disclose the origi-
nal text. However, in this paper we demon-
strate that under certain conditions the recon-
struction of the original copyrighted text be-
comes feasible and its publication in the form
of contextualized token representations is not
safe. Our attempts to invert BERT suggest,
that publishing the encoder as a black box to-
gether with the contextualized embeddings is
critical, since it allows to generate data to train
a decoder with a reconstruction accuracy suffi-
cient to violate copyright laws.

1 Introduction

Due to copyright laws the availability of text ma-
terial, specifically literary works is quite limited.
Depending on national law there might be some de-
gree of freedom to use protected texts for scientific
studies and give reviewers access to them, but in
most cases they still can’t be published fully, mak-
ing it hard for the research community to reproduce
or build on scientific findings.

This is a fundamental issue for research fields
like Digital Humanities (DH) and Computational
Literary Studies (CLS), but applies to any analysis
of text documents that cannot be made available
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Figure 1: Sample text reconstruction to a Harry Potter
quote (Rowling, 1998) by inverting BERT.

due to privacy reasons, copyright restrictions or
business interests. This, for instance, makes it hard
for digital libraries to offer their core service, which
is the best possible access to their content. While
they provide creative compromise solutions, like
data capsules or web-based analysis tools', such
access is always limited and complicates subse-
quent use and reproducibility.

As a consequence, there have been attempts to
find a representation formalism which retains as
much linguistic information as possible while not
disclosing the original text fully. Such text repre-
sentations have been referred to as Derived Text
Formats (DTFs) (Schoch et al., 2020a). While such
DTFs are always a compromise between the degree
of obfuscation (non-reconstructibility) and degree
of analyzability (retained information), there are
DTFs with clear advantages over others.

We investigate if Contextualized Token Embed-
dings (CTE), like the ones obtained from a trans-
former encoder stack trained on a self-supervised
masked language modeling (MLM) task (Devlin
et al., 2019), are a promising candidate for DTFs.
On the one hand, they are the state-of-the-art text
representation for most Natural Language Under-
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standing tasks (Wang et al., 2019b,a), including
tasks relevant to DH and CLS, like text classifica-
tion, sentiment analysis, authorship attribution or
text re-use (Schoch et al., 2020b). On the other
hand, it appears difficult to reconstruct the origi-
nal text, just from its CTEs. Thus, we pose the
following research question:

In which scenarios can protected text
documents be released publicly if en-
coded as contextualized embeddings
since the original content cannot be re-
constructed to an extent that violates
copyright laws?

After presenting related work (Sec. 2) we will
first formalize different reconstruction scenarios,
which allow us to define potential lines of attack
that aim at reconstructing the original text (Sec. 3).
Next, we will discuss the feasibility of each line
of attack. In Sec. 4 we focus on the most promis-
ing lines of attack by evaluating their feasibility
empirically (Sec. 5), before concluding in Sec. 6.

2 Related Work

First, we look at the very recent field of DTFs, be-
fore presenting existing work on text reconstruction
beyond copyright protected texts.

2.1 Derived Text Formats

DTFs, like n-grams or term-document matrices are
an important tool to the Computational Linguistics
and Digital Humanities, since they allow the ap-
plication of quantitative methods to their research
objects. However, they have another important ad-
vantage: If the publication of an original text is pro-
hibited, DTFs may still enable reproducibility of
research (Schoch et al., 2020b,a). This is especially
important for CLS, where there is only a small
“window of opportunity” of available manuscripts
from the year 1800 to 1920 due to technical issues
on the lower and copyright restrictions on the up-
per boundary. Since this is of permanent concern
and an obstacle to free research, tools to widen this
window are of great importance to the field. Other
approaches to tackle this issue, like granting access
to protected texts in a closed room setting, come
with their own major drawbacks and still do not en-
able an unhindered exchange of scientific findings.
Therefore, in most cases, DTFs like term-document
matrices are the best solution available. The aim
of these formats is to retain as much information

as possible, while minimizing reconstructibility. In
reality, however, the latter most often is achieved
by compromising on the former. This leads to the
variety of feasible analytical down-stream tasks
being narrowed. A format that preserves a notice-
able amount of information and is already used
as a DTF are word embeddings like Word2Vec
(Mikolov et al., 2013) or GloVe (Pennington et al.,
2014). However, similar to term-document ma-
trices they can only be applied to document-level
tasks. Otherwise, there remains considerable doubt
regarding their resilience against reconstruction at-
tempts. A promising attempt to alleviate that is
by using contextualized word - or more precise to-
ken - embeddings (CTEs) generated by pretrained
language models instead, since the search space
to identify a token grows exponentially with the
length of the sequence containing it. Addition-
ally, these embeddings carry even more informa-
tion and achieve SOTA results on various down-
stream tasks.

2.2 Reconstruction of Information from
Contextualized Embeddings

Recently, attention was drawn to privacy and secu-
rity concerns regarding large language models due
to prominent voices in ethics in Al (Bender et al.,
2021), as well as a collaboratory publication of the
industry giants Google, OpenAl and Apple (Carlini
etal., 2021). In the latter, the authors demonstrated,
that these models memorize training data to such
an extend, that it is not only possible to test whether
the training data contained a given sequence (mem-
bership inference, (Shokri et al., 2017)), but also to
directly query samples from it (training data extrac-
tion). Other recent research supports these findings
and agrees, that this problem is not simply caused
by overfitting (Song and Shmatikov, 2019; Thomas
et al., 2020). Gigantic language models like GPT-3
(Brown et al., 2020) or T5 (Raffel et al., 2020)
were trained on almost the entirety of the available
web, which poses a special concern, since sensible
information like social security numbers is uninten-
tionally being included. Hence, a majority of the
literature focuses on retrieving information about
the training data. However, we argue that such
attacks are less successful in the case of literary
works, since a) the goal in this scenario would usu-
ally be the reconstruction of a specific work, and
b) the attacks are not suited to recover more than
isolated sequences.



A third prominent type of attack which can
be performed quite effectively and reveals some
information about training data is attribute infer-
ence (Melis et al., 2019; Song and Raghunathan,
2020; Mahloujifar et al., 2021). It is also of little
relevance, since it aims to infer information like
authorship from the embeddings, which is non-
confidential in a DTF setting anyways. More so,
authorship attribution is actually a relevant field of
research in the DHs.

The main threat regarding CTEs as DTFs are
embedding inversion attacks, where the goal is the
reconstruction of the original textual work they
represent. However, research on this topic is still
limited and most paper focus on privacy. Therefore,
very few go beyond retrieval of isolated sensitive
information. E.g. Pan et al. (2020) showed, that it
is possible to use pattern-recognition and key-word-
inference techniques to identify content with fixed
format (e.g. birth dates) or specific keywords (e.g.
disease sites) with varying degree of success (up to
62% and above 75% avg. precision respectively).
However, this is easier and the search space smaller,
than reconstructing full sequences drawn from the
whole vocabulary.

To the best of our knowledge, retrieval of the full
original text is covered only by Song and Raghu-
nathan (2020). Using an RNN with multi-set pre-
diction loss in a setting with access to the encoding
model as a black-box, they were able to achieve
an in-domain F1 score of 59.76 on BERT embed-
dings. However, since privacy was their concern,
they did not consider word ordering in their evalu-
ation, which is crucial when dealing with literary
works. Therefore, and since they failed to improve
on their results using a white-box approach as well,
we believe that the security of the usage of CTEs
as DTFs still remains an unanswered question.

When dealing with partial-white- or black-box
scenarios, a final type of attack should be kept in
mind: Inferences about the model itself. Even
though not the goal here, successful model extrac-
tion attacks (Krishna et al., 2020) may transform
a black-box situation into a white-box case. How-
ever, critical information can even be revealed by
fairly easy procedures like model fingerprinting.
This was showcased on eight SOTA models by
(Song and Raghunathan, 2020), who were able to
identify the model based on a respective embedding
with 100% accuracy.

3 Reconstruction Task and Attack
Vectors

This paper is not about improving or applying trans-
formers, but inverting them. To introduce a recon-
struction model (cmp. Rigaki and Garcia (2020))
we first describe scenarios for possible attacks.
Then, we lay out different attack vectors based
on the scenarios.

3.1 Reconstruction Scenarios

Formally, the reconstruction scenarios can be de-
fined as follows:

Given: Contextualized token embeddings CTEs
of a copyright protected literary text> docu-
ment VW are made available in every scenario.
Depending on the scenario additional infor-
mation is available:

WB - White Box Scenario: The most flex-
ible scenario is given if the encoder enc(),
including the neural network’s architecture
and learned parameters, and tokenizer tok()
is made openly available in addition to the
CTEs. Then, analytical experiments can be
conducted by DH researchers that require to
adapt/optimize the encoder enc() and/or the
tokenizer tok().

BB - Black Box Scenario: A scenario with
little flexibility from the perspective of a DH
researcher is given, when the tokenizer tok()
and the encoder enc() are made available as
one single opaque function and are only ac-
cessible for generating mappings from W to
CTE. A similar scenario arises if ground truth
training data is available (i.e., aligned pairs of
W:s to CTEs are given). Then the researcher is
still able to label his own training data and use
it to optimize enc() or embed other data not
yet available as CTEs for analysis. However,
if provided as a service, the number of queries
allowed to be sent to enc() might be limited
up to a point where the model is not released
at all’. Then, existing implementations can
be reused in order to perform a standard ana-
lytical task if the respective task-specific top
layer function is also provided. Note, that BB

“Typically a book, containing literary works, like poetry,
prose or drama.

3The latter scenario is not considered BB anymore and not
covered in this paper (see Sec. 6.2).



can be turned into WB by successful model
extraction attacks.

GB - Gray Box Scenario: If the encoder-
transformer pipeline tok() and enc() used for
generating CTEs is available to some degree
(e.g., the tokenizer is given) we refer to it as a
Gray Box (GB) scenario.

Searched: A function or algorithm inv(CTE) =
W that inverts the model pipeline or approxi-
mate its inverse and outputs reconstructed text
W from CTEs.

3.2 Inversion Attacks

‘We consider three lines of attack:

Inverting Functions: Inverting enc() and tok()
using calculus requires to find a closed-form
expression for tok~!() and enc!(). Since
this requires knowledge of the parameters of
the encoder pipeline, this is only applicable
to a WB scenario. Even then, this approach
would only be feasible if all functions in ques-
tion are invertible which is not the case for
BERT-like transformer encoder stacks.

Exhaustive Search: Sentence-by-sentence com-
binatorial testing of generated inputs to
“guess” the contextualized token embeddings
would be applicable to WB, GB and BB, as
long as an unlimited number of queries to
enc() is allowed. However, combinatorial ex-
plosion renders this approach infeasible: A
sentence of 15 tokens results in 18- 105 possi-
ble combinations, assuming a vocabulary size
of 30,522 different tokens, like in the case of
BERTgASE-

Machine Learning: Learning an approximation
of tok~!(enc™()) can be attempted as soon
as training samples are available or can be
generated. We assume that an attack is more
likely to be successful if components of the
embedding generating pipeline are accessible,
because in a GB scenario the components can
be estimated separately, reducing the complex-
ity compared to an end-to-end BB scenario.

Since a successful BB attack equally works in a
GB scenario and a successful GB attack works in a
WB scenario we restrict our empirical investigation
to two machine learning based attacks, one for a
GB, where tok() is given and one for the BB sce-
nario. We call our GB attack InvBert Classify and

Train Eval
Name Size  Samples Size  Samples
Ao3 Action | 391 MB 5903k | 10MB 146k
Ao3 Drama | 319 MB 4854k 9MB 121k
Ao3 Fluff 343 MB 5251k 9MB 131k
Gutenberg 270 MB 2728k 7MB 68k

Table 1: Size and number of contained training samples
of the collected data sets.

our BB attack InvBert Seq2Seq. Both models are
detailed in Fig. 2 and described in the next section.

4 Experimental Design

In this Section, we describe two attack models, one
for a GB and one for a BB scenario, introduced
in Section 3. First, we introduce and discuss the
datasets. Next, we explain both neural network
structures and the general attack pipeline. The
code and datasets are publicly available as a Github
repository.?.

4.1 Data

We chose two openly available text corpora which
resemble protected work and contain a sufficient
amount of text documents to generate suitable data
sets. Table 1 shows the exact size and number of
samples of each subset.

First, we scraped the Archive of Our Own
(AO3)>, an openly available fanfiction repository,
using a modified version of AO3Scraper®. During
the prepossessing, we filtered out mature, extreme,
and non-general audience content using the given
tags. We split the AO3 data into the following three
topics based on the ten most common tags: Action,
Drama and Fluff’ .

As fanfiction mostly resembles contemporary lit-
erature, we gathered a fourth dataset from Project
Gutenberg®, a non-commercial platform but with a
focus on archiving and distributing historical litera-

*Available on GitHub, once the paper is accepted
(during review as an anonymous repository): https:
//anonymous.4open.science/r/invbert-BF31.
The AO3 corpus cannot be made available, for the same
copyright reasons discussed in this paper. However, it can be
recrawled to replicate our experiments. The Gutenberg corpus
is freely downloadable and usable

Shttps://archiveofourown.org

®https://github.com/radiolarian/
AO3Scraper

""Feel good" fan fiction designed to be happy, and noth-
ing else, according to https://en.wikipedia.org/
wiki/Fan_fiction

Shttps://www.gutenberg.org/
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(a) Our InvBERT Classify approach retrieves tokens, IDs,
CTEs from the encoder (BERT Pipeline) and utilizes a
multi-layer classifier to predict IDs. We use the identical
encoder to reconstruct the original token/text.
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(b) In InvBERT Seq2seq we train a custom tokenizer
(BytePair) and utilize only the given CTEs (BERT
Pipeline) to sequentially predict token IDs utilizing a
Transformer Decoder Structure. Here we use our tok-
enizer to reconstruct the original token/text.

Figure 2: Flowchart for each approach. Givens are enclosed in a dotted yellow area and attack-specific modules
to be estimated are filled with orange. Data objects are highlighted in red, while green represent the evalua-

tion/objective function.

ture, including western novels, poetry, short stories,
and drama. Consequently, our Gutenberg train/eval
set contains a mix of different genres in contrast
to the AO3 datasets. Gutenberg’s content is sorted
by bookshelves, we have selected prose genres in
Modern English (Classics, Fiction, Adventure etc.)
not removing any metadata.

4.2 Models & Pipelines

In Sec. 3 we argued that machine learning models
are promising candidates for inversion attacks. We
propose two models, one for a GB and one for a
BB scenario:

InvBERT Classify (GB): Here, we have access
to the CTEs and the tokenizer tok(). As
the tokenizer is a look-up table, which can
be queried from both directions, the inverse
tok~1() to tok() is also provided, effectively
simplifying the problem of finding an approx-
imation of the inverse tok~!(enc™1()) of the
whole pipeline to just enc™!(). We train a
multi-layer perceptron to predict the vocab-
ulary IDs given CTEs. As we use the given
tokenizer, CTEs and IDs have a one-to-one

mapping, and our attack boils down to a high-
dimensional token classification task.

InvBERT Seq2Seq (BB): Here, we only have ac-
cess to the CTEs. Without the tokenizer, we
lose the one-to-one mapping and cannot infer
the token CTE ratio. Thus, we have to train a
custom tokenizer and optimize a transformer
decoder structure to predict our sequence of
custom input IDs. The decoder utilizes com-
plete sentence CTEs as generator memory and
predicts each token ID sequentially.

We use the Hugging Face API° to construct a
batch-enabled BERT Pipeline capable of encoding
plain text into CTEs and decoding (sub-) token IDs
into words. All parameters inside the pipeline are
disabled for gradient optimization. Our models
and the training/evaluation routine are based on
PyTorch modules'®. We utilize AdamW as an opti-
mizer and the basic cross-entropy loss. Our model
implementations have ~ 24M (InvBert Classify)
and ~ 93M (InvBERT Seq2Seq) trainable para-
meters.

9https ://huggingface.co
Yhttps://pytorch.org

Predicted IDs
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We train on a single Tesla V100-PCle-32GB
GPU and do not perform any hyperparameter op-
timization. Further, we use in each type of attack
the identical hyperparameter settings to ensure the
highest possible comparability.!" A training epoch
for a model takes up to 8 hours depending on the
dataset and type of attack.

4.3 Evaluation Metrics

We evaluate the 3-gram, 4-gram, and sentence pre-
cision in addition to the BLEU metric (Papineni
etal., 2002). The objective of our model is to recon-
struct the given input as closely as possible. BLEU
defines our lower bound in terms of precision, as
it is based on n-gram precision allowing inaccu-
rate sentences with matching sub-sequences. Since
the BLEU metric might be too imprecise to quan-
tify if a reconstruction captures the content of a
sentence and style of the author, we preferred to
use complete sentence accuracy in our quantitative
evaluation. There, we only count perfectly correct
reconstructions, resulting in a significantly higher
bound in contrast to BLEU.

5 Empirical Results:

In this section we will first present our qualitative
results, before showing some examples of different
reconstruction results.

5.1 Quantitative Evaluation

We quantitatively evaluated the trained models in-
domain by calculating their sentence accuracy over
all samples of their corresponding test set. Equally,
we determined out-of-domain performance by re-
peating the procedure for each model using the
respective evaluation data-sets. A condensed rep-
resentation of our in-domain results is presented
in Fig. 3, while the full results are included in ap-
pendix A.

The InvBERT Classify model achieves a very
high in-domain as well as out-domain sentence re-
construction accuracy when trained on 100% and
10% of the training data-set. Thus, we can recon-
struct around = 97% of the original content with-
out errors. Even when just utilizing 1% of the train-
ing datasets, our model scores =~ 65% sentence
reconstruction accuracy. This likely still is enough
to violate copyright laws since the remaining 35%
of sentences get very close to the originals. Only,

"'The parameters used for the experiments can be found in
the configuration files of the repository

if we train on 0.1% of the data, the generated text
clearly does not resemble the original input.

We observe that the performance on the AO3
datasets, even across genres, is very consistent. The
performance considerably drops on the Gutenberg
corpus. We assume that the more heterogeneous
content in combination with input shuffling during
training yields a more challenging data set than our
AO3 crawl. In particular, the smaller the train sub-
sets, the smaller the number of samples of a certain
genre inside our Gutenberg corpus. Additionally,
the Gutenberg corpus contains noise like metadata
and unique tokens in the form of title pages and
table of contents which we did not clean. The dif-
ferences are negligible when using 100% or 10%
of the training data set, but become clear on 1% or
0.1% train data usage, where the accuracy differs
around 20%.

The InvBERT Seq2Seq2 model reaches slightly
worse results while also being much more sensi-
tive to the training data size and the type of dataset.
This is to be expected since this approach utilizes
a more complex network architecture that sequen-
tially predicts the reconstruction parts. We attribute
the differences to the more complex task and the
higher number of trainable parameters.

5.2 Qualitative Evaluation

To put our previously made assumption about their
reconstruction quality to the test, we applied our
models to 15 quotes from the Harry Potter book
series.!” The calculated metrics in Table 2 show
that the performance on these real-world examples
are consistent with the quantitative results on our
test data.

InvBERT Classify completely reconstructs the
samples when trained on 100% or 10% of the train-
ing dataset. Only when using 1% or 0.1% of the
train data, the model predict false but semantically
similar content. Contrary, InvBERT Seq2Seq starts
to produce substantial errors in its reconstruction
while using 10% of the train data, and with less
data, the predictions do not resemble a reasonable
reconstruction attempt neither on the syntactic nor
semantic level.

5.3 Discussion

Our exemplary manual evaluation corroborates the
results from our quantitative experiments. Both at-
tacks can, if enough data is available, successfully

?Retrieved from https://mashable.com/
article/best-harry-potter—-quotes
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(b) InvBERT Seq2Seq: Only CTEs are given.

Figure 3: Both reconstruction approaches compared by their in-domain sentence reconstruction accuracy.

reconstruct the original content. In conclusion, ac-
cording to our assessment, all scenarios (WB, GB
and BB) cannot be considered safe. Even in the
“safest” BB scenario without a given tokenizer, re-
construction is feasible.

Collecting training data has proven to be very
easy, as there are many corpora available digitally
that are sufficiently similar to modern English-
language texts. The word order information that
BERT can extract from this data is apparently suffi-
cient to reconstruct texts from CTEs derived from
texts that are not allowed to be published.

Thus, copyright violations are imminent when
publishing CTEs as DTFs.

6 Conclusion and Future Work

To conclude, we first summarize our contributions
and findings, before outlining open research ques-
tions.

6.1 Summary and Conclusion:

Derived Text Formats (DTFs) are an important
topic in Digital Humanities (DH). There, the pro-
posed DTFs rely on deleting important informa-
tion from the text, e.g., by using term-document
matrices or paragraph-wise randomising of word
orders. In contrast, Contextualized Token Embed-
dings (CTEs), as produced by modern language
models, are superior in retaining syntactic and
semantic information of the original documents.
However, the use of CTEs for large-scale publish-
ing of copyright protected works as DTFs is hin-

dered by the risk that the original texts can be re-
constructed.

In this paper we first identify and describe typ-
ical scenarios in DH when analyzing text using
CTE:s is helpful to different degrees. Next, we list
potential attacks to recover the original texts. We
theoretical and empirically investigate what attack
can be applied in which scenario.

Our findings suggest, that if a certain number of
training instances (known mappings of sequences
of CTEs produced by the encoder to the original
sentences) are given or can be obtained it is not
save to publish CTEs. Even the safest BB scenario
that we covered in this paper is not resistant against
reconstruction attacks. Consequently, all GB and
WB scenarios are even more vulnerable.

6.2 Future Work:

While researchers from the area of DH have to
judge the usefulness of CTEs as DTFs, finding a
copyright protected way of publishing content is
also relevant for the field of Natural Language Pro-
cessing (NLP) in general. There, CTEs have only
been investigated in regards to privacy risks, but
not copyright protection. After all, the problem of
reproducibility of scientific results from restricted
corpora is not limited to the DHs.

The focus of this paper is to define the task of
reconstructing text from CTEs of literary works,
however we encourage to establish a novel research
niche beyond DH. Accordingly, we only covered
the most obvious lines of attack, there are more
scenarios that require additional investigation.



SRC: || if you want to know what a man’s like, take a good look | i’ll just go down and have some pudding and wait for it
at how he treats his inferiors, not his equals. all to turn up ... it always does in the end.
InvBERT Classify
100% exact reconstruction exact reconstruction
10% exact reconstruction exact reconstruction
1% if you want to know what a man’s like, take a good look exact reconstruction
at how he treats his , not his equals.
0.1% if you want to know what a man’s like, take a good look | i’ll just go down and have some and wait for it
at how he treat his , not his all to come up ... it always does in the end.
InvBERT Seq2seq
100% exact reconstruction exact reconstruction
10% if you want to know what a man’s like, take a good look exact reconstruction
at how he treats his inferior tors, not his equals.
1% if you want to know what a man’s like, take a good look | i’ll just go down and wait for some and wait
at his partners, not his partners. for it all to turn up in the end ... it always does in the
end.
0.1% if you have a little to get a little, but you're a little look | i’ll go and get up up the rest of the rest , it just just just
at him, not like he’re a little look. just have been going to get up.

Table 2: Example of Harry Potter quotes (Rowling, 2006) and their predictions. Differences are highlighted: red

as error and

Another potential scenario that has not been dis-
cussed in this paper is the publication of CTEs with-
out any (means to generate) training data. While
this scenario demands future research, it appears
not promising for two reasons: First, to be of any
value for DH researchers, the bibliographic meta
data (author, title, . . .) of the literary work has to be
published along with the CTEs. Still, this is limited,
since the rich information encoded in CTEs (e.g.,
compared to a bag-of-words representation) is hard
to leverage without more fine-grained information
of the structures of the documents (like sentences).
Second, ensuring that no training data can be ob-
tained from a released sequence of CTEs seams
only feasible in very special cases. If (parts of) the
literary works in the corpus can be obtained in a
digitized format through other means, it might be
possible to align them with the sequence of CTEs
and generate a training set. How sentences can
be aligned remains the key research challenge in
such a scenario, but as soon as an alignment can be
established it becomes an invertible BB scenario.

Also, there is the question of finding a com-
promise scenario where the complete sequence of
CTE:s is not published or noise is added, as it has
been done with DTFs. Examples are shuffling the
sequence, random deletion of a portion of the CTE:s,
or representation of certain CTEs by linguistic fea-
tures. What benefits CTEs provide in such scenar-

as false, but semantically acceptable. ’exact reconstruction’ represent identical reproduction.

ios is also a question for future research.

Of interest for future research also are CTEs
generated by more modern language models than
BERT. Language models still keep growing in size
and capabilities and so do the complexity of the
CTEs they generate. If this implies a fundamental
change to our findings is to be investigated, but
we assume that it is rather a matter of scaling the
reconstruction model accordingly, than rendering
our general approach infeasible.

Another related issue that we did not discuss, is
the suitability of quantitative metrics for measuring
copyright violations. Ultimately, it is a legal consid-
eration, if a reconstruction accuracy, e.g., above a
certain BLEU-score, violates copyright laws. This
is beyond the scope of this paper.

Ultimately, publishers and libraries need to de-
cide if they release DTFs of their inventory. How-
ever, based on our findings we advise against it,
since it is likely that training samples might be ob-
tained. Still, we believe that more research in NLP
is needed to find compromise solutions that balance
usefulness while ensuring safety from reconstruc-
tion. What contribution CTEs can provide is still an
open question. For NLP researchers, this is an ex-
citing challenge, since it requires both, theoretical
studies regarding computational complexity, but
also empirical experiments with real-word corpora
in real-world settings.
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