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Abstract001

Hallucinations are a persistent challenge in002
natural language generation, including data-to-003
text. van Deemter (2024) introduced a unifying004
framework based on logical consequence, aim-005
ing to categorize all hallucinations through a006
single formal relation. We examine whether hu-007
man annotators and large language models are008
able to apply the framework, in two data-to-text009
domains. Results suggest that the framework010
is applicable, but they also show up significant011
domain-dependent variation and discrepancies012
between human and model judgments. We also013
uncover several challenges that inform future014
work on hallucination annotation.015

1 Introduction016

Hallucinations, in the sense of factual inaccuracies017

in generated texts, are a well-documented chal-018

lenge in natural language generation (NLG) (e.g.,019

Rawte et al., 2023; Huang et al., 2025). While020

NLG evaluation traditionally emphasized factors021

like fluency and clarity (Gatt and Krahmer, 2018;022

Howcroft et al., 2020, i.a.), the growing concern023

over hallucinations is causing researchers to place024

greater emphasis on content evaluation.025

Numerous efforts have been made to define and026

classify hallucinations, including in the context027

of traditional data-to-text NLG (Reiter and Dale,028

2000; Narayan and Gardent, 2020; Osuji et al.,029

2024), whose aim is to convert input structured030

data, e.g., from sensors (Gatt et al., 2009), knowl-031

edge bases (Colin et al., 2016), or tables (Parikh032

et al., 2020), into natural language (see §2).033

van Deemter (2024) offered a critique of these034

analyses and proposed a categorization of hallu-035

cinations based on the logical consequence (|=)036

relation that can exist between the input and the037

output of a data-to-text NLG system (§3.1 for de-038

tails). The idea is to compare the truth-conditional039

content of the input and output with each other, ask-040

ing whether they “match” each other (i.e., whether041

each is a logical consequence of the other), and if 042

not, then why not. The resulting analysis covers all 043

types of hallucination in terms of a single relation. 044

It promises to enhance our understanding of factual 045

inaccuracies committed by large language models 046

(LLMs) and human authors alike and to offer a 047

principled starting point for addressing questions 048

of error severity (van Miltenburg et al., 2020) and 049

hallucination mitigation (Ji et al., 2024). 050

This paper presents the first practical implemen- 051

tation of this logic-based framework for halluci- 052

nation analysis in real-world data-to-text domains, 053

with a particular focus on the challenges involved in 054

its concrete implementation and annotation. Start- 055

ing from the abstract notion of logical consequence, 056

we show how this relation can be operationalized as 057

a multi-step reasoning procedure (§3.2). Crucially, 058

our work exposes the non-trivial adaptations re- 059

quired to make the framework work in practice. We 060

then develop actionable annotation guidelines ap- 061

plicable across different practical domains. These 062

guidelines are not only suitable for human annota- 063

tors but also for LLMs, which could be promising 064

because of the growing trend of employing LLMs 065

as judges (Zheng et al., 2023; Tan et al., 2024; 066

Bavaresco et al., 2024, i.a.). 067

The logical consequence relation between input 068

and output can be difficult to assess in practice, 069

with different NLG domains posing different chal- 070

lenges. We therefore decided to look at two very 071

different data-to-text domains, namely: (i) descrip- 072

tions of accommodation generated from database 073

entries (henceforth, hotel domain), and (ii) mathe- 074

matical statements generated from logical formulae 075

(henceforth, logic domain). The hotel domain is 076

characterized by simple inputs (i.e., conjunction of 077

atomic facts), and lengthy outputs, which can be 078

stylistically elaborate (Table 1). The logic domain 079

uses short but potentially complex inputs, typically 080

yielding outputs which are purely factual (Table 2). 081
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Input
Name: Piscina Rei
Star rating: 4
City: Muravera
Country: Italy
Accommodation type: Resort
Hotel facilities: Hotel bar
Room amenities: Balcony (upon inquiry)
Output
Indulge in coastal bliss at Piscina Rei Resort, a 4-star
retreat in Muravera, Italy.
This resort offers a tranquil haven with a hotel bar,
while rooms may feature balconies (upon request).

Table 1: Input-output example from the hotel domain,
categorized as “Well-matched with harmless informa-
tion”, following the decision tree in Figure 1.

Input

∃x ¬(
Cube(x) →
∀y (Tet(y) → Smaller(x, y))

)

Output
There is a cube that is not smaller than every
tetrahedron.

Table 2: Input-output example from the logic domain,
categorized as “Well-matched”, following the decision
tree in Figure 1.

We address two research questions about van082

Deemter’s classification framework: (1) Applica-083

bility by humans: To what extent do human anno-084

tators agree among themselves and with reference085

annotations? (2) Modeling with LLMs as judges:086

Is there a realistic prospect of automating the anno-087

tation process using LLMs?088

To investigate these questions, we adapted the089

framework to the hotel and logic domains and con-090

ducted annotation experiments. We analyzed an-091

notator agreement and the alignment of annotators092

with reference annotations. We then presented the093

same experiment to four LLMs to assess whether094

the annotation process could be automated.1095

2 Related Work096

Hallucinations in NLG NLG systems can pro-097

duce outputs that contain factual inaccuracies098

(Maynez et al., 2020; Raunak et al., 2021;099

Bouyamourn, 2023; Augenstein et al., 2024; Xu100

et al., 2025). Despite significant progress in detect-101

ing and mitigating such errors (Choi et al., 2023;102

Chen et al., 2023; Mishra et al., 2024; Agrawal103

1All the codebase to reproduce the experiments described
in the paper, along with the datasets, and the annotation mate-
rial, will be publicly released upon acceptance.

et al., 2024; Tonmoy et al., 2024; Rawte et al., 104

2025), there is no consensus on how to categorize 105

hallucinations (Guerreiro et al., 2023; Huidrom and 106

Belz, 2023; Zhang et al., 2023). 107

Hallucination Annotation Annotation has been 108

pivotal in studying hallucinations. The *SHROOM 109

Shared Task Series has provided the community 110

with high-quality manual annotations of hallucina- 111

tions in multiple languages (Mickus et al., 2024; 112

Vázquez et al., 2025). Other datasets have been 113

developed for various domains and tasks (Chen 114

et al., 2024; Niu et al., 2024), including machine 115

translation (Zhou et al., 2021; Dale et al., 2023). 116

We focus specifically on data-to-text NLG. 117

Hallucination Categorizations in Data-to-Text 118

NLG Dušek and Kasner (2020) provided a logic- 119

based analysis highlighting hallucination (i.e., 120

when the output does not logically follow from 121

the input) and omission (i.e., when the input does 122

not logically follow from the output). A similar 123

analysis was offered by Ji et al. (2023), who distin- 124

guished between intrinsic hallucination (i.e., output 125

that contradicts the source) and extrinsic hallucina- 126

tion (i.e., output that can neither be supported nor 127

contradicted by the source). Thomson and Reiter 128

(2020) offered a heterogeneous analysis, categoriz- 129

ing errors into incorrect numbers, incorrect words, 130

non-checkable information, and context errors. 131

3 Methodology 132

We implemented van Deemter’s logic-based frame- 133

work by applying a multi-step reasoning procedure. 134

We adapted the framework to the hotel and logic 135

domains through some modifications tailored to the 136

challenges presented by these domains (pertaining 137

to hallucination severity and ambiguity). We cre- 138

ated data for annotation by retrieving inputs from 139

two sources and generating outputs using LLMs 140

in a data-to-text NLG setting. We also acquired 141

reference annotations for these input-output pairs. 142

3.1 van Deemter’s Framework 143

van Deemter (2024) argued that existing error clas- 144

sifications are in need of clarification, refinement, 145

and extension. Suppose, for example, the input to 146

a generator in the weather domain asserts that the 147

temperature is above 20 degrees Celsius, whereas 148

the text output says The temperature is above 10 de- 149

grees. Current classifications are unclear whether 150

this constitutes an omission, because it would be 151
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difficult to pinpoint what part of the input fails to152

get expressed in the output. Furthermore, these153

classifications fail to make some important distinc-154

tions, such as between a case in which the input155

and output are logically independent of each other156

and where they contradict each other. Suppose,157

for example, the input asserts the temperature is158

between 10 and 20 degrees Celsius; then the output159

The temperature is between 15 and 25 exemplifies160

the former (because it is possible for the input and161

output to both be true), whereas The temperature162

is between 30 and 40 degrees exemplifies the latter163

(because it is logically incompatible with the input).164

Standard classifications are also difficult to apply165

when outputs contain internal inconsistencies.166

In view of these and other issues, van Deemter167

(2024) proposed a new categorization based on168

the logical consequence (|=) relation. By system-169

atically examining the logical relations between170

the input (I) and output (O) of data-to-text NLG171

systems, the framework established different cate-172

gories of hallucinations (Table 3).173

The framework made some explicit assumptions.174

First, it is applicable in full only if the NLG system175

is tasked to express all and only the information in176

the input (in the classic NLG pipeline, this is the177

task of every step following Content Selection; Re-178

iter 2007, 2025). Second, it only considers whether179

the output of the NLG system matches the input;180

the truth of the output in the real world is not con-181

sidered.182

3.2 Framework Adaptation183

Question Structuring We structured the halluci-184

nation categories as a decision tree (cf. Ostyakova185

et al. 2023), where the path to each category is a186

series of binary questions (Figure 1). Their order187

is crucial. For instance, once an output is identified188

as contradictory, no further questions are necessary189

because, in classical logic, (a) anything follows190

from a contradictory statement, and (b) a contra-191

dictory statement can only follow from another192

statement if that other statement is itself contra-193

dictory. Logical considerations of this kind allow194

us to structure the annotation in such a way that195

only the minimal number of questions is asked. We196

decided to disregard the category “O tautologous”197

(fourth row in Table 3), because such outputs are198

exceedingly rare in both our domains.199

Hallucination Severity In the hotel domain,200

some errors were far more serious than others. We201

therefore started by defining as divergent any in- 202

formation that is present in only one of the two 203

information sources (i.e., it is present in either the 204

input or the output, but not both). Hotel-related 205

outputs often contain information that is divergent, 206

but where this divergence is unlikely to lead to any 207

complaints from customers. We call a piece of 208

divergent information factually wrong if, despite 209

everything the input says, the information could 210

turn out to be manifestly wrong. 211

For instance, if the output asserts, without any 212

basis in the input, that a hotel has a swimming pool, 213

then this is both divergent and factually wrong. Di- 214

vergent information that is not factually wrong can 215

cover two kinds of cases. First, an output can con- 216

tain subjective opinions. For example, an output 217

can say that a hotel is cozy, without any basis in the 218

input. This is a kind of commercial marketing that 219

few customers would take seriously. Second, some 220

information in the output may be inferable with 221

high probability only (e.g., the output may describe 222

a hotel as serving Mexican food, even though the 223

only relevant information in the input is that the 224

hotel is located in Mexico). In these cases, we 225

ask annotators to mark these pieces of “harmless” 226

hallucination as divergent but not factually wrong. 227

We strategically positioned the question of 228

whether the output contains factually wrong in- 229

formation after determining whether the output fol- 230

lows from the input (Figure 1, first red node). First, 231

we ask whether the output follows from the input 232

in the strict sense (i.e., the output does not follow, 233

because it contains divergent information of some 234

kind). If it does not follow, we ask whether any of 235

the divergent information is factually wrong. 236

Handling Ambiguity Ambiguity poses a chal- 237

lenge in hallucination annotation, as the classifi- 238

cation of a hallucination type depends on the in- 239

terpretation assigned to the output text. When an 240

output permits multiple readings, distinct halluci- 241

nation categories could be assigned to that output 242

depending on the selected interpretation. 243

Logically rich outputs are prone to various 244

types of ambiguity, leading different annotators 245

to perceive distinct interpretations of the same text. 246

These ambiguities include connective precedence 247

(i.e., when it is unclear how logical connectives 248

(e.g., and, or) bind in a sentence), quantifier scope 249

(i.e., where it is unclear whether a given quantifier 250

(all, every, some, etc.) is within the scope of an- 251

other), and negation scope (i.e., where it is unclear 252
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Case Description Category Example Output
0 I |= O and O |= I Well-matched x is a 5-star hotel in Mexico.
1 I |= O and O ̸|= I O too weak

1a 1 and ̸|= O Normal case x is a hotel in Mexico.
1b 1 and |= O O tautologous x has a star-rating of 5 or below.

2 I ̸|= O and O |= I O too strong
2a 2 and ̸|= ¬O Normal case x is a child-friendly 5-star hotel in Mexico.
2b 2 and |= ¬O O contradictory x is a hotel in Mexico City, USA.

3 I ̸|= O and O ̸|= I Neither follows
3a 3 and I ̸|= ¬O I and O independent x is a child-friendly hotel.
3b 3 and I |= ¬O I and O contradictory x is a 5-star hotel in USA.

Table 3: van Deemter (2024)’s classification, with examples from the hotel domain of the present study. Input is:
Accom-Type(x) = Hotel ∧ Country(x) = Mexico ∧ Star-Rating(x) = 5. The output example for 1b is tautologous
because 5 is the maximum quality rating. Example 2b is contradictory because Mexico City is not in the USA.

what part of a sentence is negated). Since ambigu-253

ities ended up playing a somewhat limited role in254

both domains, we opted not to encode ambiguity255

into the decision tree. In the logic domain (where256

outputs are more likely to contain ambiguity), an-257

notators were instructed to first flag ambiguous258

outputs, as a preliminary separate step, and then259

proceed with their preferred interpretation.260

3.3 Data Creation261

Data creation followed a similar structure in both262

domains. We retrieved inputs from two sources:263

[COMPANY] database for the hotel domain and a264

corpus of existing formulae for the logic domain.265

We prompted multiple LLMs in a zero-shot setting266

to generate outputs, resulting in input-output pairs267

ready for annotation. We also acquired reference268

annotations to serve as a reference for evaluating269

annotators’ responses. In our task, reference an-270

notations are reasonable, because, in many cases,271

only one answer is justifiable. We allowed multiple272

reference labels for the limited number of cases273

where reference annotators agreed to disagree.274

3.3.1 Hotel Domain275

Input From [COMPANY] database, we retrieved276

five accommodations and their attributes (i.e.,277

name, star rating, city, country, accommodation278

type, hotel facilities, room amenities, sport, child-279

care services, wellness, accessibility).280

Output We used the prompt in Figure 3 (Ap-281

pendix A) to generate the English descriptions of282

the input accommodation characteristics with five283

LLMs: Flan-T5-XXL (Chung et al., 2024), Mix-284

tral 8x7B (Jiang et al., 2024), Falcon 180B (Al-285

mazrouei et al., 2023), ChatGPT (Brown et al.,286

2020), and Gemini 1.0 (Gemini Team et al., 2024a).287

Outputs had an average length of 130 words. For288

each input, we generated 5 descriptions (one per 289

LLM), obtaining 25 descriptions (5 accommoda- 290

tions for 5 LLMs). See Appendix A for an input- 291

output pair (Table 8). 292

Reference Annotations Three of the paper’s au- 293

thors annotated all 25 input-output pairs following 294

the setup of §4. Each author annotated the 25 pairs 295

individually, and subsequently, following a discus- 296

sion between the three, a consensus annotation was 297

reached for 17 out of 25 pairs. The authors agreed 298

to disagree (2 votes vs. 1) on 8 pairs, in which the 299

authors acknowledged that different answers were 300

possible. 301

3.3.2 Logic Domain 302

Input We used the Grade Grinder Corpus (GGC; 303

Barker-Plummer et al., 2011), a corpus of first- 304

order logic formalizations of ~300 sentences made 305

by 55k students answering exercises in Barwise 306

et al. (2000). The students put their responses into 307

a system and received feedback on whether the for- 308

malization was correct or incorrect. We restricted 309

ourselves to the correct sentences in the geometri- 310

cal shapes domain. From this pool, we randomly 311

sampled in a stratified way 15 formulae, consider- 312

ing various aspects (i.e., length, structure, number 313

of predicates, connectives, and quantifiers). 314

Output We used the prompt in Figure 2 (Ap- 315

pendix A) to generate the English translations of 316

the input logical formulae with five LLMs: CodeL- 317

lama (Rozière et al., 2024), Mixtral 8x7B, Gemini 318

1.0, GPT-3.5 (Brown et al., 2020), and phi-3.5-mini 319

(Abdin et al., 2024). Outputs had an average length 320

of 35 words. For each input, we generated 5 trans- 321

lations (one per LLM), obtaining a total of 75 trans- 322

lations (15 formulae for 5 LLMs). See Appendix A 323

for an input-output pair (Table 9). 324
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Does O contradict itself?
(|= ¬O?)

Yes

O contradictory

No

Does I follow from O?
(I |= O?)

Yes

Does O follow from I?
(O |= I?)

Yes

Well-matched

No

O too weak

No

Does O contain FWI?

Yes

Does O follow from I?
(O |= I?)

Yes

O too strong

No

Do I and O contradict each other?
(I |= ¬O?)

Yes

I and O contradictory

No

I and O independent

No

Does O include I?
(O |= I?)

Yes

Well-matched with harmless information

No

O too weak with harmless information

Figure 1: Framework adapted for the real-world data-to-text domains, used as the backbone for the annotation
experiment. The black portion of the decision tree was used for the logic domain experiment, while the red portion
was added for the hotel domain experiment. The tree illustrates the questions posed to annotators and the order
in which they were presented. FWI stands for factually wrong information. In brackets, the original logic-based
representation, which was not shown to the annotators. In the hotel domain, we used the term “include” instead of
“follow from” (based on pilots with annotators). See Appendix B, E, and F for more details.

Reference Annotations Two of the paper’s au-325

thors annotated all 75 input-output pairs indepen-326

dently, following the setup of §4. The two authors327

then discussed complex cases, reaching a consen-328

sus annotation on 68 out of 75 pairs. They agreed329

to disagree on three pairs, where ambiguity led to330

different hallucination categories. Four pairs were331

discarded, as it was impossible to determine the332

truth value of the outputs because the outputs were333

highly ungrammatical or incomplete (see §6).334

3.4 Evaluation Metrics335

Accuracy per Annotator (APA) To understand336

how often annotators agreed with the reference,337

we computed APA, defined as m
n , where m is the338

number of matches between the answers given by339

each annotator and the reference label(s),2 and n is340

the number of pairs annotated by each annotator.341

Inter-Annotator Agreement (IAA) While APA342

measures the agreement between annotators and343

reference labels, we also use Krippendorff’s alpha344

(α; Krippendorff, 1980) to measure inter-annotator345

agreement. We adopt α because of its robustness346

in handling skewed label distributions and missing347

annotations (Artstein and Poesio, 2008).348

2We consider a match to exist if the answers given by the
annotators match any of the reference labels for that question.

F-Measures per Category (FPC) We computed 349

F-measures (i.e., precision, recall, F1-score, and 350

support) per category, to investigate annotators’ per- 351

formance by category. We did this by comparing, 352

for each input-output pair, the most frequent la- 353

bel(s) on the annotators’ side against the most fre- 354

quent reference label(s). 355

4 Annotation with Humans 356

Setup We used Qualtrics to set up the annota- 357

tion experiments with human annotators for both 358

domains. We first gave annotators an interactive 359

training session, designed to familiarize them with 360

the concepts, terminology, and annotation interface, 361

including definitions, guided examples, and practi- 362

cal exercises with feedback. To filter out annotators 363

who had misunderstood the concepts explained in 364

the training, we introduced a comprehension check 365

in the hotel domain experiment (see Appendix B). 366

During the annotation task, annotators were asked 367

to answer a series of binary questions organized 368

according to the decision tree in Figure 1. 369

In the hotel domain experiment, annotators were 370

further asked to highlight divergent information in 371

both the input and output and to indicate any parts 372

in the output containing factually wrong informa- 373

tion. In the logic domain experiment, we asked 374
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Hotel Logic

Metric CAT I |= O O |= I FWI CAT I |= O O |= I AMB

APA 0.62
(0.26)

0.86
(0.22)

0.89
(0.12)

0.84
(0.20)

0.74
(0.16)

0.85
(0.12)

0.85
(0.15)

0.80
(0.12)

IAA 0.30 0.26 0.63 0.34 0.19 0.18 0.41 0.18

Table 4: APA and IAA for human annotators for all
dimensions, in the hotel and logic domains. APA scores
are the means of single annotator scores; standard devi-
ations are reported in brackets.

annotators to assess whether the output was am-375

biguous and, if so, to specify the type of ambiguity376

(i.e., connective precedence, quantifier scope, nega-377

tion scope; see §3.2). We emphasized that they378

had to stick to a single interpretation throughout379

the annotation of a given input-output pair. See380

Appendix B for details on the annotation setup.381

For the hotel domain experiment, we recruited382

177 participants (from Prolific and [COMPANY];383

median age = 35; male = 48.9%, female = 49.4%,384

non-binary = 1.7%). For the logic domain ex-385

periment, we recruited 16 experts with a strong386

knowledge of mathematical logic (median age = 35;387

male = 75.0%, female = 25.0%), who are profes-388

sional contacts of the authors, unfamiliar with our389

research questions. Participants were randomly as-390

signed to n groups (n = 5 for the hotel domain, and391

n = 15 for the logic domain) and rotated through392

a 5 (LLMs) × n (inputs) Latin square (Fisher,393

1925). This ensured that each input-output pair394

was shown to approximately the same number of395

participants, that every participant saw all the in-396

puts, and that each participant only encountered397

one LLM-generated output per original input.398

Results In the hotel domain, 54 out of 177 partic-399

ipants passed the comprehension check. These 54400

participants annotated 5 input-output pairs each, re-401

sulting in ~11 annotations per pair (270 in total). In402

the logic domain, the 16 experts in logic annotated403

15 input-output pairs each, resulting in ~3 annota-404

tions per pair (240 in total). In both experiments,405

the average completion time was ~45 minutes.406

For the hotel domain, we computed APA and407

IAA (i) on the final categories (CAT; resulting408

from traversing the decision tree; eight possible409

outcomes), (ii) on the question of whether I |= O410

(two possible outcomes), (iii) on the question of411

whether O |= I (two possible outcomes), and (iv)412

on the question of whether O contains factually413

wrong information (FWI; two possible outcomes:414

the output contains factually wrong information or415

not). For the logic domain, we computed the met-416

Category P R F1 S #

Hotel

Well-matched 1.00 0.50 0.67 2 1
Well-matched (harmless) 0.80 1.00 0.89 8 10
O too weak 0.67 1.00 0.80 2 3
O too weak (harmless) 1.00 0.62 0.77 8 5
O too strong 0.50 0.25 0.33 4 2
I and O independent 0.86 0.75 0.80 8 7
I and O contradictory 0.00 0.00 0.00 1 0

Macro Average 0.69 0.59 0.61

Logic

Well-matched 0.92 0.93 0.93 61 62
O too weak 0.25 0.50 0.33 4 8
O too strong 0.33 0.20 0.25 5 3
O contradictory 0.00 0.00 0.00 0 3
I and O independent 0.43 0.75 0.55 4 7
I and O contradictory 0.00 0.00 0.00 0 1

Macro Average 0.32 0.40 0.34

Table 5: FPC for human annotators, in the hotel and
logic domain: precision (P), recall (R), F1-score, sup-
port (S), annotators’ count (#), and macro averages.

rics (i) on the final categories (CAT; six possible 417

outcomes), (ii) on the question of whether I |= O, 418

(iii) on the question of whether O |= I, and (iv) on 419

the question of whether O is ambiguous (AMB; 420

two possible outcomes: the output is ambiguous or 421

not). We interpret performance on the CAT dimen- 422

sion as indicative of how well annotators engage 423

with the framework as a whole. The I |= O and 424

O |= I dimensions represent the core inferential 425

questions regarding logical consequence, and pro- 426

vide insight into how annotators perform on the 427

higher-level reasoning tasks central to the frame- 428

work. Refer to Table 4 for the figures. 429

APA ranges from good to very good in all dimen- 430

sions, indicating that annotators tended to agree 431

with the reference annotations. APA for CAT is 432

lower compared to APA for the other (binary) di- 433

mensions, which is expected for two reasons: (i) 434

CAT involves a larger number of possible cate- 435

gories (8 or 6, vs. only 2), and (ii) the hierarchical 436

nature of the decision tree presupposes answering 437

the intermediate questions accurately to reach the 438

correct final category. IAA ranges from low to mod- 439

erate. Interestingly, IAA for O |= I is consistently 440

higher than for I |= O in both domains. 441

To investigate annotators’ performance across 442

the different categories, we computed FPC for both 443

domains (Table 5). Based on macro averages, anno- 444

tators performed better in the hotel domain. Note 445

that some categories are absent (e.g., “O contra- 446

dictory” in the hotel domain), while others are un- 447
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Gemini 1.5 Llama 3.3 o1-mini Grok-2

Category P R F1 # P R F1 # P R F1 # P R F1 # S

Hotel

Well-matched 0.00 0.00 0.00 0 0.00 0.00 0.00 0 0.17 0.50 0.25 6 0.00 0.00 0.00 0 2
Well-matched (harmless) 0.00 0.00 0.00 0 0.36 1.00 0.53 22 0.80 0.50 0.62 5 0.00 0.00 0.00 0 8
O too weak 0.00 0.00 0.00 0 0.00 0.00 0.00 0 0.25 0.50 0.33 4 0.00 0.00 0.00 0 2
O too weak (harmless) 0.32 1.00 0.48 25 0.50 0.12 0.20 2 0.30 0.38 0.33 10 0.36 1.00 0.53 22 8
O too strong 0.00 0.00 0.00 0 0.00 0.00 0.00 0 0.00 0.00 0.00 0 0.00 0.00 0.00 0 4
I and O independent 0.00 0.00 0.00 0 0.00 0.00 0.00 0 0.00 0.00 0.00 0 0.00 0.00 0.00 0 8
I and O contradictory 0.00 0.00 0.00 0 0.00 0.00 0.00 1 0.00 0.00 0.00 0 0.00 0.00 0.00 3 1

Macro Average 0.05 0.14 0.07 0.12 0.16 0.10 0.22 0.27 0.22 0.05 0.14 0.08

Logic

Well-matched 0.94 0.95 0.94 62 0.98 0.89 0.93 55 1.00 0.56 0.72 34 0.96 0.84 0.89 53 61
O too weak 0.00 0.00 0.00 0 0.00 0.00 0.00 6 0.13 0.50 0.21 15 0.18 0.50 0.27 11 4
O too strong 0.00 0.00 0.00 0 0.00 0.00 0.00 0 0.27 0.60 0.37 11 0.00 0.00 0.00 0 5
O contradictory 0.00 0.00 0.00 1 0.00 0.00 0.00 1 - - - 0 - - - 0 0
I and O independent 0.00 0.00 0.00 0 0.00 0.00 0.00 1 0.27 0.75 0.40 11 0.00 0.00 0.00 0 4
I and O contradictory 0.00 0.00 0.00 8 0.00 0.00 0.00 8 - - - 0 0.00 0.00 0.00 7 0

Macro Average 0.16 0.16 0.16 0.16 0.15 0.16 0.42 0.60 0.43 0.23 0.27 0.23

Table 6: FPC for LLMs, in the hotel and logic domain: precision (P), recall (R), F1-score, and LLM count (#), and
macro averages, with support (S) as the last column shared by all LLMs. - indicates that # for that LLM and S were
both 0. Boldfaced are the best macro averages per LLM per metric per domain.

Hotel Logic

Model CAT I |= O O |= I FWI CAT I |= O O |= I AMB

Gemini 1.5 0.32 0.88 0.64 0.76 0.82 0.87 0.90 0.72
Llama 3.3 0.36 0.88 0.56 0.76 0.76 0.93 0.86 0.70
o1-mini 0.36 0.72 0.72 0.76 0.59 0.76 0.70 0.75
Grok-2 0.32 0.88 0.64 0.76 0.75 0.96 0.82 0.75

Table 7: APA for LLMs for all the dimensions, in the
hotel and logic domain. Boldfaced are the higher values
per LLM per dimension per domain.

derrepresented (e.g., “Well-matched” in the hotel448

domain). In the logic domain, the distributions are449

skewed toward the “Well-matched” category be-450

cause many LLM-generated translations are near-451

literal renditions of the input formula, which tend452

to be faithful to the input, although they are of-453

ten far from fluent. We follow up with additional454

domain-specific analyses in Appendix C.455

5 Annotation with LLMs456

Setup We conducted annotation experiments457

with LLMs for both domains in a way that deviated458

as little as possible from the human experiment.459

LLMs underwent the same interactive training with460

feedback. No LLM passed the comprehension461

check. We proceeded nonetheless with the annota-462

tion experiment, and made the LLMs annotate all463

input-output pairs (25 in the hotel domain and 75 in464

the logic domain) step by step, following the setup465

in §4. We chose the following four LLMs, which466

represent a variety of open-weight and proprietary467

models among the top-performing ones from the468

living benchmark proposed in White et al. (2025):469

Gemini 1.5 (Gemini Team et al., 2024b), Llama470

3.3 70B (Grattafiori et al., 2024), o1-mini (Ope- 471

nAI et al., 2024), and Grok-2. See Appendix D for 472

further details on the experimental setup. 473

Results For all LLMs, we computed APA on the 474

final categories (CAT), on the question of whether 475

I |= O, and on the question of whether O |= I , for 476

both domains, and on the question of whether O 477

contains factually wrong information (FWI) in the 478

hotel domain, and on the question of whether O is 479

ambiguous (AMB) in the logic domain (see §4). 480

Based on APA, we observe that no LLM clearly 481

stands out, with comparable figures both in-domain 482

and across domains, except for CAT (Table 7). 483

Note the consistently low scores for CAT in the 484

hotel domain and the relatively poor performance 485

of o1-mini in CAT in the logic domain. The figures 486

become more nuanced when breaking down the 487

analysis per category (see FPC in Table 6). Based 488

on macro averages, o1-mini emerges as the top- 489

performing model in both domains. However, gen- 490

erally, we found consistently low scores in most 491

categories. Most LLMs (except for o1-mini) tended 492

to provide highly repetitive answers, leading to 493

skewed hallucination category distributions in both 494

domains (columns #). In the logic domain, this be- 495

havior is expected, as many outputs are near-literal 496

renditions of the input formulae (i.e., inputs and 497

outputs are “Well-matched”), making them rela- 498

tively straightforward for models to get right. In 499

the hotel domain, where the reference labels dis- 500

tribution was more balanced, this pattern is less 501

justified. Note also that, in the logic domain, the 502

“O contradictory” category is empty for o1-mini 503
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and Grok-2, and the “I and O contradictory” cate-504

gory is empty in o1-mini, which is consistent with505

the reference label distributions (column S).506

6 Discussion and Conclusion507

Returning to the research questions of §1, the508

results of our experiments suggest that human509

annotation using the framework of van Deemter510

(2024) was feasible, but that the LLMs we inves-511

tigated were not quite up to this annotation task512

(although, in the logic domain, o1-mini achieved513

better category-level performance than human an-514

notators; Tables 5 and 6). For both human and515

LLM annotation, the reasonably high APA scores516

for I |= O and FWI (Tables 4 and 7) suggest that517

the main adaptation that we made to the framework,518

in which divergent information was separated into519

yes/no factually wrong (§3.2) were effective. While520

interpreting these results, it is important to consider521

several factors that emerged throughout this study.522

Hallucination annotation is challenging. Al-523

though annotation was feasible, it was far from524

easy. In the hotel domain, this was clear from the525

large proportion of would-be annotators who failed526

our comprehension check (§4). Annotators for the527

logic annotation task were not filtered in this way,528

because our recruitment process guaranteed a high529

level of expertise in judging logical consequence530

relations. Clearly, detailed annotation of different531

hallucination types requires close attention.532

Performance on ambiguous output may look bet-533

ter than it is. An obstacle against hallucination534

annotation anticipated in van Deemter (2024) is535

the ambiguity of outputs. Ambiguous outputs were536

rare in the hotel domain but more frequent in the537

logic domain. For example, some LLMs used the538

word otherwise ambiguously. For instance, in If539

c is larger than e, then b is larger than c. Other-540

wise, c is not larger than e, the word otherwise541

can negate the antecedent, it can negate the con-542

sequent, or it can mean or. Ambiguities did not543

hurt the APA, IAA, and FPC metrics much because,544

as evidenced by the comments entered by annota-545

tors, when annotators encountered an ambiguous546

output, they tended to interpret the output “chari-547

tably”, choosing a well-matched interpretation of548

the output whenever one was available (see Ap-549

pendix C.2).550

The distribution of categories was skewed. Our551

use of bona fide corpora (§3.3) suggests that the552

input-output pairs we studied have some real-world553

validity. However, it also had the unanticipated 554

effect that (as noted in §4) the distribution of cat- 555

egories in the logic domain was skewed towards 556

the “Well-matched” category. Since well-matched 557

pairs were often relatively easy to judge, particu- 558

larly when the output was highly formulaic (e.g., 559

as in For all z and for all y, if z is behind y, then z 560

is larger than y), this may make our results overly 561

optimistic. 562

Inputs can be underspecified. Researchers in data- 563

to-text NLG often assume that their inputs are well 564

defined, but our evaluation of the hotel domain 565

showed cases in which this assumption was not 566

met. For example, if the input said Room amenities: 567

Sitting area, it was unclear whether this pertained 568

to all the rooms in the hotel, justifying the output 569

This hotel offers [...] amenities including a [...] 570

sitting area in each room (see Appendix C.1 for 571

an example). Input ambiguities occurred in the 572

logic domain as well, for instance when the input 573

∀x¬(Adjoins(a, x)∨Adjoins(x, a)) was rendered 574

as Nothing adjoins a, which is a perfect match if 575

and only if “Adjoins” is interpreted as a symmetric 576

relation. Such variations in interpretation led to 577

conflicting hallucination category assignments. 578

LLM outputs can be ill-formed. In the logic do- 579

main, LLMs sometimes produced English outputs 580

that are so ungrammatical that it is impossible to 581

say whether they follow from a given input (§3.3). 582

This happened especially where inputs contained 583

vacuous quantifiers (i.e., which do not bind any 584

variables), e.g., For all x and for all y, it is not 585

true that for all y, x is larger than y, where the 586

double for all is hard to make sense of in natural 587

language. We do not know how replicable this phe- 588

nomenon will prove to be for better or more elabo- 589

rately tuned models, but it appears to justify a new 590

category “Output not well-formed”, to be added to 591

van Deemter (2024)’s framework (Table 3). 592

In conclusion, we have shown that, with some 593

domain-specific adaptations, the relation of logical 594

consequence between input and output in data-to- 595

text NLG can be decomposed into manageable, 596

human-annotatable reasoning steps. Our findings 597

underscore the inherent complexity of the task: 598

while human performance is reasonable, model 599

performance remains poor. These results call for 600

caution in the design of hallucination annotation 601

studies and emphasize the importance of carefully 602

calibrated annotation guidelines, alongside robust 603

theoretical foundations and practical foundations, 604

e.g., input data quality. 605
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Limitations606

We only focused on two data-to-text NLG domains.607

Obstacles to hallucination annotation other than the608

ones noted above may come to the fore in different609

domains. For example, domains in which numeri-610

cal input plays an important role, such as weather611

forecasting (e.g., Reiter et al., 2005; González Cor-612

belle et al., 2022), are likely to give rise to out-613

puts that are vague (e.g., when a temperature of614

25 degrees is described as warm, annotators may615

disagree whether this output does or does not fol-616

low from the input). We expect that vagueness617

will give rise to similar problems as ambiguity, and618

that these problems can be addressed along similar619

lines.620

Our data creation process in the logic domain621

produced many outputs containing formulaic ele-622

ments (see §4 and §6). Although we applied ba-623

sic prompt engineering strategies to generate out-624

puts (see Appendix A), alternative models or more625

extensive prompt engineering might yield higher-626

quality text. Nonetheless, it is important to note627

that our primary research questions focus on the628

applicability of an annotation framework in practi-629

cal domains, and not on maximizing the quality of630

generated outputs.631

In our annotation experiments, we relied on a632

limited number of LLMs to perform the annota-633

tion experiments. Although our results align with634

prior findings, that LLMs struggle with complex635

reasoning tasks (e.g., Huckle and Williams, 2025;636

Li et al., 2024), the models we tested may not be637

fully representative. Future work should expand638

the model pool to assess whether other LLMs can639

achieve better performance.640

The relatively small number of input-output641

pairs on which our study was based (i.e., 25 for642

the hotel domain and 75 for the logic domain) may643

limit the generalizability of our findings. Future644

work should look at a larger number of input-output645

pairs.646

Ethical Considerations647

Ethical approval for the human experiments con-648

ducted in this study was obtained from the Ethics649

Board at [INSTITUTION]. All the annotators gave650

informed consent before participating in the ex-651

periment. The 12 [COMPANY] employees and652

the 16 experts in logic volunteered to participate653

without remuneration. The 165 crowdworkers re-654

cruited on Prolific were paid £3 for completing655

the training, and those who successfully passed 656

the comprehension check were paid an additional 657

£3 upon completion of the annotation experiment, 658

which corresponds to £6 per hour, matching the 659

minimum pay according to Prolific. 660

All the experiments involving LLMs, i.e., data 661

creation (§3.3) and annotation (§5), cost us ~C90. 662
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A Details on Data Creation1111

Figure 3 shows the prompt we used to generate1112

the textual descriptions of the input accommoda-1113

tion characteristics. Figure 2 shows the prompt we1114

used to generate the textual translations of the input1115

logical formulae.1116

In the hotel domain, for each attribute, we con-1117

sidered 1 to 3 values (chosen randomly), to avoid1118

excessively complex inputs, as some attributes, e.g.,1119

hotel facilities or room amenities, present long lists1120

of values.1121

We used the Hugging Face (Wolf et al., 2020)1122

inference API for all models (with default parame-1123

ters), except ChatGPT (for which we used the web1124

interface (model GPT-3.5) accessed on February1125

20, 2024), GPT-3.5 (for which we used the dedi-1126

cated API), and Gemini 1.0 (for which we used the1127

dedicated API). Table 8 and Table 9 show input-1128

output pair examples from the hotel and the logic1129

domains, respectively.1130

Translate the following formula into English.
The following is the meaning of the predicates used
in the formula:

SameSize(x, y) : x and y are the same size.
Smaller(x, y) : x is smaller than y.

SameCol(x, y) : x and y are in the same column.
Larger(x, y) : x is larger than y.

BackOf(x, y) : x is behind y.

Medium(x) : x is medium.
Large(x) : x is large.
FrontOf(x, y) : x is in front of y.
Adjoins(x, y) : x adjoins y.
Small(x) : x is small.
Between(x, y, z) : x is between y and z.

LeftOf(x, y) : x is to the left of y.
Cube(x) : x is a cube.
Dodec(x) : x is a dodecahedron.
RightOf(x, y) : x is to the right of y.
SameRow(x, y) : x and y are in the same row.
SameShape(x, y) : x and y are the same shape.
Tet(x) : x is a tetrahedron.

ONLY RETURN THE TRANSLATION. DO NOT
USE LOGICAL SYMBOLS. DO NOT GIVE ANY
EXPLANATION.

Formula: {input_formula}
Translation:

Figure 2: Prompt used for the generation of textual
translations of input logical formulae.

Create a detailed description of an accommodation
with the following characteristics:

{input_characteristics}

Figure 3: Prompt used for the generation of textual
descriptions of the input accommodation characteristics.

B Details on Annotation with Humans 1131

Piloting We designed the final annotation ex- 1132

periment through several rounds of piloting. In 1133

the initial phases, we learned several key lessons. 1134

Logic terminology proved challenging to convey, 1135

requiring multiple revisions (for example, in the 1136

hotel domain, we learnt to avoid terms like “logical 1137

consequence” or “follows from”, and instead use 1138

the term “inclusion”, which was better understood; 1139

see Appendix E). The design of the user interface 1140

played a fundamental role in the annotation process 1141

(cf. Calò et al. 2025), including choices such as 1142

positioning input-output pairs side-by-side, indent- 1143

ing input logical formulae, and selecting effective 1144

highlighting methods. The length of input-output 1145

pairs influenced annotation quality, leading us to 1146

limit the number of attribute-value pairs in the ho- 1147

tel domain and balance input formula lengths in 1148

the logic domain to mitigate annotator fatigue. The 1149

choice of annotation platform also impacted scala- 1150

bility; while we initially experimented with Label 1151

Studio, it proved difficult to scale beyond the pilot- 1152

ing phase. Training the annotators turned out to be 1153

crucial due to the complexity of the task, making 1154

comprehension checks indispensable. 1155

Comprehension Check The comprehension 1156

check for the hotel domain experiment3 assessed 1157

participants’ understanding of (i) logical conse- 1158

quence and (ii) the distinction between divergent 1159

and factually wrong information. It was designed 1160

as follows. The input (I) was retrieved from [COM- 1161

PANY] database, following the same methodology 1162

described in §3.3.1. The output (O) was generated 1163

using a simple rule-based generator, with the man- 1164

ual addition of some words: alluring (expected to 1165

be highlighted as divergent information) and swim- 1166

ming pool (expected to be highlighted as divergent 1167

information and considered factually wrong). See 1168

3We did not implement this step for the logic domain, as
the intended participants consisted of experts in logic. We
assumed that a comprehension check would be unnecessary,
especially after the training designed to align their understand-
ing with the relevant concepts.
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Input Output
Name: Hotel The St Regis Punta Mita Resort
Star rating: 5
City: Bahía de Banderas
Country: Mexico
Accommodation type: Hotel
Hotel facilities: Laundry service
Room amenities: Free WiFi (rooms)
Sport: Horse riding, Diving
Childcare services: Organised activities for kids,
Playground
Wellness: Beauty salon, Massage, Hydrotherapy
Accessibility: Accessible bathroom, Accessible hotel

Indulge in luxury at the 5-star Hotel The St Regis Punta
Mita Resort in Bahía de Banderas, Mexico.
This hotel offers a serene escape with its accessible
accommodations and soothing wellness amenities,
including a beauty salon, massage treatments, and
hydrotherapy.
Keep entertained with thrilling sports like horse riding
and diving.
Families can enjoy organized activities and a playground
for kids.
The hotel also provides convenient laundry services and
ensures a comfortable stay with free in-room WiFi.

Table 8: Input-output pair from the hotel domain. The input is retrieved from [COMPANY] database, and the output
is generated by Gemini 1.0. Following the tree in Figure 1, this pair was annotated as follows. Reference label
distribution (§3.3): “O too weak with harmless information”: 0.67; “I and O independent”: 0.33. Human annotators
label distribution (§4): “Well-matched”: 0.09; “Well-matched with harmless information”: 0.27; “O too weak”:
0.09; “O too weak with harmless information”: 0.55. LLM annotators label distribution (§5): “Well-matched”:
0.25; “Well-matched with harmless information”: 0.25; “O too weak with harmless information”: 0.50.

Input Output
∃x∀y∀z (

Cube(x) ∧ Large(x) ∧
(

(Cube(y) ∧ Large(y) ∧ Dodec(z)) →
(x = y ∧ ¬BackOf(z, y))

)
)

There exists a cube that is large, and if there is another
cube that is large and a dodecahedron, then the first cube
is the same as the second cube and is not behind the
dodecahedron.

Table 9: Input-output pair from the logic domain. The input is retrieved from the GGC, and the output is generated
by GPT-3.5. Following the tree in Figure 1, this pair was annotated as follows. Reference label distribution (§3.3):
“Well-matched”: 0.50; “O too weak”: 0.50. Human annotators label distribution (§4): “Well-matched”: 0.33; “I and
O independent”: 0.33; “O contradictory: 0.33. LLM annotators label distribution (§5): “Well-matched”: 0.75; “O
too weak”: 0.25.

Table 10 for the comprehension check itself. The1169

input does not contain divergent information, while1170

the output contains both divergent and factually1171

wrong information. The output does not contradict1172

itself, I ̸|= O, and O |= I .1173

Annotators failed the comprehension check for1174

several reasons. First, most did not highlight the1175

term alluring, which was intended to test their abil-1176

ity to identify divergent information that is not fac-1177

tually wrong. Second, some annotators mistakenly1178

judged the output as self-contradictory simply be-1179

cause of the presence of swimming pool, which1180

was meant to be recognized as factually wrong in-1181

formation. Third, a few annotators struggled with1182

the concept of logical consequence: they correctly1183

marked alluring and/or swimming pool as extra1184

content, yet still claimed that I |= O.1185

Training Material and Annotation Interface1186

For both the hotel and logic domain experiments,1187

annotators used the same interface for both training1188

and annotation. The interactive training materials1189

and annotation interface were slightly adapted be-1190

tween the two experiments to accommodate the 1191

specific characteristics of each domain. 1192

The interactive training included exercises with 1193

adaptive feedback tailored to the annotators’ re- 1194

sponses. This allowed annotators to receive imme- 1195

diate clarification and guidance when their answers 1196

deviated from expectations. The content of the 1197

interactive training focused on the concepts of log- 1198

ical consequence, and on divergent and factually 1199

wrong information (for the hotel domain experi- 1200

ment). At the end of the training, annotators could 1201

download a document summarizing the key points 1202

(Appendix E for the document in the hotel domain, 1203

and Appendix F for the document in the logic do- 1204

main). 1205

As an example, Figure 4 presents the practical 1206

exercise on identifying divergent information in 1207

the hotel domain, while Figure 5 illustrates the cor- 1208

responding feedback provided to the annotators. 1209

Figure 6 and Figure 7 show the annotation inter- 1210

faces for the hotel and logic domain experiments, 1211

respectively. 1212
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Figure 4: Practical exercise on identifying divergent information in the hotel domain.

Figure 5: Feedback provided to the annotators on the exercise on identifying divergent information in the hotel
domain.
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Figure 6: Annotation interface for the hotel domain with an experimental item. Divergent information in input and
output is highlighted, and the first question is displayed. Subsequent questions would be revealed incrementally,
based on the annotator’s responses and the decision tree shown in Figure 1.

Figure 7: Annotation interface for the logic domain with an experimental item. The preliminary question on
ambiguity is displayed. Subsequent questions would be revealed incrementally, based on the annotator’s responses
and the decision tree shown in Figure 1. The input formulae were presented in an indented form to improve
readability.
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Input Output
Name: Aktiv Panoramahotel Daniel
Star rating: 4
City: Sautens
Country: Austria
Accommodation type: Hotel
Hotel facilities: Hotel safe
Room amenities: Fridge, Cable TV
Sport: Volleyball, Pool table
Wellness: Beauty salon, Steam room, Body treatments
Accessibility: Wheelchair accessible

The Aktiv Panoramahotel Daniel is an alluring 4-star
hotel located in Sautens, Austria.
Hotel facilities include hotel safe, swimming pool.
Room amenities include fridge, cable TV.
Sports facilities include volleyball, pool table.
Wellness facilities include beauty salon, steam room,
body treatments.
Accessibility features include wheelchair accessible.

Table 10: Comprehension check for the hotel domain. The input is retrieved from [COMPANY] database, and the
output is generated by a simple rule-based generator.

C Additional Human Results1213

This section includes detailed analyses of divergent1214

and factually wrong information in the hotel do-1215

main, and details on ambiguity in the logic domain.1216

C.1 Hotel Domain1217

Divergent and Factually Wrong Information1218

We analyzed the divergent information that was1219

highlighted, and the factually wrong information1220

reported by the annotators, to obtain more fine-1221

grained insights.1222

To retrieve these spans of text, we followed two1223

different procedures. Divergent information was1224

highlighted using the Qualtrics interface, which1225

returns the indices of the tokens highlighted in the1226

original text. Factually wrong information was1227

provided as free text (copied and pasted or written1228

by the annotators, and might contain typos), so we1229

could not straightforwardly retrieve the indices of1230

the tokens in the original text. Thus, we aligned1231

the factually wrong information provided by each1232

annotator with the original text using CollateX,1233

and then retrieved the indices of the tokens in the1234

original text.1235

To study the extent to which output texts are1236

“hallucinated” (i.e., they contain divergent or factu-1237

ally wrong information), we computed the ratio of1238

hallucinated tokens over the total number of tokens1239

for each item (i.e., input-output pair) and annotator.1240

These ratios were then averaged across annotators1241

and items to obtain overall proportions for diver-1242

gent information in input and output and factually1243

wrong information. See Table 11 for the figures.1244

On average, items contain more divergent infor-1245

mation in the output, often consisting of harmless1246

additions such as warming and inviting atmosphere,1247

which are expected in hotel descriptions. By con-1248

trast, factually wrong information is the least fre-1249

quent, suggesting that models are generally rela-1250

tively good at avoiding more severe hallucinations 1251

(e.g., falsely adding amenities). 1252

Information Type Ratio

Divergent information (Input) 0.08
Divergent information (Output) 0.19
Factually wrong information 0.02

Table 11: Ratios of divergent and factually wrong infor-
mation over the original texts, normalized by length of
inputs and outputs.

Intuition vs. Hallucinated Content During an- 1253

notation, for each input-output pair, annotators also 1254

provided a judgment on a 7-point Likert scale (Lik- 1255

ert, 1932), assessing their overall impression of the 1256

faithfulness of the output with respect to the input. 1257

To study how the overall impression correlates 1258

with the presence of hallucinated information, we 1259

computed the Pearson correlation between the ra- 1260

tios of divergent and factually wrong information 1261

and mean slider ratings across all items. Refer to 1262

Table 12 for the figures. 1263

We find a significant negative correlation be- 1264

tween slider ratings and the presence of divergent 1265

information in the input, suggesting that such di- 1266

vergence lowers perceived faithfulness. The cor- 1267

relation for divergent information in the output is 1268

non-significant, possibly due to annotators having 1269

different perceptions of harmless added content. In 1270

contrast, factually wrong information shows the 1271

Information Type r p

Divergent information (Input) -0.51 0.009
Divergent information (Output) -0.33 0.112
Factually wrong information -0.58 0.002

Table 12: Pearson correlation (r) and p-values (p) be-
tween divergent and factually wrong information vs.
slider ratings.
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strongest significant negative correlation, which1272

aligns with expectations; factual errors directly un-1273

dermine the perceived faithfulness of an output.1274

Annotator Agreement over Hallucinated Con-1275

tent To study the extent to which annotators1276

agree on which portions of text contain differ-1277

ent types of hallucinations, we computed the pair-1278

wise Jaccard index (i.e., intersection over union), a1279

common evaluation metric for annotator highlights1280

(Herrewijnen et al., 2024). We calculated this met-1281

ric for divergent information in input and output,1282

and factually wrong information, considering all1283

annotators who annotated a given item. For each1284

item, we averaged the pairwise scores, and then1285

computed the average across all items. As a ref-1286

erence, we computed the same metric among two1287

reference annotators (see §3.3.1).4 See Table 131288

for the figures. The Jaccard index indicates that1289

annotators tended to agree more on the spans of1290

text identified as containing factually wrong infor-1291

mation (FWI) compared to those identified as con-1292

taining divergent information in the output. This1293

strengthens the fact that it is easier to agree on1294

more serious hallucinations (e.g., a falsely added1295

room amenity not mentioned in the input) than on1296

harmless additions (e.g., lofty content).1297

We manually analyzed the experimental item1298

with the lowest overall Jaccard index (i.e., the1299

item where annotators showed the greatest disagree-1300

ment). Figure 8 presents a heatmap illustrating how1301

many annotators identified each token as contain-1302

ing divergent information in the input, divergent1303

information in the output, or factually wrong infor-1304

mation. Several interesting patterns emerge from1305

this analysis. First, although 10 annotators worked1306

on this item, only 9 annotated divergent or factually1307

wrong information.1308

Within these annotations, we observe instances1309

of plausible disagreement, which appear to stem1310

from genuine ambiguity or underspecification in1311

the input (see §6). For example, the input mentions1312

Accessible hotel, while the output refers to accessi-1313

ble rooms. Some annotators treated these as diver-1314

gent, raising the question of whether accessibility1315

at the hotel level entails accessibility of individual1316

rooms. Similarly, while the input mentions Accessi-1317

ble parking, the output refers to convenient parking1318

options. Here again, some annotators perceived1319

a divergence, prompting interpretation-based dis-1320

4One of the three authors did not highlight divergent infor-
mation.

Annotator Group Div. Info (Input) Div. info (Output) FWI

Reference 0.82 0.58 0.74
Crowd 0.65 0.42 0.63

Table 13: Annotator agreement (Jaccard index) on di-
vergent and factually wrong information.

agreement (i.e., does convenient imply accessible?). 1321

Another case involves the part where the input men- 1322

tions Room amenities: [...] Sitting area, whereas 1323

the output refers to sitting area in each room. This 1324

added specificity led some annotators to label in 1325

each room as just divergent information in output (a 1326

harmless addition), others also as factually wrong 1327

information, while others did not label the phrase 1328

at all. These contrasting views may be due to the 1329

nature of the input, whose underspecified phrasing 1330

does not clarify whether it necessarily applies to 1331

all rooms. 1332

In contrast, there are also clear points of agree- 1333

ment. All annotators identified adjectives such as 1334

charming, comfortable, and relaxing as harmless 1335

additions (divergent information in output), and 1336

none considered them factually wrong. 1337

However, other stylistic additions were more 1338

contentious. Phrases like for convenience, for en- 1339

tertainment, or Families with children will appreci- 1340

ate were highlighted by only a subset of annotators 1341

as divergent information in output, while others did 1342

not consider them divergent at all. 1343

Finally, we can also observe a few clear annota- 1344

tion mistakes. For instance, one annotator mistak- 1345

enly flagged golf course as factually wrong, likely 1346

due to an oversight, despite it being clearly men- 1347

tioned in the input. 1348

C.2 Logic Domain 1349

Analysis of Ambiguity Types Ambiguity did not 1350

play a significant role, as originally expected. Most 1351

LLM-generated outputs were near-literal renditions 1352

of the input (see also §6). Annotators interpreted 1353

the outputs favorably, selecting interpretations that 1354

aligned with the corresponding input. Nonetheless, 1355

36 items were flagged as containing some ambigu- 1356

ity type by at least one annotator. Table 14 shows 1357

the distribution of ambiguity types over all items. 1358

The output considered most ambiguous (flagged 1359

by all annotators as containing multiple types of 1360

ambiguities) is the following: For every x, x is a 1361

dodecahedron and there exists a y such that y is to 1362

the right of x and y is a cube, and x is large, or x 1363
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Figure 8: Heatmap of an input-output pair from the hotel domain experiment, illustrating the number of annotators
who identified each token as containing divergent information in the input, divergent information in the output, or
factually wrong information.

Ambiguity Type Distribution

Connective precedence 23
Quantifier scope 23
Negation scope 11
Other 10

Table 14: Distribution of ambiguity types.

is not a dodecahedron or there does not exist a y1364

such that y is to the right of x and y is a cube.1365

D Details on Annotation with LLMs1366

We structured the annotation experiments with1367

LLMs in both the hotel and logic domains to1368

closely mirror the human annotation setup. Techni-1369

cally, the format aligns with a “guided” chain-of-1370

thought approach (Wei et al., 2022): at each step1371

requiring an LLM response, we retrieved the an-1372

swer, appended it to the ongoing conversation, and1373

proceeded to the next step of the experiment. Fol-1374

lowing the setup in §4, LLMs underwent the inter-1375

active training with adaptive feedback, completed1376

the comprehension check in the hotel domain de-1377

scribed in §4 and Appendix B, and annotated all1378

input-output pairs (25 in the hotel domain and 751379

in the logic domain) step by step, following the1380

questions in the decision tree in Figure 1.1381

We did not modify the textual instructions from1382

the human experiment, apart from adding some1383

constraints such as “DO NOT PROVIDE ANY1384

FURTHER INFORMATION NOR EXPLANA- 1385

TION.” after each question, to prevent excessive 1386

verbosity. 1387

We used the wrappers provided by LangChain to 1388

perform calls to the dedicated APIs for all models 1389

(with default parameters),5 except Llama 3.3 (for 1390

which we used the together.ai inference API). 1391

As a final remark, since LLMs could not properly 1392

highlight divergent information, we excluded this 1393

aspect from the analysis. 1394

5For Grok-2, we used the version grok-2-1212.
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E Hotel Domain Annotation Experiment Guidelines 1395

Guidelines Summary 1396

We will show you pairs of information sources, which we call Input (I) and Output (O). 1397

Input (I) Output (O)
Name: Hotel Torre Azul
City: El Arenal
Star rating: 4

Hotel Torre Azul is a 4-star hotel located in El Arenal.

O is automatically generated from I by an artificial intelligence system and can contain problematic 1398

content. I is our point of reference: We ALWAYS assume that I includes all the relevant facts and 1399

they are CORRECT. 1400

When performing the annotation disregard any grammatical mistakes or typos. 1401

a. Divergent Information 1402

We define as divergent any information that is present in one of the two information sources (e.g.,
in I) but not in the other (e.g., in O).

1403

Divergent Information in Input Divergent Information in Output

I O

Name: Hotel Torre Azul
City: El Arenal
Star rating: 4
Hotel facilities: Lockers , Wi-Fi

Hotel Torre Azul is an incredibly charming 3-star

hotel located in El Arenal, Spain . The hotel fa-

cilities include a lobby and free Wi-Fi access,

making the hotel ideal for working remotely.
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b. Inclusion1404

If O does NOT contain any Divergent Information , then I includes O.

If I does NOT contain any Divergent Information , then O includes I .
1405

1406

I O

Name: Hotel Torre Azul
City: El Arenal
Star rating: 4

Hotel Torre Azul, a 4-star hotel, is located in El Are-
nal, Spain .

O includes I , because I does not contain any Divergent Information.1407

I does not include O, because O contains some Divergent Information (i.e., Spain ).1408

1409

I O

Name: Hotel Torre Azul
City: El Arenal
Star rating: 4
Hotel facilities: Lockers

Hotel Torre Azul, a 4-star hotel, is located in El Are-
nal.

O does not include I , because I contains some Divergent Information (i.e., Hotel facilities: Lockers ).1410

I includes O, because O does not contain any Divergent Information.1411

1412

I O

Name: Hotel Torre Azul
City: El Arenal
Room amenities: Balcony

Hotel Torre Azul is a charming hotel located in El
Arenal.

O does not include I , because I contains some Divergent Information (i.e., Room amenities: Balcony ).1413

I does not include O, because O contains some Divergent Information (i.e., charming ).1414
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c. Factually Wrong Information 1415

When I DOES NOT include O, O contains information that is not in I . This 1416

Divergent Information in Output may or may not be factually wrong. 1417

We define as factually wrong any information in O that conveys facts that could well turn out to
be wrong, given the information in I .

1418

Factually wrong information DOES NOT comprise: (i) subjective opinions, (ii) vague or ambiguous 1419

statements, (iii) information that is unverifiable, (iv) information that can be inferred from I to hold in 1420

most (but not all) cases. 1421

Divergent Information in Input Divergent Information in Output

I O

Name: Hotel Torre Azul
City: El Arenal
Country: Spain
Star rating: 4
Hotel facilities: Housekeeping
Room amenities: Balcony

Hotel Torre Azul is an incredibly charming 3 -star

hotel located in the center of El Arenal, Mexico .
The hotel facilities include free housekeeping and
lockers . All rooms have a balcony.

3 , Mexico , lockers ARE pieces of factually wrong information. 1422

incredibly charming (i), the center of (ii), All (iii), free (iv) ARE NOT pieces of factually wrong 1423

information. 1424

d. Contradiction 1425

I and O contradict each other, if I and O contain information that cannot be true simultaneously.
1426

Divergent Information in Input Divergent Information in Output

I O

Name: Hotel Torre Azul
City: El Arenal
Star rating: 4

Hotel Torre Azul, a 3 -star hotel, is located in El
Arenal.

I and O contradict each other, since I states that the hotel has 4 stars, while O states that the hotel has 1427

3 stars. 1428
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e. Self-Contradiction1429

O contradicts itself , if O contains pieces of information that cannot be true simultaneously.
1430

Divergent Information in Input Divergent Information in Output

I O

Name: Hotel Torre Azul
City: El Arenal
Star rating: 4
Hotel facilities: Lockers

Hotel Torre Azul, a 4-star hotel, is located in
El Arenal. The hotel facilities include lockers.
The hotel does not provide lockers.

O contradicts itself, since O states that the hotel provides lockers and, at the same time, that it does not1431

provide them.1432

24



F Logic Domain Annotation Experiment Guidelines 1433

Guidelines Summary 1434

We will show you pairs of information sources, which we call Input (I) and Output (O). 1435

Input (I) Output (O)
∀x(Cube(x) → Large(x)) All cubes are large.

O is automatically generated from I by an artificial intelligence system and can contain problematic 1436

content. I is our point of reference: We ALWAYS assume that I is CORRECT. 1437

When performing the annotation disregard any grammatical mistakes or typos. 1438

a. Logical Consequence 1439

I entails O, if by reading I , the annotator infers that O is true.
O entails I , if by reading O, the annotator infers that I is true.

1440

1441

Example 1: 1442

I O

∀x(Cube(x) → Large(x)) All red cubes are large.

I entails O, because if all cubes are large, then all red cubes are large too. 1443

O does not entail I , because even if all red cubes are large, it may well be the case that there are other 1444

cubes that are not large. 1445

1446

Example 2: 1447

I O

∀x((Cube(x) ∧Green(x)) → Large(x)) All cubes are large.

I does not entail O, because even if all green cubes are large, it may well be the case that there are other 1448

cubes that are not large. 1449

O entails I , because if all cubes are large, then all green cubes are large too. 1450

1451

Example 3: 1452

I O

∀x((Cube(x) ∧Green(x)) → Large(x)) All red cubes are large.

I does not entail O, because even if all green cubes are large, that does not say anything about red cubes. 1453

O does not entail I , because even if all red cubes are large, that does not say anything about green cubes. 1454
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b. Contradiction1455

I and O contradict each other, if I and O contain information that cannot be true simultaneously.
1456

I O

∀x(Cube(x) → Large(x)) All cubes are not large.

I and O contradict each other, since I states that all cubes are large, while O states that all cubes are not1457

large.1458

c. Self-Contradiction1459

O contradicts itself , if O contains pieces of information that cannot be true simultaneously.
1460

I O

∀x(Cube(x) → Large(x)) All large cubes are not large.

O contradicts itself, since O states that, at the same time, all cubes are large and not large.1461

d. Ambiguity1462

O is ambiguous, if by reading O, the annotator perceives distinct interpretations for O.
1463

I O

∀x(Cube(x) → ∃y(Tet(y) ∧Behind(x, y))) Every cube is behind a tetrahedron.

O is ambiguous, because an annotator could perceive (at least) two distinct interpretations for O: (i) each1464

cube is behind a (possibly different) tetrahedron, or (ii) there is some tetrahedron that is in front of all1465

cubes.1466
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Appendix: Predicates 1467

The following are the predicates you may encounter and how you are supposed to read them: 1468

Predicate Description
SameSize(x, y) x and y are the same size.
Smaller(x, y) x is smaller than y.
SameCol(x, y) x and y are in the same column.
Larger(x, y) x is larger than y.
BackOf(x, y) x is behind y.
Medium(x) x is medium.
Large(x) x is large.

FrontOf(x, y) x is in front of y.
Adjoins(x, y) x adjoins y.
Small(x) x is small.

Between(x, y, z) x is between y and z.
LeftOf(x, y) x is to the left of y.

Cube(x) x is a cube.
Dodec(x) x is a dodecahedron.

RightOf(x, y) x is to the right of y.
SameRow(x, y) x and y are in the same row.
SameShape(x, y) x and y are the same shape.

Tet(x) x is a tetrahedron.
Behind(x, y) x is behind y.
Green(x) x is green.
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