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Figure 1: We present MERGE, a simple unified diffusion model for image generation and depth
estimation. Its core lies in leveraging streamlined converters and rich visual prior stored in generative
image models. Our model, derived from fixed image generation models and fine-tuned pluggable
converters with synthetic data, expands powerful zero-shot depth estimation capability.

Abstract

Generative depth estimation methods leverage the rich visual priors stored in
pre-trained text-to-image diffusion models, demonstrating astonishing zero-shot
capability. However, parameter updates during training lead to catastrophic degra-
dation in the image generation capability of the pre-trained model. We introduce
MERGE, a unified model for image generation and depth estimation, starting from
a fixed pre-trained text-to-image model. MERGE demonstrates that the pre-trained
text-to-image model can do more than image generation, but also expand to depth
estimation effortlessly. Specifically, MERGE introduces a play-and-plug framework
that enables seamless switching between image generation and depth estimation
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modes through simple and pluggable converters. Meanwhile, we propose a Group
Reuse Mechanism to encourage parameter reuse and improve the utilization of the
additional learnable parameters. MERGE unleashes the powerful depth estimation
capability of the pre-trained text-to-image model while preserving its original im-
age generation ability. Compared to other unified models for image generation and
depth estimation, MERGE achieves state-of-the-art performance across multiple
depth estimation benchmarks.
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Figure 2: The comparison between existing methods and ours shows that, unlike previous works, our
method requires only a few additional parameters to unleash its powerful depth estimation capability
without compromising its inherent T2I generation ability.

1 Introduction

Diffusion models [12], especially text-to-image (T2I) models [1, 19, 38], have made astonishing
progress in the quality of generated images. Meanwhile, emerging generative depth estimation
research [10, 11, 16] reveals the latent potential for depth estimation tasks of advanced T2I models.
Exploring a framework bridging image generation and depth estimation is an essential step toward
building a Unified Model used for generation and visual perception.

Marigold [16], a pioneer of generative depth estimation, shows a powerful zero-shot depth estimation
method leveraging pre-trained T2I diffusion models, as shown in Fig. 2(a). Even though the irre-
versible degradation of its original generation capability due to parameter updates during training, the
paradigm still makes it possible to unify image generation and perception within diffusion models.
In contrast, JointNet [52] and UniCon [21] present an alternative strategy by utilizing a parallel
dual-model interaction architecture to unify generation and depth estimation tasks, as shown in
Fig. 2(b). The latest work, OneDiffusion [20], introduces a data-driven solution, as shown in Fig. 2(c),
to train a unified generation and perception model from scratch with massive multitask data (100M).

Despite remarkable progress, such approaches may be considered inefficient or resource-intensive
solutions, potentially suboptimal choices. Considering rich visual prior is stored in advanced T2I
models, a natural question arises: Can T2I models effortlessly expand depth estimation capability
without degrading their image generation capability? This paper explores a unified diffusion model
without bells and whistles for image generation and depth estimation tasks, starting from a fixed T2I
model. Our method, referred to as MERGE (as shown in Fig. 2(d)), demonstrates that T2I models
can do More than genERate imaGEs. With a few simple converters, they can effortlessly unleash the
powerful depth estimation capability.

To enable depth estimation ability in a fixed T2I diffusion model, we present a play-and-plug
framework without bells and whistles. Before each transformer layer of the pre-trained T2I diffusion
transformer (DiT), hereafter referred to as the T2I block, we introduce an identical, learnable T21
block as a converter. This converter transforms the latent features originally tailored for the T2I
task into features suitable for the depth estimation task. This straightforward play-and-plug design
enables seamless switching between the original image generation and depth estimation models
by skipping or running these converters. Meanwhile, considering the similarity of output features
between pre-trained T2I blocks, we propose a Group REuse (GRE) mechanism to improve the
utilization of the converter. Specifically, pre-trained T2I blocks are divided into several groups, and
a shared within-group converter is used to effortlessly transform the T2I model into a generative



depth estimation model. During inference, if the text-to-image generation capability is needed, these
additional converters can be easily skipped, restoring the depth estimation model to the T2I model. In
addition, some empirical studies further simplify the converters with virtually no impact on MERGE’S
depth estimation performance. Combining these simple, flexible, and pluggable converters with the
group reuse mechanism enables MERGE to unify image generation and depth estimation with no
difficulty. Remarkably, MERGE presents a unified model starting from a fixed T2I model, requiring
only a few additional parameters and fine-tuning on depth estimation datasets.

We conduct comprehensive evaluations of MERGE on established depth estimation benchmarks
(NYUv2 [40], ScanNet [6], and DIODE [43]). The results show that MERGE achieves state-of-the-
art performance across multiple metrics and benchmarks while introducing merely 12% additional
trainable parameters. Especially on the NYUv2 benchmark, MERGE achieves 5.9 A.Rel and 95.4% 41,
outperforming OneDiffusion, which is trained from scratch with massive data.

MERGE demonstrates a simple and effective approach to enabling pre-trained T2I diffusion models
with depth estimation capability while preserving their inherent T2I generative ability. We hope our
work provides valuable insights into the construction of unified models for generation and perception,
while offering a cost-effective solution (~ 12% additional parameters) for extending the capabilities
of pre-trained image generation models. The main contributions of this work are as follows: 1) We
explore how to unleash the depth estimation capability from fixed pre-trained T2I models while
preserving their original generation ability and propose a simple method without bells and whistles
called MERGE. The key lies in a flexible play-and-plug framework that allows seamless switching
between image generation and depth estimation modes. 2) We present a streamlined converter that
effortlessly transforms features suited for image generation into depth estimation. Considering the
feature similarity between different layers in pre-trained T2I models, we propose a Group Reuse
Mechanism, which encourages converter reuse to improve parameter efficiency.

2 Related Work

Text-to-Image Diffusion Model. Recently, text-to-image (T2I) generation models [ 1, 30, 39] based
on the diffusion principle [ | 2] make significant progress in image quality, diversity, and efficiency.
Stable Diffusion [38], as the pioneering latent diffusion model, compresses the T2I generation process
into the latent space using VAE [17], greatly improving computational efficiency and the quality
of generated images. SDXL [32] introduces dual text encoders [15, 33] and fully upgrades Stable
Diffusion, further enhancing the quality and resolution of generated images. VQ-Diffusion [9]
proposes a vector quantized diffusion model by replacing VAE with VQ-VAE [4 1], addressing the
unidirectional bias problem. Unlike these denoising diffusion models based on UNet architectures,
PixArt [4, 5] introduces a novel text-to-image paradigm built upon Diffusion Transformers (DiT) [31].
By integrating vision-language models [27] to construct high-quality text-image pairs data, PixArt
achieves performance comparable to advanced works at significantly reduced computational cost.
MMDIT, an innovative Multimodal Diffusion Transformer architecture, is introduced by Stable
Diffusion 3 [7] and demonstrates excellent image generation capability. The state-of-the-art method,
FLUX [19], builds a larger T2I diffusion model by mixing MMDIT with the Single-DiT, presenting
stunning image generation capability. Distinguishing these excellent T2I works, this paper focuses
on exploring how to unleash the depth estimation capability of pre-trained T2 models (specifically
those transformer-based architectures) while preserving their inherent T2I generation ability.

Diffusion-based Depth Estimation Model. Unlike discriminative perception methods [23, 24, 36,

, 40, 48] and these works [22, 44, 47, 54] that treat T2I models as feature extractors, emerging
research [14, 16, 25] reveals the compelling potential of pre-trained T2I models as generative depth
estimation models. GeoWizard [8] leverages a geometry switcher inspired by Wonder3D [29] to
extend a single stable diffusion model to produce depth and normal results. Meanwhile, a simple
yet effective scene distribution decoupler strategy proposed in this work boosts the capture of 3D
geometry. DepthFM [10] is the pioneer of combining Flow Matching [26] to explore generative
monocular depth estimation, significantly improving inference speed while maintaining accuracy.
BetterDepth [53] is a straightforward and powerful depth estimation framework that refines the results
of generative depth estimation by using the output of a foundation depth estimation model [48, 49] as
a prior. Lotus [| I] introduces a tuning strategy called detail preserver that achieves more accurate
and fine-grained predictions, especially on reflective objects. JointNet [52] and UniCon [21] propose
a unified architecture for image generation and depth estimation, leveraging parallel dual diffusion
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Figure 3: The pipeline of MERGE. Starting from the fixed DiT-based text-to-image (T2I) model,
where transformer layers (hereafter referred to as T2I blocks) are divided into different groups. A
shared and learnable converter is inserted before each T2I block within a group, transforming it into a
depth estimation model. It can be reverted to the original T2I model by skipping these converters.

models with feature interaction operations between them. The latest work, OneDiffusion [20],
presents a massive data-driven unified model for image generation and depth estimation. In contrast
to existing full-parameter fine-tuning methods, which catastrophically degrade the image generation
ability of pre-trained T2I models, or resource-intensive approaches, we explore a method that
preserves the inherent generation capability of the T2I model while seamlessly transforming it into a
generative depth estimation model.

3 Preliminaries

In this section, we review latent text-to-image diffusion models, with Stable Diffusion [38] serving as
a representative of the latent diffusion paradigm.

Diffusion Models (DMs) [12] establish advanced text-to-image generation frameworks renowned for
synthesizing photorealistic images through iterative denoising. DMs learn to reconstruct complex
data distributions by approximating the reverse of a predefined diffusion process. Denoting z, as the
random variable at the ¢-th timestep, the diffusion process is modeled as a Markov Chain:

ze ~ N(yagzi—1, (1 = apl), (H

where « is a fixed coefficient predefined in the noise schedule, and I refers to the identity matrix. A
prominent variant, the Latent Diffusion Model (LDM) [38], innovatively shifts the diffusion process
of standard DMs into a latent space. This transition notably decreases computational costs while
preserving the generative quality and flexibility of the original model. The resulting efficiency gain
primarily arises from the reduced dimensionality of the latent space, which allows for lower training
costs without compromising the model’s generative capability.

Stable Diffusion, an exemplary implementation of LDM, comprises an AutoEncoder [41] and a
latent denoising model. The AutoEncoder ¢ is designed to learn a latent space that is perceptually
equivalent to the image space. Meanwhile, the LDM ¢y is parameterized as a denoising model with
the multimodal feature interaction module and trained on a large-scale dataset of text-image pairs via:

Loy = Ee)yenn(o,n),ellle — €a(zt, 1, T0(y))|13), )

where ¢ is the target noise, and x is an RGB image. 7y and y are the pre-trained text encoder (e.g.,
CLIP [33], TS5 [34]) and text prompts, respectively. This equation represents the mean-squared
error (MSE) between the target noise € and the noise predicted by the model, encapsulating the
core learning mechanism of the latent diffusion model. Some of the latest text-to-image works (e.g.,
Stable Diffusion 3.5 [7], FLUX [19]) attempt to introduce more advanced flow matching [26] as
an optimization objective, as it can more directly establish a mapping between the noise and data
distributions, further improving image generation quality and efficiency.



4 Our MERGE

To unleash the potential depth estimation capability of pre-trained text-to-image (T2I) models while
retaining their inherent image generation capability. We present MERGE, as shown in Fig. 3(a), which
requires only simple modifications to the pre-trained T2I model that can effortlessly unify image
generation and depth estimation. The core of MERGE lies in a play-and-plug framework and the
Group Reuse Mechanism without bells and whistles, designed for unified image generation and depth
estimation. In addition, we present important empirical investigations, which significantly reduce the
number of learnable parameters while keeping depth estimation capability virtually unaffected.

4.1 Play-and-Plug Framework

The T2I diffusion model learns the training data distri-
bution to generate infinite data. Among these infinite
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converter design more naturally leverages the visual pri-

ors stored in the pre-trained T2I model, presenting highly Figure 4: The cosine similarity be-
comparable or even better depth estimation capability than ~tween the output features of different T2I
full-parameter fine-tuning with fewer training parameters. blocks within the PixArt [5] model.
This straightforward strategy, without bells and whistles, demonstrates remarkable depth estimation
capability and preserves the inherent image generation capability of the pre-trained T2I model, which
is an aspect that previous works do not explore.

4.2 Group Reuse Mechanism

The solution of copying a learnable block before each pre-trained T2I
block as a converter is simple yet effective. However, this method, which
can be seen as directly coupling two models, does not efficiently leverage
the powerful visual knowledge of the pre-trained T2I model to seamlessly
guide its latent depth estimation capability, making it an inefficient ap-
proach. Interestingly, we observe that the closer two T2I blocks in the
pre-trained T2I model are more similar in their output features in most
cases, as shown in Fig. 4. Considering this observation, we propose a
Group Reuse Mechanism (GRE) to encourage converter reuse and im- Simplify
prove parameter utilization. Specifically, the T2I block in the pre-trained
denoising model is divided into different groups, as shown in Fig. 3(a).
The T2I block in a group shares a converter, which transforms the latent
features suitable for the image generation task into the depth estimation
task. Since GRE considers the feature similarity between different T2I
blocks, it significantly reduces the additional learnable parameter number Converter B
at a minor performance cost.

1 Converter A

Self-Attention

Converter simplified

The collaboration between the play-and-plug framework and the Group
Reuse Mechanism forms MERGE, which efficiently and flexibly unleashes oo ¢ converter simpli-
the powerful zero-shot depth estimation potential of the pre-trained T2I g0 exemplified by
model while retaining its inherent image generation capability. PixArt [’ 1.

Figure 5: The pro-



4.3 Empirical Investigation

To smoothly transform the pre-trained T2I model into a generative depth estimation model through
MERGE, the converter in MERGE is copied from the first T2I block of the respective group in the
pre-trained T2I model, as illustrated by Converter A in Fig. 5. These converters are designed for T2I
tasks and generally include components for multimodal feature interaction, such as Cross-Attention.
However, existing diffusion-based generative depth estimation methods typically set the text prompt
to empty. Intuitively, we suspect that the multimodal feature interaction design in the converter
might be redundant for MERGE, as an empty text prompt contains no useful information. The
experiments in Sec. 5.3 confirm this hypothesis, demonstrating that directly removing this multimodal
interaction design, as illustrated by Converter B in Fig. 5, has almost no effect on the depth estimation
performance of MERGE. This simplified converter reduces the 25% learnable parameter number in
MERGE used to unleash depth estimation capability.

Similarly, in some of the latest MMDiT-based methods, like FLUX [19], a dual-stream multimodal
interaction block can be simplified into a single-stream block to serve as a converter for MERGE.
Using these simplified converters, MERGE can naturally leverage the rich visual priors of the pre-
trained T2I model to demonstrate powerful zero-shot depth estimation capability while preserving its
inherent image generation ability, which full-parameter fine-tuning methods cannot achieve.

S Experiments

Dataset and Evaluation metrics. Following prior work [16, 20, 21], we train our model on the
Hypersim [37] and Virtual KITTI [3] datasets, which correspond to synthetic indoor and outdoor
datasets, respectively, comprising a total of 74k training samples. Subsequently, we evaluate its depth
estimation performance on three real-world datasets: NYUv2 [40], ScanNet [6], and DIODE [43].
The quantitative evaluation metrics include absolute relative error (A.Rel) and the percentage of inlier
pixels (d1) with thresholds of 1.25.

Implementation Details. We implement MERGE using PyTorch and employ PixArt-XL-2-512x512
and FLUX.1-dev as our pre-trained text-to-image (T2I) models. The training is solely conducted on
depth estimation data to build a unified image generation and depth estimation model. Following
previous work [16], we double the input channel of the patchify layer, enabling it to handle image
conditions for generative depth estimation. During the depth estimation inference process, this
patchify layer can seamlessly replace the patchify layer used in the T2I process. Regarding the group
reuse mechanism, we adopt a default strategy of evenly dividing groups to avoid model-specific
designs. Training our MERGE takes 30K iterations using a batch size of 32. We use the Adam
optimizer with learning rates of le-4 and 3e-4 for PixArt and FLUX, respectively. Additionally, we
follow the defaults provided in [16] for depth data preprocessing settings. For hyperparameters not
mentioned in the MERGE training process, we follow the fine-tuning settings provided by the official
pre-trained T2I model. All of our experiments are implemented on 8 NVIDIA H20 GPUs.

5.1 Main Results

We present two versions of MERGE with different parameter scales using the pre-trained PixArt [5]
and FLUX [19] models, referred to as MERGE-B and MERGE-L, respectively. Unless otherwise
specified, the number of groups for MERGE-B and MERGE-L is set to 14 and 10, respectively.

Compared with the state-of-the-art. As shown in Tab. 1, MERGE-B achieves superior performance
over JointNet [52] and UniCon [2 1] with only 110M additional learnable parameters. Distinguishing
these methods that require running dual diffusion models in parallel, the play-and-plug framework of
MERGE is more computationally efficient, as it only injects fewer converters in a sequential manner
when needed. Notably, due to the feature interaction design between the parallel diffusion models, it
registers new knowledge into the pre-trained T2 model, which affects its original image generation
capability, whereas MERGE does not.

Compared to the latest work, OneDiffusion [20], which is driven by 100M data, our MERGE-L
achieves superior performance, surpassing OneDiffusion by 0.9 A.Rel on NYUv2 and 1.1% 41 on
DIODE, while requiring only approximately 12% additional parameters of the pre-trained T2I model.
Remarkably, the learnable parameter of MERGE needs only about half the learnable parameters
of OneDiffusion. By leveraging the powerful visual knowledge stored in the fixed pre-trained T2I



Table 1: Quantitative comparisons on zero-shot depth estimation. We compare our MERGE with works
capable of both image generation and depth estimation on zero-shot depth estimation benchmarks.
“-B" and “-L" refer to MERGE based on the pre-trained PixArt [5] and FLUX [19] models, respectively.
“#Param." refers to the learnable parameter number, and “(-%)" in “#Param." represents the proportion
of trainable parameters relative to the size of the original model. Bold numbers are the best.

NYUv2 ScanNet DIODE
ARel] 61T ARel] 6171 ARel] 6171

Method Reference Training Data  #Param.

These discriminative methods have depth estimation capability only.

DPT [35] ICCV 21 1.2M 123M(100%) 9.8 903 82 934 182 7538

HDN [51] NeurlPS22 300K  123M(100%) 69 948 80 939 246 780
DepthAnything [48] CVPR 24 63.5M 335M(100%) 4.3 98.1 42 98.0 27.7 759
DepthAnythingv2 [49] NeurlIPS 24 62.5M 1.3B(100%) 44 97.9 - - 6.5 954

These generative methods have depth estimation capability only.

Marigold [16] CVPR 24 74K 889M(100%) 5.5 964 64 951 308 77.3
GeoWizard [8] ECCV 24 280K  889M(100%) 5.2 966 6.1 953 297 79.2
DepthFM [10] AAAI 25 63K 889M(100%) 6.5 956 - - 225 800

Lotus [11] ICLR 25 59K 889M(100%) 54 96.8 59 957 229 729

These generative methods support both image generation and depth estimation.

JointNet [52] ICLR 24 65M  889M(100%) 13.7 819 147 795 - -
UniCon [21] ICLR 25 16K 125M(15%) 7.9 939 92 919 - -
OneDiffusion [20] ~ CVPR 25 100M  2.8B(100%) 68 952 - - 294 752
MERGE-B (ours) - 74K 110M(18%) 7.5 942 99 898 325 749
MERGE-L (ours) - 74K 14B(12%) 59 954 7.1 940 314 763

model, MERGE unifies image generation and depth estimation with less than one-thousandth of
OneDiffusion’s training data scale. Moreover, MERGE demonstrates overall superior depth estimation
capability compared to OneDiffusion.

In addition, in the qualitative comparison, as shown in Fig. 6, MERGE demonstrates superior visual
results, particularly in hollow and reflective regions, as highlighted by the black boxed areas.

Compared with efficient low-rank fine-tuning methods. We also present the comparison results
between the efficient low-rank fine-tuning method and MERGE based on the same pre-trained T2I
model. To ensure a fair comparison, we adjust the rank to match the number of learnable parameters in
MERGE-B. The results shown in Tab. 2, compared to LoRA [13] and DoRA [28], MERGE-B performs
better on all datasets. Unlike LoORA and DoRA, which fine-tune parameters at a finer-grained layer
level, MERGE shows a structured converter at a higher level to enable depth estimation ability and
proposes a group reuse mechanism to improve parameter utilization.

Compared with full-parameter fine-tuning. To further demonstrate the excellent zero-shot depth
estimation capability of MERGE, Tab. 3 presents a comparison with the Marigold [16] paradigm,
a generative depth estimation approach that full-parameter fine-tunes the pre-trained T2I diffusion
model. We use the same pre-trained T2I model to present the PixArt version of Marigold (Marigold-P).
As shown in Tab. 3, MERGE-B achieves results highly comparable to the full-parameter fine-tuning
used by Marigold while requiring only 18% additional learnable parameters. Notably, if the converter
is injected before each pre-trained T2I block, referred to as MERGE-B-28, it performs better on the
NYUv2 dataset with only 37% learnable parameters of Marigold-P. More importantly, MERGE retains
the image generation capability of the pre-trained T2I model thanks to the play-and-plug framework,
which the Marigold paradigm can not achieve due to full-parameter fine-tuning disrupting the original
feature distribution.

Compared with traditional discriminative methods. In terms of quantitative performance, state-

of-the-art traditional discriminative methods (e.g., DepthAnything v2 [49]) still lead in monocular
depth estimation, as shown in Tab. 1, particularly on challenging benchmarks like DIODE [43] that
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Figure 6: Qualitative comparison between MERGE and other unified image generation and depth

estimation methods on the NYUv2 benchmark. MERGE shows better depth estimation results,
especially in detailed areas (such as free-form voids and reflect regions).

Table 2: Compared with low-rank fine-tuning methods based on the same text-to-image model [5].

NYUv2 ScanNet DIODE
Method Rank #Param.
ARel ) 0171 ARel | 611 A.Rel | 611
LoRA [13] 128 110M 8.7 92.3 10.8 88.0 32.9 73.9
DoRA [28] 128 110M 8.6 92.4 10.6 88.4 32.8 74.3
MERGE-B - 110M 7.5 94.2 9.9 89.8 32.5 74.9

Table 3: Compared with full-parameter fine-tuning. For a fair comparison, we adopt the same
pre-trained T2I model to present the PixArt variant of Marigold [16], referred to as Marigold-P. “-28"
indicates the number of groups is 28.

Support Tasks NYUv2 ScanNet DIODE
Method #Param.
Generation  Depth ARel] 617 ARel] 011 ARel|l 417
Marigold-P X v 596M 7.4 94.2 9.5 90.1 31.5 76.0
MERGE-B v v 110M 7.5 94.2 9.9 89.8 32.5 74.9
MERGE-B-28 v v 224M 7.0 94.7 9.2 91.1 31.8 75.5

include diverse outdoor scenes. However, it is important to note that the performance gap narrows
significantly on indoor datasets, for example, our MERGE achieves highly competitive performance
to DepthAnything v2 on the NYUv2 [40] benchmark (A.Rel: 4.4 vs. 5.9, §1: 97.9% vs. 95.4%).

5.2 Generalization to Normal Estimation Task

To further present the generality of our MERGE, we extend it to the zero-shot surface normal
estimation. Following prior work [1 1], we employ the Hypersim [37] and Virtual KITTT [3] datasets
as training data. Specifically, we filter out samples in Hypersim with invalid annotations and
combine them with 20K Virtual KITTI training data, resulting in 59K training samples. All training
hyperparameters are consistent with those used for the depth estimation task. We quantitatively
evaluate the normal estimation performance of MERGE on NYUv2 [40], ScanNet [6], iBims-1 [18],
and Sintel [2], reporting mean angular error (m.) as well as the percentage of pixels with an angular
error below 11.25°.



Table 4: Quantitative comparisons on normal estimation. “-B" and “-L" refer to MERGE based on the
pre-trained PixArt [5] and FLUX [19] models, respectively. Bold numbers are the best.

Support Tasks ~ NYUv2 ScanNet iBims-1 Sintel
Gen. Normal m. | 11.25° tm. | 11.25° tm. | 11.25° tm. | 11.25° ¢

Marigold [16] CVPR 24 X
GeoWizard [8] ECCV 24 X
StableNormal [50] SIGGRAPH 24 X
Lotus [11] ICLR 25 X

v

v

Method Reference

209 505 213 456 185 647 - -

189 507 174 538 193 630 403 123
18.6 535 171 574 182 650 367 14.1
16.5 594 151 639 172 662 33.6 21.0

21.6 521 21.8 50.1 19.7 635 414 152
20.1 543 183 602 182 662 369 213

MERGE-B (ours) -
MERGE-L (ours) -

N NN

Table 5: Ablation of the composition of converters. Here, GRE is disabled (i.e., a unique converter is
inserted before each T2I block). SA/CA means the Self-Attention/Cross-Attention.

Setting SA CA FFN FFN Scale #Param. A.Rel | 611
A v v v x4 596M 6.9 94.8
B v X v x4 447TM 6.9 94.6
C X X v x4 298M 7.6 93.6
D v X X - 149M 7.4 94.2
E v X v x1 224M 7.0 94.7

As shown in Tab. 4, even compared with existing task-specific generative methods based on full-
parameter fine-tuning, our MERGE-L achieves highly comparable or superior results across multiple
benchmarks. More importantly, MERGE preserves the original image generation capability of the
pre-trained text-to-image model, which others can not achieve due to full-parameter fine-tuning
disrupting the original feature distribution.

5.3 Ablation Studies

Unless otherwise specified, we conduct ablation studies on PixArt [5] using the NYUv2 dataset [40],
and the training hyperparameters remain consistent with those mentioned earlier.

Ablation on the composition of the converter. We first validate the hypothesis in Sec. 4.3 under the
setting of not enabling GRE, where the multimodal interaction design, Cross-Attention, is redundant
for MERGE’s converters, as it fails to extract effective information from an empty text prompt. The
results, shown in setting A and setting B of Tab. 5, demonstrate almost no performance difference
between with and without Cross-Attention, while the latter reduces approximately 25% the learnable
parameter number. Meanwhile, we further explore the impact of other components in the converter,
such as Self-Attention and the Feedforward Network (FFN). As demonstrated by the results of setting
C and setting D, removing Self-Attention or FFN reduces the learnable parameters of the converter,
and it significantly degrades the depth estimation performance.

It may be ascribed to these operations’ sole focus on latent image features, and removing these
components would significantly weaken the model’s representational capacity. Additionally, an
interesting finding is that reducing the expansion rate of the FFN from 4 to 1 in converters, as
illustrated in setting E, causes almost no impact on performance. This significantly reduces the
learnable parameter number of the converter by approximately 36%.

Ablation on the Group Reuse Mechanism (GRE). To demonstrate the effectiveness of the
Group Reuse Mechanism, we divide two adjacent T2I blocks into a group, resulting in a to-
tal of 14 groups with no overlap between them. When the converter is fixedly inserted before
the first T2I block of each group, i.e., without GRE, it causes a significant decrease in depth
estimation performance (A.Rel from 7.0 — 15.6, 1 from 94.7 — 78.8), as shown in the first
two rows of Tab. 6. However, when sharing a converter within the group, the same parameter
number yields a significantly improved result (A.Rel from 15.6 — 7.5, §1 from 78.8 — 94.2).



Compared to inserting a converter before each pre-trained  Table 6: Ablation of Group Reuse Mech-
T2I block, GRE reduces the learnable parameter number anism (GRE).

by about half, with only a slight performance cost. Tab. 6 Groups GRE #Param. ARel | 611
also presents the impact of different group divisions on

depth estimation performance. The results show that as 28 X 224aM 7.0 947
the number of divided groups increases, the depth esti- 14 ¥ 1M 156 788
mation performance of MERGE gradually improves. It 14 v  110M 75 942
is reasonable since features between consecutive layers 7 v 56M 7.8 935
share similarities but still exhibit differences. With more 4 v o 32M 93 910

groups, these differences are more effectively balanced.
Considering the trade-off between computational cost and performance, we ultimately adopt the
setting of 14 groups as the default configuration for MERGE-B.

Ablation on the number of converters. We also demon- Table 7: Ablation of converter number.
strate the impact of stacking varying numbers of converters Number #Param. ARel| 611
on depth estimation performance. The results in Tab. 7

show that stacking multiple converters to create a larger ; ggﬁ ;g ggé
one is ineffective and even has negative effects. We sus- 3 335M 89 9.9

pect this is due to the significant increase in model depth,
making optimization extremely challenging.

Ablation on the initialization methods of the converter. Table 8: Ablation of initialization type.
We further investigate the impact of different initializa- Tnit. Type ARel | 511

tion methods for the converter on the depth estimation
performance. The results in Tab. 8 show that initializing
the converter with the pre-trained T2I block (the first T2I
block of each group) consistently outperforms random ini-
tialization. This initialization strategy enables the converter to process the input features seamlessly.

Random 7.9 93.5
Pre-trained 7.5 94.2

Ablation on different text prompts. We finally investi-  Table 9: Ablation of the text prompt.
gate the impact of different types of text prompts on the Prompt Type ARel | 511
depth estimation performance of MERGE. Specifically,

we conduct experiments using three types of prompts: EISES; }f’iﬁgﬁt ;Z gjg
the default empty prompt, a fixed “depth map" prompt, Dense caption 73 94.4

and dense captions generated by LLaVA-Lightning-MPT-
7B [27]. As shown in Tab. 9, our results demonstrate that more specific captions provide a perfor-
mance boost for our method. Considering the trade-off between the additional cost of obtaining dense
captions and the resulting benefits, we utilize an empty prompt by default.

6 Conclusion

This paper presents MERGE, a method that starts from a fixed pre-trained text-to-image (T2I) model
and unleashes its depth estimation capability while preserving its inherent image generation ability.
Specifically, MERGE introduces a unified model without bells and whistles, which can seamlessly
switch between original image generation and depth estimation modes through pluggable converters.
Meanwhile, through empirical research, MERGE presents a simple and effective converter. Moreover,
considering the similarity of output features across pre-trained T2I blocks, MERGE proposes a Group
Reuse Mechanism to encourage parameter reuse, significantly reducing the additional parameter
number. Extensive experiments demonstrate the effectiveness of MERGE. MERGE presents a new
perspective for unifying multiple generative tasks besides the existing approaches that rely on massive
data. Meanwhile, this play-and-plug strategy offers a cost-effective solution for extending the
functionality of existing generative models.

Limitation. Despite the promising results achieved, our method still has limitations. For example,
performing semantic segmentation using MERGE is highly challenging. One possible solution is to
map semantic IDs to the RGB space [20]. However, the randomness of the denoising model makes it
difficult to achieve a stable and accurate segmentation result by one-shot ID mapping from generated
RGB results. In addition, integrating bit encoding methods, e.g., LDMSeg [42], is incompatible
with the VAE of existing pre-trained text-to-image diffusion models. We consider this an important
direction for future exploration.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitations of the work in the section of conclusion.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
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* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.
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tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
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Justification: This paper does not involve theoretical results.
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* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide detailed information about experiments and the source code that
can reproduce the reported results.

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: We will release of code and data.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We specify all the training and test details in the main text.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: We follow the convention in prior works and report the performance number
on the standard benchmarks.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: See experiments part.
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* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We follow the NeurIPS Code of Ethic.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: no societal impacts.
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

e If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: No such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We properly credited the creators or original owners of assets (e.g., code, data,
models), used in the paper and conformed the license and terms.

Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: We communicated the details of the code/model as part of their submission.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: [NA|
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: [NA|
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: [NA|
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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