Learning Generative Image Manipulations from Language Instructions
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This paper studies whether a perceptual visual system can simulate human-like cognitive capabilities by training a computational model to predict the output of an action using language instruction. The aim is to ground action words such that an AI is able to generate an output image that outputs the effect of a certain action on an given object. Figure 1 illustrates the idea in principle where the input image contains several objects of different shape, size, and color, and an input instruction for how to manipulate one of the objects (i.e., move, remove, add, replace). The output of the model is a synthetic generated image that demonstrates the effect that the action has on the scene.

To visualize the effect of a certain action, a computational model must address a number of different sub-tasks, including: 1) image encoding, 2) language learning, 3) relational learning, and 4) image generation. In the literature, there have been works that combines some of these tasks for solving problems such as image captioning [8], image editing [2], image generation from text descriptions [5], visual question answering [6], paired robot action and linguistic translation [7], and Vision-and-Language Navigation (VLN) [11]. However, combining all the four sub-tasks, and how to learn their shared representations, is still an unaddressed challenge.

1 Proposed Model and Results

The proposed model, referred to as DCGAN+LSTM+RN, consists of a Deep Convolutional Generative Adversarial Networks (DCGAN) [4] as image encoder and decoder, a Long Short-Term Memory (LSTM) on a pre-defined dictionary of 17 word representations as language encoder, and a Relational Network (RN) [6].
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for learning relations between object-pairs and merging image and language representations. The model is trained in a Generative Adversarial Networks (GAN) setting, which conditions both a source image and the action text description to generate a target image of the scene after the action has been performed. The model was trained on a dataset of 10000 generated image input-output pairs of 4 actions on objects of 3 types with 3 different colors and 2 sizes. The Root-Mean-Square-Error (RMSE) between generated and target images on a test set of 200 images and some visual results can be seen in Figure 2.A and Figure 2.B, respectively.

Using a language and relational model improves over the baseline. The purpose of the discriminator is to classify if the output image is real with correct action or either fake with correct action or real but with wrong action. Using a discriminator only slightly improves the results that make them look more realistic with less noise.

The pre-trained model was then tested on a sequence of five pre-processed real-world images, see Figure 3.A. The sequence of images was initially pre-processed, through a color-based segmentation approach (see Figure 3.B), before feed to the proposed model. Resulting generated images can be seen in Figure 3.D.

2 Conclusions and Future Work

This work combines an image encoder, language encoder, relational network, and image generator to ground action words, and then visualize the effect an action would have on a simulated scene. The focus in this work has been on learning meaningful shared image and text representations for relational learning and object manipulation. Directions of future work for adapting to real-world settings include: using pre-trained image and language encoders, and training on real-world images. Other directions for future work include generating sequences of images that illustrates how the action is performed and then performing the actions on a real robot.
Fig. 3. Results on real-world images with pre-trained model.
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