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Abstract

Neural image compression has been shown to
outperform traditional image codecs in terms of
rate-distortion performance. However, quantiza-
tion introduces errors in the compression process,
which can degrade the quality of the compressed
image. Existing approaches address the train-test
mismatch problem incurred during quantization,
the random impact of quantization on the expres-
siveness of image features is still unsolved. This
paper presents a novel quantization rectifier (QR)
method for image compression that leverages im-
age feature correlation to mitigate the impact of
quantization. Our method designs a neural net-
work architecture that predicts unquantized fea-
tures from the quantized ones, preserving feature
expressiveness for better image reconstruction
quality. We develop a soft-to-predictive training
technique to integrate QR into existing neural im-
age codecs. In evaluation, we integrate QR into
state-of-the-art neural image codecs and compare
enhanced models and baselines on the widely-
used Kodak benchmark. The results show consis-
tent coding efficiency improvement by QR with a
negligible increase in the running time.

1. Introduction
Neural network (NN)-based image compression meth-
ods (Ballé et al., 2016; 2018; Cheng et al., 2020; Min-
nen et al., 2018) have shown superior coding efficiency
to those of the conventional compression methods, such as
BPG (Bellard, 2018) and JPEG2000 (Joint Photographic Ex-
perts Group, 2000). Quantization discretizes image features
by mapping continuous values to a limited set of discrete
values for entropy coding, compressing the image (Huff-
man, 1952; Witten et al., 1987). While current quantization
methods address train-test mismatch, the random effects
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on feature expressiveness remain unresolved. Quantization
uniformly maps continuous values to a single discrete value,
introducing different degrees of noise depending on feature
variability. It also unpredictably alters feature expressive-
ness. For instance, the quantization of features from the
range of [−0.5, 0.5) to zero introduces noises in the range
of (−0.5, 0.5]. More importantly, quantization alters the
expressiveness of the latent features in an unpredictable
way. In this paper, we propose a novel quantization rectifier
(QR) that leverages spatial correlation in images to miti-
gate the impact of quantization. Specifically, we design a
neural network architecture that predicts unquantized fea-
tures from the quantized ones. To seamlessly integrate QR
into a neural image codec, we introduce a soft-to-predictive
(STP) training method. Here, we first softly train the origi-
nal image compression model end-to-end until convergence.
Then, we freeze the encoder network with hard quantization
and optimize the decoder network, along with the QR net-
work. QR bridges the gap between original and quantized
features, preserving feature expressiveness for improved
image reconstruction quality. For evaluation, we incorpo-
rate our method into state-of-the-art neural network-based
compression methods (Ballé et al., 2016; 2018; Cheng et al.,
2020; Minnen et al., 2018). We consistently improve all
baseline models by up to 0.21 dB (PSNR) and 0.25 dB
(MS-SSIM) without affecting the bitrate. QR is lightweight,
with a minimal increase (0.7-5.4%) in running time for most
baselines.The contributions of this study are summarized as
follows:

• We propose QR, a method that corrects quantized im-
age features through prediction, preserving feature ex-
pressiveness and improving coding efficiency.

• We develop the STP training procedure and a hyper-
parameter exploration algorithm, enabling seamless
integration of QR with existing neural image codecs.

• We extensively evaluate QR on state-of-the-art neural
image codecs, which demonstrate the superiority of
QR consistently.

2. Related Works
Quantization plays a vital role in image compression, en-
abling efficient storage and entropy coding (Huffman, 1952;
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Witten et al., 1987). Recent advancements, including Addi-
tive Uniform Noises (Ballé et al., 2016; 2018) and Straight-
Through Estimator (Mentzer et al., 2018; Theis et al., 2017;
Yin et al., 2019) aim to tackle the train-test discrepancy
arising from quantization. Soft-to-hard annealing (SA) ap-
proximates quantization using a differentiable function re-
sembling hard rounding, but its training is fragile, requiring
empirical determination of the annealing function. The Soft-
Then-Hard (STH) strategy (Guo et al., 2021) first learns a
soft latent space and then resolves the train-test mismatch
with hard quantization, partially addressing the issue. While
these approaches address the train-test discrepancy, the ex-
pressiveness of latent features is still unpredictably affected
by quantization. Our proposed approach effectively miti-
gates the impact of quantization on feature expressiveness
and can be easily integrated into these techniques.

3. Proposed Method
3.1. Formulation of Learned Compression Models

According to recent works (Ballé et al., 2018; Cheng et al.,
2020; Gao et al., 2022), the general procedure of neural
image compression can be formulated as follows:

y = ga(x;ϕ) (1)
ŷ = Q(y) (2)
x̂ = gs(ŷ; θ), (3)

where x, x̂, y, and ŷ are the raw image, the reconstructed
image, the latent feature before quantization, and the quan-
tized latent feature, respectively. ϕ and θ are parameters of
the encoder and decoder. In the encoding process ga, latent
feature y is produced from the raw image x (Eq. 1). For the
quantization step Q, latent feature y is quantized (rounded)
to ŷ (Eq. 2). During the decoding process gs, quantized ŷ
is fed into the decoder network to obtain the reconstructed
image x̂ (Eq. 3). Since the quantization operation Q is not
differentiable in training, the quantization Q is typically ap-
proximated by adding a uniform noise U(−0.5, 0.5) to the
input. We define a probability model p(ŷ;ϕ), which is pa-
rameterized by ϕ to compute the probability mass function
(PMF) of quantized feature ŷ as shown in Eq. 4.

p(ŷ;ϕ) =
∏
i

∫ ŷi+0.5

ŷi−0.5

p(ŷi;ϕ)dŷi

=
∏
i

(
F
(
ŷi + 0.5;ϕ

)
− F

(
ŷi − 0.5;ϕ

))
, (4)

where F (·;ϕ) is the cumulative distribution function of
p(·;ϕ) and i iterates over all symbols in ŷ. The goal of the
image compression task is to minimize the rate-distortion
loss function as shown in Eq. 5 with respect to parameters θ

and ϕ.

Lθ,ϕ = R(ŷ) + λD(x, x̂) (5)
= E [− log2 p(ŷ;ϕ)]︸ ︷︷ ︸

rate

+D(x, x̂)︸ ︷︷ ︸
distortion

, (6)

where the number of bits required to encode quantized ŷ is
represented by R = R(ŷ). The distortion between recon-
struction image x̂ and the original image x is calculated by
D(x, x̂), which is commonly evaluated by the peak signal-
to-noise ratio (PSNR) or multiscale structural similarity
(MS-SSIM) (Wang et al., 2003) of the raw and reconstructed
images. The encoder and entropy model parameter ϕ, and
the decoder parameter θ are jointly optimized to reduce
the rate-distortion cost R+ λD, where λ controls the rate-
distortion trade-off.

The hyperprior adopted in many existing works (Ballé et al.,
2018; Mentzer et al., 2018) is omitted from the above for-
mulation for simplicity. However, such simplification does
not affect the generality of our approach.

3.2. Quantization Rectifier

Definition. To mitigate the random impact of quantization,
we introduce the quantization rectifier (QR). We take y from
Eq. 1 as the input and train the corrected feature through a
QR network, which is used to predict unquantized features
from quantized ones. The effectiveness of the QR relies
on its network design. The insight is to exploit the spatial
correlation within the image feature that recovers itself even
under noise. Inspired by the success of Model Diffusion (Ho
et al., 2020) in image denoising, we design the QR network
as shown in Fig. 1. The QR network stays between the quan-
tization step and the decoder. It consists of convolutional
layers (conv), residual blocks (res-block), and attention lay-
ers (attn) that spatially correlate quantized features ŷ. We
then add the output of the last conv to the quantized fea-
ture ŷ and acquire the corrected feature ỹ (Eq. 7). Next, ỹ
replaces ŷ in the decoding phase as shown in Eq. 8.

ỹ = QR(ŷ) (7)
x̂ = gs(ỹ; θ). (8)

A more detailed architecture of the QR is described in Ap-
pendix A. Compared to the network in Model Diffusion (Ho
et al., 2020), our network is configured with fewer layers
for efficiency while being effective. The QR is a versatile
module, which can be seamlessly integrated into any neural
image compression method that can be broken down into
an encoder, a quantization module, and a decoder. There
is no need to make significant modifications to the encoder
and decoder components of the original image compression
model.

Learning Rectifier. To facilitate the learning of the QR,
we replace the loss function in Eq. 5 with Eq. 9 that adds a
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Figure 1. Quantization Rectifier Architecture.

feature distance term to the original formulation.

Lθ,ϕ,ψ = R(ŷ)︸ ︷︷ ︸
rate

+λD(x, x̂)︸ ︷︷ ︸
distortion

+α Df (y, ỹ)︸ ︷︷ ︸
feature distance

, (9)

where α is the learning coefficient controlling the relative
learning rate of QR compared to that of the rate and distor-
tion. An algorithm describing the exploration of α will be
further detailed in Sec. 3.3. Df (y, ỹ) is a measure of the
distance between the original and quantized image features,
i.e., feature distance. The design of the feature distance
is crucial to the learning of QR, where a smaller distance
should reflect better preservation of feature expressiveness.
We consider four commonly used distance terms: L1 dis-
tance (Lasserre, 2009), L2 distance (Park & Koo, 1990),
Smooth L1 distance (Girshick, 2015), and cosine similar-
ity (Salton & McGill, 1986; Deza & Fernández, 2009; Man-
ning et al., 2008; Ramos, 2003). Our empirical study shows
that minimizing the L2 distance yields the best image quality
with QR. Other measures like the L1 distance do not pro-
vide as promising results. Hence, we formulate the feature
distance as in Eq. 10.

Df (y, ỹ) = ∥y − ỹ∥2. (10)

3.3. Soft-to-predictive Training

Training is an essential step that integrates the QR into the
neural image codec. We find the straightforward end-to-end
training is sub-optimal due to the inter-dependency of the
training of the codec and the QR. First, the learning of the
QR relies on the stability of its input, which is the latent
feature. Second, the stability of the latent features is contin-
gent upon the convergence of the prediction network. Even
a slight perturbation in the latent feature would disrupt the
training process of the prediction network. Consequently,
the disturbed prediction network would further affect the
stability of the latent features. In such a vicious cycle, where
the latent feature and prediction network constantly fail to
converge, the overall training process is sub-optimal.

To address the sub-optimal training issue, we develop a
soft-to-predictive (STP) training technique consisting of
the soft and predictive training phases. In the soft training
phase, the image is reconstructed based on Eq. 1, Eq. 2,
and Eq. 3. Meanwhile, we learn parameters of the encoder
(θ), the decoder (ϕ), and QR (ψ) based on the loss function

Eq. 9 softly with additive uniform noise. Although we do
not apply Eq. 7 and Eq. 8 in the generation of x̂, QR will
still be learned to predict the feature, which warms up the
next phase. In the predictive training phase, the image is
reconstructed based on Eq. 1, Eq. 2, Eq. 7, and Eq. 8. The
encoder θ is fixed with its output being hard quantized while
the decoder (ϕ) and QR (ψ) are optimized according to the
loss function in Eq. 11.

Lθ,ψ = D(x, x̂) + αDf (y, ỹ), (11)

where only θ and ψ are optimized. The bitrate R is omitted
in Eq. 11 as its parameters are no longer optimized. λ
is also dropped in Eq. 11 for simplicity. In the predictive
training phase, the latent feature and bitrate stay fixed, which
stabilizes the training of QR.

During the predictive training phase, choosing the rectifier
learning coefficient α in Eq. 9 is non-trivial as its optimal
value varies across different models and compression quality.
Appendix B demonstrate the learning coefficient exploration
algorithm we proposed and its results.

4. Experiments
4.1. Experimental Setup

To demonstrate the effectiveness of the QR, we apply it
to four baseline neural image compression models: Fac-
torized Prior (Ballé et al., 2016), Scale Hyperprior (Ballé
et al., 2018), Joint Hyperprior (Minnen et al., 2018), and
Attention-based Joint Hyperprior (Cheng et al., 2020), de-
noted by “Factorized”, “Scale”, “Joint”, and “Attn”, re-
spectively. The selected baseline models capture domi-
nant neural image compression architectures. Accordingly,
the models enhanced by the QR are represented by “Fac-
torized+QR”, “Scale+QR”, “Joint+QR”, and “Attn+QR”,
respectively. According to CompressAI (Gravano et al.,
2021), the four baseline models are previously trained on
256× 256 image patches randomly extracted and cropped
from the Vimeo90K dataset (Xue et al., 2019) with a batch
size of 32 using the Adam optimizer (Kingma & Ba, 2014).
The test is performed on the commonly used Kodak image
dataset (Hersch, 2001). We compare the performance of the
four enhanced models against the corresponding baseline
models in terms of rate and distortion trade-offs. Following
many existing works (Ballé et al., 2016; 2018), the rate is
measured by bits per pixel (bpp) while the distortion is mea-
sured by either PSNR or MS-SSIM. MS-SSIM is converted
to decibels (−10 log10(1− MS-SSIM)) to illustrate the dif-
ference clearly. For fairness, both baseline and enhanced
models are optimized with MSE or MS-SSIM, depending on
the distortion metric (PSNR or MS-SSIM). An description
of the training configuration and a more detailed illustration
of metrics and is in Appendix C.
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Figure 2. Coding efficiency of baseline models and their enhanced
versions by QR in terms of PSNR and MS-SSIM.

4.2. Coding Efficiency Improvement

Fig. 2 compares the coding efficiency of the baseline models
without and with the proposed QR. Every point on curves
in Fig. 2 represents the bpp and distortion (PSNR or MS-
SSIM) averaged over the Kodak image dataset (Hersch,
2001) different compression quality levels q ∈ {1, 2, 3, 4}.
For a specific baseline model at any given quality level, the
average bpp value remains the same after applying QR. The
reason is that the soft training process for the encoder with
QR is identical to the training of the baseline model. After
soft training, the encoder is fixed, so the average bpp value
would not change. Comparing the baseline models to their
corresponding enhanced versions in Fig. 2, we notice QR
consistently improves all baseline models at various com-
pression qualities in terms of both PSNR and MS-SSIM.
Further, for a relatively more complex model, e.g., Attn, QR
shows improvement by a wider margin than that of a simple
model like Factorized. We speculate that a more complex
model, with more parameters, can better leverage the re-
duced effect of quantization towards better image quality.

Moreover, the improvement by QR is more evident utilizing
MS-SSIM than utilizing PSNR.

The image quality of all models utilizing our proposed QR
method surpasses that of the baseline models in both PSNR
and MS-SSIM. Among all enhanced models, Attn+QR
demonstrates the most substantial enhancement in PSNR,
with an average quality improvement of 0.17 dB and a max-
imum improvement of 0.21 dB. With MS-SSIM, Attn+QR
is still the best-performing one with a 0.19 dB average and
0.25 dB maximum improvement over Attn. While Factor-
ized+QR exhibits a relatively smaller improvement com-
pared to the other enhanced models in PSNR, its improve-
ment is significant in MS-SSIM, with an average of 0.12
dB and a maximum of 0.15 dB. The numerical results are
summarized in Tab. 3 shown in Appendix D.

A detailed evaluations regarding quantization error reduc-
tion of the proposed QR component can be found in Ap-
pendix E.

4.3. Processing Speed

Table 1. Runtime cost increase in milliseconds after applying the
quantization rectifier, evaluated on NVIDIA RTX 2080 Ti GPU
(2080) and NVIDIA RTX 3090 Ti GPU (3090).

HW Attn Joint Scale Factorized

2080 5.2% 0.7% 4.6% 16.6%
3090 5.4% 0.8% 5.4% 17.1%

In Tab. 1, we compare the average processing time per frame
of the baseline models and their enhanced versions by QR,
including encoding and decoding, on the Kodak dataset.
During the time measurement, we factor out the time spent
in the conversion between symbol likelihoods and bits to
precisely show the impact of QR on the neural network-
related computation. Tests are performed on NVIDIA RTX
2080 Ti and NVIDIA RTX 3090 Ti GPUs. Our method
slightly increases processing time by 0.7-5.4% for most
baselines (Attn, Joint, and Scale), while Factorized is more
affected as its processing time is already short due to its
simplest network architecture.

5. Conclusion
We introduce a Quantization Rectifier (QR) method to en-
hance neural image compression. QR utilizes spatial cor-
relation in images to predict features before quantization,
preserving their expressiveness. Our method includes a
soft-to-predictive training approach that allows seamless
and optimal integration of QR into existing neural image
codecs. Experimental results consistently demonstrate the
effectiveness of QR across various state-of-the-art neural
image codecs.

4
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A. Detailed Quantization Rectifier Architecture
In accordance with Sec. 3.2, the architecture presented in Fig. 3 provides a comprehensive illustration of the Quantization
Rectifier (QR) network. For the purpose of clarity, the encoder and decoder components depicted in Fig. 1 are omitted in
this particular representation. The architecture consists of convolutional layers (conv), which are intertwined with groups of
residual blocks (res-block) and multi-head attention layer (attn). These attention layers spatially correlate the quantized
features ŷ.

Initially, the quantized feature with a dimension of 192 is inputted into a conv with a dimension of 512, employing a kernel
size of 7× 7 and a padding of 3. The output of this conv is then directed to the first set of grouped res-block, consisting of
eight groups, with each group having a dimension of 64 and a kernel size of 3× 3. The resulting output from the res-block
is normalized through layer normalization (layer-norm) and serves as the input for a multi-head attn with four heads, where
each head possesses a dimension of 32. The output of this attn is subsequently added to the output of the first res-block
layer. This summation then serves as the input for the second set of res-block groups, which mirror the architecture of the
first group. The output of this second set of res-block is concatenated with the output of the initial conv and is then fed into
the final group of res-block. The concatenated output undergoes a final conv with a dimension of 192 and a kernel size of
1× 1. Lastly, the output from this conv is added to the quantized feature ŷ, resulting in the corrected feature ỹ, which retains
the same dimension as the original quantized feature ŷ.
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Figure 3. Detailed Architecture of the Quantization Rectifier.

B. Learning Coeeficient Exploration in Training
Rectifier Learning Coefficient Exploration Algorithm. During the predictive training phase as mentioned in Sec. 3.3,
choosing the rectifier learning coefficient α in Eq. 9 is non-trivial as its optimal value varies across different models and
compression quality. Fig. 4 compares the image quality tested on the Kodak dataset, resulting from different rectifier
learning coefficients. An optimal coefficient, e.g., 10−3, allows the image quality to start at a high value and converge in a
few epochs, e.g., 6 epochs in Fig. 4. If the learning coefficient is too small, e.g., 10−6, it will take a long time for the model
to converge at a sufficiently good image quality. Conversely, if the learning coefficient is too large, e.g., 102, the rectifier
changes too fast for the decoder to converge, which degrades image quality. To tackle this issue, we introduce a rectifier
learning coefficient exploration method that automatically finds the optimal learning coefficient for different models and
compression quality.

One of our key findings is, there exists an optimal learning coefficient where increasing or decreasing it would only
monotonically degrade coding efficiency. Based on this finding, we describe the exploration strategy for a specific model

7
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Figure 4. The impact of rectifier learning coefficient on image quality.

and compression quality as follows: i) start the exploration at an initial learning coefficient α = αmax, ii) train the codec
as specified in Sec. 3.3 using α until the loss (Eq. 9) stops improving for M consecutive epochs, iii) multiply the learning
coefficient α by 0.1, iv) continue step ii) if the learning coefficient is no smaller than a pre-defined lowest learning coefficient
αmin or stop exploration otherwise. M is set to 3, which confidently finds the non-improving loss. Considering the
efficiency of exploration, we adopt a relatively small dataset in exploration, which remains as effective as the big one in
predictive training.

Table 2. Rectifier Learning Coefficient Exploration: distortion measured in PSNR (dB) at compression qualities q ∈ 1, 2, 3, 4 using Flickr
image dataset.

Coefficient Attn Joint

1 2 3 4 1 2 3 4

10−1 28.56 29.85 31.37 33.47 28.15 29.71 31.35 33.11
10−2 28.58 29.87 31.39 33.49 28.16 29.73 31.38 33.12
10−3 28.61 29.88 31.41 33.52 28.16 29.73 31.39 33.13
10−4 28.59 29.86 31.40 33.50 28.17 29.74 31.38 33.12
10−5 28.58 29.84 31.38 33.49 28.16 29.74 31.37 33.11

Coefficient Scale Factorized

1 2 3 4 1 2 3 4

10−1 27.63 29.35 31.09 32.93 26.90 28.19 29.60 31.26
10−2 27.68 29.40 31.13 32.96 26.91 28.21 29.60 31.27
10−3 27.70 29.42 31.16 32.93 26.91 28.20 29.61 31.28
10−4 27.73 29.44 31.15 32.92 26.90 28.20 29.59 31.28
10−5 27.70 29.43 31.14 32.92 26.90 28.19 29.58 31.27

Rectifier Learning Coefficient Exploration Result. Choosing the rectifier learning coefficients α in Eq. 9 is critical to the
performance of the compression model. We empirically set an αmax = 10−1 and αmin = 10−5 for PSNR to cover feasible
values of the learning coefficient. We explore learning coefficients between αmax and αmin following the exploration
strategy in Sec. 3.3. The exploration for each coefficient value usually completes with 15 rounds of iterations. Tab. 2
shows the PSNR values for all models achieved at explored coefficients, where the coefficient producing the best PSNR
(highlighted) is selected for predictive training. It is also observed that the PSNR performance monotonically degrades when
the coefficient increases above or decreases below the selected value. Note that, as we round off the PSNR value to two
decimal places, some adjacent rows with different coefficients may show the same PSNR value, e.g., 26.91 dB at q = 1
for coefficients 10−2 and 10−3 of Factorized. However, only the highlighted PSNR value is higher than others in the same
column. The exploration of the rectifier learning coefficient efficiently identifies the optimal coefficient that ensures a better
predictive training result than that without exploration.

Note that we do not repeat the same exploration process for MS-SSIM as we do for PSNR. The reason is we empirically
find the distribution of optimal coefficients is similar for PSNR and MS-SSIM on different models, except that the optimal

8



440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485
486
487
488
489
490
491
492
493
494

Neural Image Compression with Quantization Rectifier

1 2 3 4
Compression Quality

0.0

0.1

0.2

0.3

0.4
Q
ua
nt
. E

rr
or
 R
ed
n.
 (%

) B
etter

Attn
Joint
Scale
Factorized

(a) Model optimized for PSNR

1 2 3 4
Compression Quality

0.0

0.1

0.2

0.3

Q
ua
nt
. E

rr
or
 R
ed
n.
 (%

) B
etter

Attn
Joint

Scale
Factorized

(b) Model optimized for MS-SSIM

Figure 5. Quantization error reduction.

coefficient for MS-SSIM is roughly 10× smaller than that for PSNR. As a result, we multiply the optimal coefficient in
Tab. 2 by 0.1 for MS-SSIM during predictive training phase.

C. Training Configuration and Detailed Experimental Metrics
Training configuration. For enhanced models, the rectifier learning coefficient exploration and the STP training phases are
conducted on the Flickr image dataset (Flickr, 2021) and the ImageNet dataset (Deng et al., 2009), respectively. Similar to
the baseline training, the exploration and STP training phases adopt a batch size of 32. We fix the learning rate at 10−6 in
both phases, which yields the best performance. The training is performed on a desktop with 2 NVIDIA RTX 3090 GPUs.

Metrics. As mentione in 4.1, we compare the performance in terms of rate and distortion trade-offs, measured by bpp and
PSNR or MS-SSIM. To show the performance of our approach at different compression qualities, we repeat our experiments
at compression quality levels q ∈ {1, 2, 3, 4} of the codec models, where a greater value of q corresponds to a greater value
of λ in Eq. 5. To demonstrate the capability of our approach in preserving the expressiveness of image features, we introduce
a novel metric, the quantization error ϵQ. The quantization error is defined as the L2 distance between the input to the
quantization operation (y) and the input to the decoder, which is either the result of quantization (ŷ) or QR (ỹ) depending on
whether a model is enhanced by QR, as shown in Eq. 12.

ϵQ =

{
∥ỹ − y∥2 if using QR
∥ŷ − y∥2 if not using QR.

(12)

D. Numerical Results of Coding Efficiency Improvement
As mentioned in Sec. 4.2, Tab. 3 statistically shows the benefits of QR in terms of PSNR and MS-SSIM regarding the
average and maximum values over all compression qualities.

Table 3. Image quality improvement in PSNR and MS-SSIM.

Metrics (dB) Attn Joint Scale Factorized
Avg Max Avg Max Avg Max Avg Max

↑ PSNR 0.17±0.04 0.21 0.08±0.05 0.16 0.09±0.03 0.13 0.02±0.01 0.05
↑ MS-SSIM 0.19±0.05 0.25 0.12±0.01 0.12 0.11±0.05 0.19 0.12±0.03 0.15

E. Evaluation of Quantization Error Reduction of QR
Quantization Error Reduction Result. Fig. 5 shows the reduction of quantization error by QR in percentage compared
against all baseline models at various compression qualities. The reduction is generally more significant for more complex
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Figure 6. Impact of different numbers of quantization rectifiers on quantization error reduction.
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Figure 7. Impact of different numbers of quantization rectifiers on image quality.

models like Attn and Joint. Meanwhile, a lower compression quality tends to magnify the reduction. Notably, we observe
the maximum quantization error reduction of 38% and 36% for Attn at compression quality q = 1, when the model is
optimized for PSNR and MS-SSIM, respectively. We also notice models optimized for MS-SSIM, e.g., Factorized, exhibit
randomness that causes the reduction to be slightly improved with a higher compression quality.

Analysis of Quantization Rectifier. With the performance gain of one QR, a natural idea is to embed multiple QRs into a
codec. To this end, we apply multiple sequentially connected QRs to a baseline codec and analyze the improvements in
image quality and quantization error reduction. Specifically, we compare the performance of one, two, and three QR(s),
denoted by 1×QR, 2×QR, and 3×QR, respectively. Attn is used as the baseline model for different compression qualities.
As Fig. 6 shows, the quantization error reduction is already significant when we have one QR, which is up to 35% for PSNR
and 39% for MS-SSIM models. Despite more QRs further reduce the quantization error, the benefit of an additional QR,
being less than 2%, is rather incremental in both PSNR and MS-SSIM. Similarly in Fig. 7, the improvement in the image
quality measured by PSNR and MS-SSIM is significant with the first QR, which is up to 0.15 dB and 0.19 dB, respectively.
After that, when we use two or three QRs, the image quality gain from one additional QR is at most 0.01 dB. When the
compression quality changes, the above observations still apply. Given the fact that the computation and memory (storage)
overhead of QR linearly increases with its number, affecting the training and encoding/decoding of the codec, we do not
pursue a network design with more than one QR.
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