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Abstract

In the midst of widespread misinformation001
and disinformation through social media and002
the proliferation of AI-generated texts, it has003
become increasingly difficult for people to004
validate and trust information they encounter.005
Many fact-checking approaches and tools have006
been developed, but they often lack appropri-007
ate explainability or granularity to be useful008
in various contexts. A text validation method009
that is easy to use, accessible, and can per-010
form fine-grained evidence attribution has be-011
come crucial. More importantly, building user012
trust in such a method requires presenting the013
rationale behind each prediction, as research014
shows this significantly influences people’s be-015
lief in automated systems. Localizing and016
bringing users’ attention to the specific prob-017
lematic content is also paramount, instead of018
providing simple blanket labels. In this paper,019
we present ClaimVer, a human-centric frame-020
work tailored to meet users’ informational and021
verification needs by generating rich annota-022
tions and thereby reducing cognitive load. De-023
signed to deliver comprehensive evaluations of024
texts, it highlights each claim, verifies it against025
a trusted knowledge graph (KG), presents the026
evidence, and provides succinct, clear expla-027
nations for each claim prediction. Finally, our028
framework introduces an attribution score, en-029
hancing applicability across a wide range of030
downstream tasks.031

1 Introduction032

Misinformation and disinformation are longstand-033

ing issues, but the proliferation of AI tools that034

can generate information on demand has ampli-035

fied these issues. Tools for fact-checking are not036

keeping pace with sophisticated text generation037

techniques. Even when they are effective, they lack038

appropriate explainability and granularity to be use-039

ful to users. Studies have shown that explanations040

are crucial for users to build trust in AI systems041

HealthFeedback.org

ClaimVer

“Autism used to be 1 in 10,000. Now it's 1 in 50. Now, where it all 
coming from? Vaccines are doing it.”

1Autism used to be 1 in 10,000. 
Now it's 1 in 50. 

2Now, where it all coming from? 
3Vaccines are doing it.

R1: Prevalence of autism is not directly 
supported or refuted.

R2: : Origin of the increase in autism 
prevalence is not addressed.

R3: Statement that vaccines are causing 
the increase in autism prevalence is 
directly contradicted by the triplet 
[('autism', 'does not have cause', 'vaccine')]

“Image shows mismatch between Neil Armstrong’s spacesuit and 
boot print left on the Moon, therefore Moon landing was a hoax.”

ClaimVer

1Image shows mismatch 
between Neil Armstrong’s 

spacesuit and boot print left on 
the Moon, 2therefore Moon 

landing was a hoax.

R1: specific claim about the mismatch 
between the spacesuit and boot print is 
not directly supported or refuted

R2: : The triplets directly state that the Moon 
landing was a significant event and an instance of 
the Apollo 11 mission, which contradicts the claim 
that the Moon landing was a hoax.
[('Apollo 11', 'crew member(s)', 'Neil Armstrong'), 
('Apollo 11','significant event', 'Moon landing'), 
('Apollo 11', 'instance of', 'Moon landing')]

Q38404 (Vaccine): 
neurodevelopmental condition

Q134808 (Autism): biological preparatory medicine 
that improves immunity to a particular disease

Inaccurate: The link between vaccines and autism 
has already been disproved in several studies.

B)

A)

AFP Fact Check rating: False

Q1615 (Neil Armstrong): American astronaut; 
first person to walk on the moon

Q495307 (Moon landing): arrival of a 
spacecraft on the surface of the Moon

Q223571 Q190868

Q405Q190084 Q190084

Q18218093

….

Figure 1: Demonstration of ClaimVer for claim veri-
fication and evidence attribution. (A) Text labeled as
Inaccurate by HealthFeedback and ClaimVer’s predic-
tions, rationale, and evidence. (B) Text labeled as False
by Google Fact Check Tools and ClaimVer’s outputs.
Predictions are color-coded (amber: extrapolatory, red:
contradictory); Ri: rationale; related wiki entities are
displayed in boxes.

(Rechkemmer and Yin, 2022; Weitz et al., 2019; 042

Shin, 2021). Therefore, there is a need for a novel 043

human-centric approach to text verification that of- 044

fers usable and sufficiently granular explanations 045

to inform and educate the user. 046

Most fact-checkers, including widely used ones 047

in deployment, issue blanket predictions that can 048

lead to user misunderstandings. For instance, in 049

Figure 1 (A), we observe that HealthFeedback1, a 050

fact-checker for medical text, indicates that a mis- 051

leading statement about the increase in Autism is in- 052

accurate. However, there are multiple claims made 053

in that text, which are not addressed by this tool. 054

In fact, research does show that Autism cases have 055

1https://healthfeedback.org/
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increased, but this is mostly attributed to increased056

testing (Russell et al., 2015). Our method accu-057

rately breaks down the text into multiple claims058

and shows that the specific claim that vaccines are059

causing autism is indeed incorrect, attributing it to060

a fact from the Wikidata (Vrandečić and Krötzsch,061

2014). It also provides a clear rationale as to why062

the first two claims cannot be determined, as there’s063

no conclusive evidence present in the KG. Such064

granular predictions, supported by justifications,065

significantly improve user confidence (Rechkem-066

mer and Yin, 2022; Weitz et al., 2019; Shin, 2021).067

Similarly, in Figure 1 (B), we notice that Google068

Fact Check Tools2 simply provides a blanket label069

for an utterance denying the moon landing. In con-070

trast, ClaimVer identifies the exact text span that071

can be conclusively proven incorrect and proceeds072

to provide specific information about the Apollo 11073

mission and its crew members to refute the claim.074

All verified entities present in the text, along with075

their Wiki IDs and descriptions, are displayed for076

user reference.077

Prior research (Rashkin et al., 2023; Yue et al.,078

2023; Thorne et al., 2019; Aly et al., 2021) typ-079

ically validates text at the paragraph or sentence080

level without adequately enhancing user awareness081

by supplying key details such as rationale, match082

scores, or evidence. A KG-based approach allows083

for finer granularity, aiding in pinpointing specific084

inaccuracies like hallucinations in LLM-generated085

text or false claims in misleading text. Furthermore,086

if needed, broader-level metrics can be extracted087

from this detailed attribution.088

The assumption of one-to-one mapping between089

input and reference texts, prevalent in previous090

methods (Rashkin et al., 2023; Yue et al., 2023;091

Thorne et al., 2019; Aly et al., 2021), does not092

hold if the given text consists of claims that can be093

mapped to more than one source. In contrast, uti-094

lizing a KG, which represents a consolidated body095

of knowledge, results in a more comprehensive096

evaluation. While most previous methods may not097

support scenarios with information spread across098

various references, querying a KG can yield triplets099

originally sourced from multiple documents. Ad-100

ditionally, procuring the specific spans of text re-101

quired to evaluate claims from large text sources102

that may span several pages presents many chal-103

lenges. In contrast, a KG captures only the most104

important relationships as nodes and links, provid-105

2https://toolbox.google.com/factcheck/explorer

ing a more efficient way to evaluate the claims. 106

2 Related Work 107

Research on validating text has been ongoing for 108

the past decade, while the concept of evidence at- 109

tribution has gained increased attention in recent 110

years, following the advent of generative models. 111

Our method integrates fact verification and evi- 112

dence attribution. In this section, we discuss recent 113

advancements in both domains. 114

2.1 Fact Verification 115

Fact verification is a task that is closely related to 116

natural language inference (NLI) (Conneau et al., 117

2017; Schick and Schütze, 2020), in which given a 118

premise, the task is to verify whether a hypothesis 119

is an entailment, contradiction, or neutral. Sim- 120

ilarly, in fact verification, the task is to check if 121

a given text can be supported, refuted, or indeter- 122

minable, given a reference text. Recent studies 123

in this domain show that LLMs can achieve high 124

performance, and can be considerably reliable for 125

verification tasks, even though they are prone to 126

hallucations (Guan et al., 2023). 127

In Lee et al. (2020), the authors show that the 128

inherent knowledge of LLMs could be used to per- 129

form fact verification. Other works (Yao et al., 130

2022; Jiang et al., 2023b) have shown that using 131

external knowledge is helpful for many reasoning- 132

intensive tasks, and report enhanced performance 133

on HotPotQA (Yang et al., 2018) and FEVER 134

(Thorne et al., 2018). A wide variety of studies 135

have established that LLMs are suitable for fact 136

verification. For example, (Dong and Smith, 2021) 137

enhanced accuracy of table-based fact verification 138

by incorporating column-level cell rank informa- 139

tion into pre-training. In FactScore, authors (Min 140

et al., 2023), introduce a new evaluation that breaks 141

a long-form text generated by large language mod- 142

els (LMs) into individual atomic facts and calcu- 143

lates the proportion of these atomic facts that are 144

substantiated by a credible knowledge base. 145

2.2 Evidence Attribution 146

The distinction between evidence attribution and 147

fact verification lies in the emphasis on identifying 148

a source that can be attributed to the information. 149

This task is becoming increasingly important, as 150

generative models produce useful and impressive 151

outputs, but without a frame of reference to validate 152

them. In (Rashkin et al., 2023), the authors present 153
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a framework named AIS (Attributable to Identified154

Sources) that specifies annotation guidelines and155

underlines the importance of attributing text to an156

external, verifiable, and independent source. (Yue157

et al., 2023) demonstrate that LLMs can be utilized158

for automatic evaluation of attribution, operational-159

izing the guidelines presented in (Rashkin et al.,160

2023). However, both of these works are primarily161

designed for the question-answering (QA) task. In162

contrast, our method is not restricted to QA and is163

designed to work with text in general. Furthermore,164

while these previous studies focus on sentence or165

paragraph levels, our approach extends to a more166

detailed and granular level of analysis.167

3 Methodology168

In this section, we present the methodology for re-169

trieving relevant triplets from the KG, fine-tuning170

LLM to process text at claim-level, verifying171

claims, tagging evidence for each prediction, and172

generating a rationale along with an attribution173

score that reflects the text’s validity.174

3.1 Preprocessing175

Preprocessing involves multiple steps required to176

make the input text suitable for the subsequent op-177

erations. Since the nodes in a KG typically repre-178

sent entities, performing Named Entity Recogni-179

tion (NER) is necessary. In our work, we chose180

Wikidata (Vrandečić and Krötzsch, 2014) as the181

KG source; thus, we use an NER module suitable182

for Wiki entities (Gerber, 2023). However, the183

framework is sufficiently generic to support any184

kind of KG that models information in the form of185

triplets. As our analysis is performed at the claim186

level, coreference resolution (Lee et al., 2017) be-187

comes a necessary step to form localized claims188

that are semantically self-contained. If input text189

exceeds the context length, which depends on de-190

sign choices, compartmentalization would be re-191

quired. As a final step in preprocessing, we perform192

KG entity linking. This step tags all entities in the193

text that are present in the KG as nodes.194

3.2 Relevant Triplets Retrieval195

Retrieving relevant triplets is a complex problem196

that has attracted attention from various research197

communities, and resulted in multiple approaches198

to address the challenge. While retrieving direct199

links between two given nodes in a KG is rela-200

tively straightforward, identifying complex paths201

that involve multiple hops is challenging. In our202

framework, we use Woolnet (Gutiérrez and Patricio, 203

2023), a multi-node Breadth-First Search (BFS) al- 204

gorithm, to retrieve the most relevant triplets for 205

a given claim present in the KG. This BFS algo- 206

rithm initiates from multiple starting points and, 207

at each step, searches for and processes all adja- 208

cent neighbors before advancing. It constructs a 209

subgraph of visited nodes, tracking their origins, 210

and distances from each BFS’s start. The algorithm 211

expands each search tree one node at a time un- 212

til paths intersect or reach a predefined maximum 213

length. Upon intersection, it assesses if the discov- 214

ered path meets the length criteria. If so, it logs the 215

route, utilizing backtracking to trace the path to its 216

origins, while ensuring there are no repetitions or 217

cycles, thus maintaining a connection to a starting 218

node. In our experiments, we allow for a maximum 219

of three hops between any two given nodes, and a 220

maximum of four potential paths. Adopting less 221

stringent conditions leads to less relevant triplets. 222

3.3 Objective Function 223

Previous works on evidence attribution tasks have 224

established definitions for the categorization of 225

input text with reference to a supporting source 226

(Rashkin et al., 2023; Gao et al., 2023; Bohnet 227

et al., 2022; Yue et al., 2023). Similar to the for- 228

mulation in (Yue et al., 2023), we use three cat- 229

egories: Attributable, Extrapolatory, and Contra- 230

dictory. However, there are two main differences 231

that distinguish our approach from previous meth- 232

ods. First, we verify the input text against facts 233

present in a KG, an aggregated information source 234

constructed by integrating numerous data sources 235

into a structure of triplets, instead of relying on 236

a single reference. This approach eliminates the 237

one-to-one dependency between the text and its in- 238

formation source. Second, we perform attribution 239

with finer granularity, specifically at the claim level, 240

involving a subtask of decomposing the input text 241

into individual claims. We define our categories as 242

follows: 243

• Attributable: Triplets fully support the claim. 244

• Extrapolatory: Triplets lack sufficient infor- 245

mation to evaluate the claim. 246

• Contradictory: Triplets contradict the claim. 247

We formulate the objective function of our task 248
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Preprocessing
• NER
• Coreference
• KG Entity Linking
• Compartmentalization

KG Triplet Retrieval Algorithm

Knowledge Graph

+
Finetuned 

ClaimVer LLM

Outputs

Steven Tyler has 
never been a part of 
the band Aerosmith.

Input Text

Steven Tyler has never been a part of the band Aerosmith.

Claim

Contradictory

Prediction

[('Aerosmith', 'has part(s)', 'Steven Tyler’)], 1.0

Relevant Triplets & TMS

Score (KAS)
0.047

This triplet establishes a clear relationship between 
Steven Tyler and Aerosmith, refuting the claim that he 
has never been associated with the band.

Rationale

Figure 2: Flow of operations in the ClaimVer framework. Identified KG entity nodes during preprocessing inform
the extraction of relevant triplets by the KG algorithm. Subsequently, these triplets and preprocessed text are then
fed to a ClaimVer LLM, fine-tuned to operationalize the objective function. For each claim, the corresponding text
span, prediction, relevant triplets, attribution scores, and rationale are generated.

as follows:249

f(input_text, ret_triplets) =

{(claim_spani, claim_predi,

rel_tripletsi, rationalei)}ni=1

(1)250

where:251

• input_text: input text containing claim(s).252

• ret_triplets: retrieved triplets for the input text.253

• claim_spani: ith claim extracted as a substring
from input_text.

254

• claim_predi: label predicted for claim_spani.255

• rel_tripletsi: relevant subset of ret_triplets
for claim_spani.

256

• rationalei: justification for claim_predi.257

• n: total number of claims in input_text.258

This objective function encompasses two main259

sub-tasks:260

1. Decomposing input text into claims.261

2. Generating prediction and corresponding ra-262

tionale for each claim by identifying relevant263

supporting triplets.264

3.4 Fine-tuning LLMs265

The objective function shares similarities with the266

well-studied task of NLI (Conneau et al., 2017;267

Schick and Schütze, 2020). LLMs achieve state-268

of-the-art performance for NLI (Chowdhery et al.,269

2023), making them a suitable choice to opera-270

tionalize the objective function. Additionally, (Yue271

et al., 2023) shows that LLMs can be used to au-272

tomatically evaluate attribution to a given informa-273

tion source. However, these prior methods do not274

involve a complex sub-task, which is central to the 275

proposed objective function, i.e., decomposing the 276

input text into text spans that correspond to separate 277

claims in the presence of multiple claims. 278

It is crucial to perform both claim decomposi- 279

tion and attribution for all claims in a single step, 280

as processing each claim individually can lead to 281

an exponential increase in LLM queries, leading 282

to significantly higher computational costs and la- 283

tency issues. 284

In order to perform attribution at the claim level, 285

we need to fine-tune LLMs specifically for the pro- 286

posed objective function (see §3.3) using a cus- 287

tom dataset. This is necessary because, as of this 288

writing, even the state-of-the-art model, OpenAI’s 289

GPT-4 (Achiam et al., 2023), does not perform sat- 290

isfactorily right out of the box. Our custom dataset, 291

built using two sequential complex prompts with 292

GPT-4, enables us to fine-tune significantly smaller 293

models. This approach distills the performance of a 294

large proprietary model using a multi-query prompt 295

pipeline into small open-source models with a com- 296

pact zero-shot prompt. We make the weights of the 297

fine-tuned models publicly available3. 298

We selected eight open-source LLMs with di- 299

verse sizes, ranging from 2B parameters to 10B pa- 300

rameters, to perform the fine-tuning: Gemma-2B- 301

IT-Chat (Team et al., 2024), Phi-3-mini-4k-Chat 302

(Javaheripi et al., 2023), Zephyr-7B-Beta-Chat 303

(Tunstall et al., 2023), Mistral-7B-v0.3-Chat (Jiang 304

et al., 2023a), Llama3-8B-Chat (Touvron et al., 305

2023), and Solar-10.7B-Chat (Kim et al., 2023). 306

The models were fine-tuned using LoRA (Hu et al., 307

2021) with 4-bit quantization and adapters with 308

rank 8 (Dettmers et al., 2024). The context length 309

was set to 4096 tokens (for additional training de- 310

3anonymized link for peer-review
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Analyze text against provided triplets, classifying claims as
"Attributable", "Contradictory", or "Extrapolatory".
Justify your classification using the following structure:
- "text_span": Text under evaluation.
- "prediction": Category of the text (Attributable /
Contradictory / Extrapolatory).
- "triplets": Relevant triplets (if any, else "NA").
- "rationale": Reason for classification.
For multiple claims, number each component (e.g., "text_span1",
"prediction1",..). Use "NA" for inapplicable keys.
Example:
"text_span1": "Specific claim",
"prediction1": "Attributable/Contradictory/Extrapolatory",
"triplets1": "Relevant triplets",
"rationale1": "Prediction justification",
...
Input for analysis:
-Text: {Input Text}
-Triplets: {Retrieved Triplets}

Figure 3: Instruction prompt for fine-tuned LLMs.

tails, refer §A.1) All models converged after 2311

epochs, and high ROUGE-L (Lin, 2004) scores312

greater than 0.658 were achieved for each model.313

The instruction prompt used for fine-tuning is pre-314

sented in Figure 3.315

3.5 Computing Attribution Scores316

For various downstream tasks, such as ranking and317

filtering, a continuous score that reflects the validity318

of a given piece of text with respect to a KG is319

desirable. We propose the KG Attribution Score320

(KAS), which accomplishes this task with a high321

level of granularity, and is detailed in this section.322

3.5.1 Claim Scores323

cs(yi) =



2 if yi = Attributable
1 if yi = Extrapolatory and |rel_tripletsi| > 0

0 if yi = Extrapolatory and |rel_tripletsi| = 0

0 if yi = No attribution
−1 if yi = Contradictory

(2)324

where, yi is claim_predi.325

For each claim, we assign a score that reflects the326

level of its validity, ranging from -1 (contradictory)327

to 2 (attributable). If a claim is predicted to be328

extrapolatory, yet has one or more relevant triplets,329

we assign that claim a score of 1, as there is still330

relevant information available even though it may331

not be sufficient to completely support or refute332

the claim. However, if there are no triplets at all,333

along with an extrapolatory prediction, we assign334

0 as it does not add any useful information. While335

decomposing claims, the model might occasionally336

omit words, typically stop-words, and we assign 0337

in those cases as well.338

3.5.2 Triplets Match Score (TMS)339

This score reflects the extent of the match between340

the relevant triplets and the corresponding claim,341

and it can also serve as a proxy for the prediction342

confidence. Even though the prediction is made at 343

the claim level, the triplets match score considers 344

word-level matches in the computation. It can be 345

computed as follows: 346

TMS(E(claim_spani), E(rel_tripleti)) =

α · SS(E(claim_spani), E(rel_tripleti))

+ β · EPR(E(claim_spani), E(rel_tripleti))

(3) 347

where, E(claim_spani) and E(rel_tripleti) 348

represent the sets of entities in claim_spani and 349

rel_tripleti, respectively. SS is the semantic sim- 350

ilarity computed using the cosine similarity of text 351

embeddings, and EPR represents the ratio of en- 352

tities in E(claim_spani) that are also present in 353

E(rel_tripleti). The parameters α and β can be 354

adjusted as needed; in our experiments, we use 355

0.5 for both. In cases where examples of an en- 356

tity retrieved from the KG are used to support the 357

prediction, instead of the entity itself, we may not 358

have a direct overlap, and thus semantic similarity 359

would be helpful. EPR rewards the direct use of 360

the entity, so a balance between both may be ideal 361

in most cases. 362

3.5.3 KG Attribution Score (KAS) 363

For the final KG Attribution Score (KAS), a con- 364

tinuous score between 0 and 1 is desirable, as this 365

facilitates various downstream applications such 366

as ranking, fine-tuning, and filtering. This can be 367

achieved using a Sigmoid function. However, the 368

standard Sigmoid function treats positive and nega- 369

tive scores equally. In most cases, higher penalties 370

should be assigned for erroneous text than rewards 371

for valid text. This requirement can be met using a 372

modified Sigmoid function that penalizes mistakes 373

by a factor of γ: 374

σmod(x, γ) =
1

1 + e−γ·x ,

where γ =

{
γ = 3 if x < 0,

γ = 1 if x ≥ 0,

(4) 375

In our experiments, we set the value of γ to 3. 376

Finally, the modified Sigmoid function, applied to 377

the summation of triplet match scores and claim 378

scores, is used to generate KAS: 379

KAS = σmod(

n∑
i=1

[TMSi · cs(yi)], γ) (5) 380
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Split Samples Claims Claim Labels

Att Ext Con

Train 3400 5342 998 3546 798
Test 1000 1677 316 1068 293

Table 1: Distribution of fine-tuning dataset. Att: At-
tributable, Ext: Extrapolatory, Con: Contradictory.

4 Dataset381

Open-domain Question Answering (QA) datasets,382

such as WikiQA (Yang et al., 2015), HotPotQA383

(Yang et al., 2018), PopQA (Mallen et al., 2022),384

and EntityQuestions (Sciavolino et al., 2021), as385

well as Fact Verification datasets like FEVER386

(Thorne et al., 2019), FEVEROUS (Aly et al.,387

2021), TabFacT (Chen et al., 2019), and SEM-388

TAB-FACTS (Wang et al., 2021a), provide texts389

along with corresponding reference contexts or at-390

tributable information sources. However, these391

datasets significantly differ from the type of data392

required to train and test our proposed objective393

function, primarily due to two major factors: (i)394

these datasets predominantly offer samples that are395

inherently attributable, and (ii) consist of atomic396

claims and/or one-to-one mappings between input397

and reference texts. To address the first limitation,398

prior work (Yue et al., 2023) in attribution evalua-399

tion introduced new samples by modifying correct400

answers to generate contradictory instances. Yet,401

this adjustment alone is not sufficient for our use402

case because our method requires attribution at the403

claim level, and necessitates the automatic decom-404

position input text to claims. Consequently, as this405

task represents a novel challenge, we developed406

a new dataset that enables effective training and407

testing of the objective function.408

Considering the choice of our KG, which is Wiki-409

data (Vrandečić and Krötzsch, 2014), we opted for410

WikiQA (Yang et al., 2015) as it is closely asso-411

ciated with the Wiki ecosystem. Given that our412

method is designed for text validation in general,413

and is not limited to question answering, we retain414

only answers and discard the questions. Subse-415

quently, we processed the answers following the416

steps detailed in Section 3.1, selecting entries con-417

taining two or more Wiki entities. This approach418

resulted in the exclusion of most single-word an-419

swers and other responses that are dependent on420

their corresponding questions and may lack com-421

prehensibility without them.422

We utilize GPT-4 (Achiam et al., 2023) to gener-423

ate the initial version of the ground truth. Although424

GPT-4 can adhere to the instructions (refer to Fig- 425

ure 3) to a reasonable degree and responds in the 426

required format with all necessary keys, it still un- 427

derperforms in the overall task. The most frequent 428

issue observed is the erroneous assignment of pre- 429

diction labels. To remedy this issue, we designed 430

a detailed prompt tailored for the given task, in- 431

corporating techniques such as few-shot, chain-of- 432

thought (Kojima et al., 2022), and other strategies 433

(OpenAI, 2024; Nori et al., 2023) (full prompt in 434

§A Figure 12). We also conducted manual checks 435

to ensure only high-quality samples were retained, 436

as research indicates that high alignment can be 437

achieved with as few as 1,000 samples, provided 438

they are of superior quality (Zhou et al., 2023). 439

The final dataset is comprised of two splits: the 440

training split, based on the training split of WikiQA 441

(Yang et al., 2015), and a test split, derived from 442

both the test and validation splits. The training split 443

contains 3,400 samples, and since some entries 444

feature multiple claims, there are a total of 5,342 445

claims within this split. Similarly, the test split 446

includes 1,000 samples and 1,677 claims. The 447

label counts for the claims are tabulated in Table 1. 448

The dataset is publicly shared to facilitate further 449

research in this direction4. 450

5 Experiments and Results 451

In this section, we present the evaluation of our 452

claim-level attribution method. The performance 453

metrics of the fine-tuned LLMs, which operational- 454

ize the objective function, are presented in Tables 455

3 and 4. In Table 3, we observe that all models 456

converge and achieve sufficiently high ROUGE-L 457

and ROUGE-1 scores, with Mistral-7B-v0.3-Chat 458

achieving the highest of 0.694 and 0.719 respec- 459

tively. We also observe that the smaller model, 460

Gemma-2B-IT-Chat with just 2B parameters, is 461

also sufficiently compatible for this task as it at- 462

tained a decent ROUGE-L score of 0.667. 463

The first task of the proposed objective function 464

(refer §3.3), decomposing text into multiple claims, 465

is somewhat subjective, and there could be multi- 466

ple valid approaches due to linguistic complexities. 467

For instance, example 4 in Table 2 has been decom- 468

posed into three claims, but the first could arguably 469

be further decomposed to verify whether Blagnac 470

is in France, and whether it is a suburb of Toulouse. 471

Controlling the precise manner of decomposition 472

is challenging, and might necessitate an additional 473

4anonymized link for peer-review
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Input Text Relevant Triplets Prediction (TMS) Rationale KAS

1 1George O'Malley is a fictional 
character from the medical drama 
television series Grey's Anatomy, 
2which airs on the American 
Broadcasting Company (ABC) in the 
United States.

1: [("Grey's Anatomy", 'characters', 
"George O'Malley")]
2: [("Grey's Anatomy", 'original 
broadcaster', 'American 
Broadcasting Company'), 
('American Broadcasting 
Company', 'country', 'United States 
of America')]

1: Attributable (0.852)
2: Attributable (0.637)

1: The triplet directly supports the claim that George O'Malley is a 
character in Grey's Anatomy.
2: The triplets confirm that Grey's Anatomy airs on ABC, which is 
based in the United States, directly supporting the claim about the 
show's broadcasting and location.

0.818

2 1Bane was portrayed as a tertiary 
villain by Robert Swenson in 
Batman & Robin , 2directed by Joel 
Schumacher, 3and Batman’s Back 

1: [('Batman & Robin', 'cast 
member', 'Robert Swenson’)]
2: [('Batman & Robin', 'director', 
'Joel Schumacher')]
3: NA

1: Attributable (0.788)
2: Attributable (0.882)
3: Extrapolatory (0.0)

1: The triplet directly supports the claim that Robert Swenson was 
involved in Batman & Robin, which is a requirement for the 
statement about his portrayal of Bane.
2: The triplet directly supports the claim about the director of 
Batman & Robin, which is relevant to the context of the film.
3: There are no triplets that directly support or refute the claim 
about Batman's back

0.752

3 1Crater Lake is the main feature of 
Crater Lake National Park 2and 
famous for its deep blue color and 
water clarity.

1: [('Crater Lake', 'located in 
protected area', 'Crater Lake 
National Park’)]
2: NA

1: Attributable (0.942)
2: Extrapolatory (0.0)

1: The triplet directly supports the claim that Crater Lake is a 
significant feature within Crater Lake National Park, as it is located 
within the protected area.
2: There are no triplets provided that directly support or refute the 
claim about the deep blue color and water clarity of Crater Lake.

0.719

4 1Based in Blagnac , France, a suburb 
of Toulouse, 2and with significant 
activity across Europe, 3airbus 
produces approximately half of the 
world's jet airliners .

1: [('Airbus Operations S.A.S.', 
'country', 'France'), ('Airbus 
Corporate Jets', 'headquarters 
location', 'Toulouse'), ('Blagnac', 
'country', 'France’)]
2: NA
3: NA

1: Attributable (0.505)
2: Extrapolatory (0.0)
3: Extrapolatory (0.0)

1: The triplets confirm that Airbus Operations S.A.S. is in France, 
Airbus Corporate Jets is headquartered in Toulouse, and Blagnac is a 
suburb of Toulouse in France, supporting the statement about 
Airbus's location in France and its proximity to Toulouse.
2: The triplets do not provide information about Airbus's activity 
across Europe
3:  The triplets do not provide any information about Airbus's 
production output or market share

0.583

5 1Pope Benedict XVI never appointed 
anyone significant within the 
Catholic Church, 2nor did he ever 
teach the importance of 
understanding God's redemptive 
love.

1: [('Rutilio del Riego Jáñez', 
'appointed by', 'Benedict XVI'), 
('Rutilio del Riego Jáñez','religion 
or worldview', 'Catholic Church’)]
2: [('God','said to be the same as', 
'love')]

1: Contradictory (0.781)
2: Extrapolatory (0.065)

1: The triplets directly contradict the claim by showing that Pope 
Benedict XVI did indeed appoint someone (Rutilio del Riego Jáñez) 
who is associated with the Catholic Church, indicating that he did 
appoint significant individuals within the Church.
2: While the triplets indicate that God is equated with love, it does 
not directly address whether Pope Benedict XVI taught the 
importance of understanding God's redemptive love.

0.248

6 1Southwest Airlines has never 
operated any Boeing 737 models.

1: [('Boeing 737 MAX', 'operator', 
'Southwest Airlines'), ('Boeing 737 
#1491', 'operator', 'Southwest 
Airlines')]

1: Contradictory (0.933) 1: The triplets directly contradict the claim by indicating that 
Southwest Airlines has operated both the Boeing 737 MAX and 
Boeing 737 #1491, which are specific models of the Boeing 737. This 
refutes the statement that Southwest Airlines has never operated 
any Boeing 737 models.

0.057

Table 2: Examples of claim-level attribution by the proposed method. The first column shows the numbered claims
in the input text. Second column lists relevant triplets for each claim. Predictions and Triplets Match Score (TMS)
are in the third column, while the rationale behind each prediction is in the fourth column. The Knowledge Graph
Attribution Score (KAS) is shown in the last column. Model: Solar-10.7B-Chat.

step before the prediction step, involving separate474

processing for each claim. However, this option475

could prove to be impractical, as the number of476

LLM queries could increase exponentially.477

To accurately compute classification perfor-478

mance, we impose a strict strategy: the text span479

of the claim, the identified relevant triplets, and the480

prediction label must all exactly match the ground481

truth to be considered accurate. In Table 4, the sec-482

ond column indicates number of claims with text483

spans exactly matching the ground truth responses.484

Columns 3 to 6 present the accuracy, precision, re-485

call, and F1 scores for these matching claims. The486

most performant model is Solar-10.7B-Chat, with487

1031 exact matches out of 1677 claims in the test488

set. Additionally, the classification scores in all489

metrics are above 89%, which clearly demonstrates490

that the model can reliably differentiate between491

the classes attributable, extrapolatory, and contra-492

dictory.493

Table 2 showcases the claim-level attribution per-494

formed by our method. Each claim in the input text495

is numbered and color-coded to reflect its predic-496

tion: green for attributable, amber for extrapolatory,497

and red for contradictory. The examples are sorted 498

in descending order by their KAS scores, which 499

reflect the validity of the text. As expected, we 500

observe more green at the top of the table and more 501

amber and eventually red as we move down. Since 502

the Wiki ecosystem is open-domain, we observe 503

that the examples cover a wide range of topics, 504

demonstrating that the method is adaptable to di- 505

verse inputs. 506

In the first example in 2, the input text is de- 507

composed into two claims, both of which are at- 508

tributable. The first claim is supported by a single 509

triplet in the KG, while the second claim can be 510

supported by combining two triplets. The second 511

example presents more challenges for evaluation 512

due to its complex sentence structure, but ClaimVer 513

accurately identifies that the third claim regarding 514

Batman’s Back is neither supported nor refuted by 515

the triplets, as indicated in the rationale. In the 516

third example, we note that the first claim is pre- 517

dicted to be attributable with a high triplet match 518

score of 0.942 since there is a triplet that clearly 519

supports the location description of Crater Lake. 520

However, as there is no information regarding the 521
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Model Size ROUGE-L ROUGE-1

Gemma-2B-IT-Chat 2B 0.667 0.692
Phi-3-mini-4k-Chat 4B 0.658 0.685
Zephyr-7B-Beta-Chat 7B 0.686 0.712
Vicuna-7B-v1.5-Chat 7B 0.676 0.700
Mistral-7B-v0.3-Chat 7B 0.694 0.719
Gemma-7B-IT-Chat 7B 0.678 0.703
Llama3-8B-Chat 8B 0.679 0.705
Solar-10.7B-Chat 10B 0.689 0.714

Table 3: ROUGE scores on the test set (n = 1, 000).

Model #MC Acc Prec Rec F1

Gemma-2B-IT-Chat 895 77.09 77.20 77.09 74.24
Phi-3-mini-4k-Chat 882 72.22 78.10 72.22 72.86
Zephyr-7B-Beta-Chat 978 85.89 87.41 85.89 86.16
Vicuna-7B-v1.5-Chat 898 79.62 78.83 79.62 78.84
Mistral-7B-v0.3-Chat 1002 86.63 87.03 86.63 86.73
Gemma-7B-IT-Chat 940 82.87 84.09 82.87 83.17
Llama3-8B-Chat 959 80.92 85.48 80.92 81.36
Solar-10.7B-Chat 1031 89.23 89.52 89.23 89.30

Table 4: Scores on matching claims in the test set (n =
1677). #MC: number of matching claims.

water characteristics, the second claim is catego-522

rized as extrapolatory. In the fourth example, the523

first claim alone requires three triplets combined524

as supporting evidence, illustrating the method’s525

ability to handle complex multi-hop paths within526

the KG. The second and third claims are predicted527

to be extrapolatory, since there are no triplets con-528

cerning Airbus’s market share, or its activities in529

Europe, as highlighted in the model’s rationale. It530

is noteworthy that the context provided in the third531

claim is crucial for the first claim to be comprehen-532

sible, demonstrating why individual claim evalua-533

tion may be suboptimal. Interestingly, in the fifth534

example, the method identifies a specific instance535

from the KG to refute a general claim, citing the536

appointment of Rutilio del Riego Jáñez. Similarly,537

in the sixth example, the method provides specific538

instances, quoting two distinct Boeing 737 mod-539

els to demonstrate contradiction with a high triplet540

match score.541

6 Discussion542

The susceptibility of LLMs to generating factu-543

ally incorrect statements is an alarming concern as544

LLM-powered services become increasingly pop-545

ular for seeking advice and information. The de-546

mocratization of generative models has also had547

adverse effects, such as increasing misinformation548

(Monteith et al., 2024). To arm end-users with the549

tools necessary to combat being misinformed, it550

is crucial to develop text-validation methods that551

are human-centric, and prioritize user engagement,552

understanding, and informativeness. We design our553

method with these principles in mind: we make 554

predictions at the claim level, and identify text 555

spans within the given text, that can be color-coded 556

and presented to the user. The proposed method 557

also generates easily comprehensible explanations 558

along with the prediction and evidence, thus re- 559

ducing the cognitive burden on the end-user, and 560

making the process user-friendly. 561

The usability and evaluation of these systems 562

should align with human needs and capabilities. 563

Chatbots, such as ChatGPT (Achiam et al., 2023), 564

serve a wide array of tasks; therefore, the text vali- 565

dation method should be adaptable to various do- 566

mains. While KGs like Wikidata (Vrandečić and 567

Krötzsch, 2014) are considered open-domain, the 568

implementation of more specialized KGs, along 569

with corresponding routing algorithms may be nec- 570

essary to support a broader range of topics. For 571

instance, a common-sense KG (Hwang et al., 2020) 572

would be more useful in validating non-factoid an- 573

swers that involve logic. 574

Furthermore, the maintenance efficiency of our 575

approach aligns well with the need for sustainable, 576

long-term AI solutions. In a world where informa- 577

tion is constantly evolving, the ability to update 578

and maintain AI systems with minimal effort is not 579

just a convenience, but a necessity. This directly 580

ties into the ethical implications of AI, where out- 581

dated or incorrect information can lead to harmful 582

decisions. By leveraging existing, well-maintained 583

KGs, we can ensure that AI systems remain accu- 584

rate and relevant over time. 585

7 Conclusion 586

In this paper, we present ClaimVer, a framework 587

for text verification and evidence attribution at the 588

claim level by leveraging information present in 589

KGs. In contrast to other methods, ClaimVer elim- 590

inates the one-to-one mapping between input and 591

reference text, allowing for layered interpretation 592

and handling of distributed information. In addition 593

to these primary functions, ClaimVer incorporates 594

human-centric design principles by offering clear, 595

concise explanations for each claim prediction—an 596

important characteristic for building user trust and 597

enhancing usability. Furthermore, we introduce an 598

attribution score, which enhances its applicability 599

across a wide range of downstream tasks. Finally, 600

we share ClaimVer fine-tuned LLMs to facilitate 601

further exploration of this research direction. 602
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8 Limitations603

Limitations of LLMs for Fact Verification. Like604

most ML models, LLMs are prone to erroneous605

predictions, which is particularly concerning in606

sensitive applications such as handling misinforma-607

tion. Despite this, they remain the most performant608

techniques for fact verification and related tasks609

like NLI (Yue et al., 2023; Wang et al., 2021b).610

Therefore, while it is reasonable to use the best611

option available, fact verification systems relying612

on LLMs should be utilized with caution and nec-613

essary validations.614

Limitations of Knowledge Graph. While there615

are several advantages associated with using KGs,616

we also acknowledge the presence of known is-617

sues, such as knowledge coverage and the efforts618

required to keep these sources up-to-date. For our619

solution, we assume that the KG is up-to-date and620

possesses adequate coverage. However, this may621

not always be the case, and thus the most suitable622

technique should be adopted after considering the623

specific requirements of a particular use case. An-624

other point to consider is that the proposed method625

does not provide traditional citations to articles, al-626

though it may be possible to retrieve that informa-627

tion from the KG, if information source mapping628

has been properly maintained.629

Variations in Claim Decomposition. Decompos-630

ing text into multiple claims is a complex linguistic631

task that often results in multiple valid decompo-632

sitions. Although this may not impact usability if633

the prediction, rationale, and text spans are com-634

prehensible and supported by facts from the KG,635

it poses a challenge for evaluating model perfor-636

mance. One potential approach is to operate at637

the token level instead of the span level, but this638

would significantly complicate the problem space.639

Additionally, token-level verification and attribu-640

tion would require substantially higher compute641

resources, necessitating further studies to assess642

their value and impact on system usability and reli-643

ability.644

LLM Reasoning Errors. Previous works have645

demonstrated that using LLM reasoning for tasks646

like fact verification, evidence attribution, and NLI647

can yield impressive results, surpassing alternative648

approaches (Yue et al., 2023; Wang et al., 2021b).649

However, LLM reasoning can still be flawed. In our650

work, we impose validations to minimize LLM mis-651

takes by performing membership checks for sup-652

porting triplets and string matching for text spans.653

However, validating reasoning remains an open 654

problem with ongoing research efforts. 655

Fine-tuning Dataset Limitations. To build the 656

fine-tuning dataset, we utilized GPT-4 with two de- 657

tailed sequential prompts designed in accordance 658

with OpenAI’s recommendations (OpenAI, 2024) 659

and previous works (Nori et al., 2023). Despite em- 660

ploying techniques like few-shot prompting with 661

state-of-the-art LLMs, we still observe mistakes, 662

indicating the complexity of this problem. To ad- 663

dress this, we conducted manual checks to mini- 664

mize errors and share the dataset with the research 665

community for further improvement. 666

9 Ethical Concerns 667

Our work presents a scalable and interpretable 668

framework for fact-checking textual claims. To 669

promote the exploration of this important problem 670

space, we fine-tune and share open-source LLMs 671

that are well-aligned to the framework’s objective 672

function. While the models we provide perform bet- 673

ter than the publicly available base models for our 674

specific task, they still share similar weaknesses. 675

To address this as best as we can, we have incorpo- 676

rated and described ways to mitigate these issues 677

to the extent possible. We believe the benefits of 678

this work outweigh any potential risks. 679
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A Appendix915

A.1 Training Details916

In this section, we present the training parameters917

used for fine-tuning each model, along with their918

corresponding loss plots. All models converged919

after two epochs, achieving ROUGE-L (Lin, 2004)920

scores greater than 0.658, with the highest model921

reaching 0.719.922

Figure 4: Fine-tuning loss plots for Llama3-8B-Chat.

Parameter Value

Base Model meta-llama/Meta-Llama-3-8B-Instruct
ROUGE-L TBD
ROUGE-1 TBD
Fine-Tuning Type LoRA
LoRA Alpha 16
LoRA Rank 8
Cutoff Length 4096
Gradient Accumulation Steps 8
Learning Rate 5.0e-05
LR Scheduler Type Cosine
Number of Training Epochs 2.0
Optimizer AdamW
Quantization Bit 4

Table 5: Fine-tuning Parameters for Llama3-8B-Chat

Figure 5: Fine-tuning loss plots for Mistral-7B-v0.3-Chat.

Parameter Value

Base Model mistralai/Mistral-7B-Instruct-v0.3
ROUGE-L 0.694
ROUGE-1 0.719
Fine-Tuning Type LoRA
LoRA Alpha 16
LoRA Rank 8
Cutoff Length 4096
Gradient Accumulation Steps 8
Learning Rate 5.0e-05
LR Scheduler Type Cosine
Number of Training Epochs 2.0
Optimizer AdamW
Quantization Bit 4

Table 6: Fine-tuning Parameters for Mistral-7B-v0.3-
Chat

Figure 6: Fine-tuning loss plots for Phi-3-mini-4k-Chat.

Parameter Value

Base Model microsoft/Phi-3-mini-4k-instruct
ROUGE-L 0.658
ROUGE-1 0.685
Fine-Tuning Type LoRA
LoRA Alpha 16
LoRA Rank 8
Cutoff Length 4096
Gradient Accumulation Steps 8
Learning Rate 5.0e-05
LR Scheduler Type Cosine
Number of Training Epochs 2.0
Optimizer AdamW
Quantization Bit 4

Table 7: Fine-tuning Parameters for Phi-3-mini-4k-Chat

Figure 7: Fine-tuning loss plots for SOLAR-10.7B-Chat.
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Parameter Value

Base Model upstage/SOLAR-10.7B-Instruct-v1.0
ROUGE-L 0.689
ROUGE-1 0.714
Fine-Tuning Type LoRA
LoRA Alpha 16
LoRA Rank 8
Cutoff Length 4096
Gradient Accumulation Steps 8
Learning Rate 5.0e-05
LR Scheduler Type Cosine
Number of Training Epochs 2.0
Optimizer AdamW
Quantization Bit 4

Table 8: Fine-tuning Parameters for SOLAR-10.7B-
Chat

Figure 8: Fine-tuning loss plots for Vicuna-7B-v1.5-Chat.

Parameter Value

Base Model lmsys/vicuna-7b-v1.5
ROUGE-L 0.676
ROUGE-1 0.700
Fine-Tuning Type LoRA
LoRA Alpha 16
LoRA Rank 8
Cutoff Length 4096
Gradient Accumulation Steps 8
Learning Rate 5.0e-05
LR Scheduler Type Cosine
Number of Training Epochs 2.0
Optimizer AdamW
Quantization Bit 4

Table 9: Fine-tuning Parameters for Vicuna-7B-v1.5-
Chat

Figure 9: Fine-tuning loss plots for Zephyr-7B-Beta-Chat.

Parameter Value

Base Model HuggingFaceH4/zephyr-7b-beta
ROUGE-L 0.686
ROUGE-1 0.712
Fine-Tuning Type LoRA
LoRA Alpha 16
LoRA Rank 8
Cutoff Length 4096
Gradient Accumulation Steps 8
Learning Rate 5.0e-05
LR Scheduler Type Cosine
Number of Training Epochs 2.0
Optimizer AdamW
Quantization Bit 4

Table 10: Fine-tuning Parameters for Zephyr-7B-Beta-
Chat

Figure 10: Fine-tuning loss plots for Gemma-7B-IT-Chat.

Figure 11: Fine-tuning loss plots for Gemma-2B-IT-Chat.
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Parameter Value

Base Model google/gemma-7b-it
ROUGE-L 0.678
ROUGE-1 0.703
Fine-Tuning Type LoRA
LoRA Alpha 16
LoRA Rank 8
Cutoff Length 4096
Gradient Accumulation Steps 8
Learning Rate 5.0e-05
LR Scheduler Type Cosine
Number of Training Epochs 2.0
Optimizer AdamW
Quantization Bit 4

Table 11: Fine-tuning Parameters for Gemma-7B-IT-
Chat

Parameter Value

Base Model google/gemma-2b-it
ROUGE-L 0.667
ROUGE-1 0.692
Fine-Tuning Type LoRA
LoRA Alpha 16
LoRA Rank 8
Cutoff Length 4096
Gradient Accumulation Steps 8
Learning Rate 5.0e-05
LR Scheduler Type Cosine
Number of Training Epochs 2.0
Optimizer AdamW
Quantization Bit 4

Table 12: Fine-tuning Parameters for Gemma-2B-IT-
Chat
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**Text Span Attribution Verification**

**Objective:** Predict whether the text span is "Attributable", "Contradictory", or "Extrapolatory" based on the information
provided in the triplets.

**Instructions:**

1. **Read the Full Text:**
- Understand the context and content of the full text string.

2. **Examine the Text Span:**
- Determine the claims made within the text span.

3. **Analyze the Triplets:**
- Evaluate if the triplets support, refute, or neither support nor refute the claims in the text span.

4. **Make Your Prediction:**
- Classify the text span as "Attributable", "Contradictory", or "Extrapolatory" based on your analysis of the triplets.

5. **Provide Rationale:**
- Clearly explain your reasoning for the classification.

**Classification Criteria:**

- **"Attributable"**: The text span is sufficiently supported by the triplet(s). All claims in the text span are
directly present in the triplet information.
- **"Contradictory"**: The text span is conclusively refuted by the triplet(s). All claims in the text span are directly
contradicted by the triplet information.
- **"Extrapolatory"**: The triplet(s) can neither support nor refute the text span. The information provided is either irrelevant,
indirect, or related but not sufficient to support or refute the text span.

**Example:**

**Full Text:** "Albert Einstein is widely recognized as the father of modern physics. He was awarded the Nobel Prize
in Physics for his services to Theoretical Physics."

**Text Span:** "He was awarded the Nobel Prize in Physics."

**Triplets:** [("Albert Einstein", "award received", "Nobel Prize in Physics")]

**Sample Evaluation:**
- **Prediction:** "Attributable"
- **Rationale:** "The triplet directly supports the claim that Albert Einstein received the Nobel Prize in Physics."

**Example:**

**Full Text:** "Isaac Newton discovered the element radium."

**Text Span:** "Isaac Newton discovered radium."

**Triplets:** [("Marie Curie", "discovered", "radium")]

**Sample Evaluation:**
- **Prediction:** "Contradictory"
- **Rationale:** "The triplet states that Marie Curie discovered radium, contradicting the claim that Isaac Newton discovered it."

**Example:**

**Full Text:** "The Eiffel Tower is a wrought-iron lattice tower that was opened in 1889."

**Text Span:** "The Eiffel Tower is a wrought-iron lattice tower that was opened in 1889."

**Triplets:** [("Eiffel Tower", "located in", "Paris")]

**Sample Evaluation:**
- **Prediction:** "Extrapolatory"
- **Rationale:** "The triplet states that the Eiffel Tower is located in Paris, which is related but not sufficient to confirm or
refute that it was opened in 1889."

**Verification Checklist:**

- [ ] The prediction accurately reflects the relationship between the text span and the triplets.
- [ ] The rationale clearly explains the classification based on the triplets.
- [ ] The explanation is free from irrelevant information.

**Response Format:**
Provide your evaluation in the following JSON format:
- "prediction": "Attributable", "Contradictory", or "Extrapolatory"
- "rationale": "Your comments here"

**Inputs to Evaluate**

**Full text:** "{full_text}"
**Text span:** "{text_span}"
**Triplets:** {triplets}

Figure 12: Prompt for the text span attribution verification task, guiding the model to classify text spans as
"Attributable," "Contradictory," or "Extrapolatory" based on the provided triplets. The prompt design incorporates
concepts such as few-shot learning, chain-of-thought reasoning (Kojima et al., 2022), and tailored prompt engineering
(OpenAI, 2024; Nori et al., 2023)
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