
Abstract 

In this demonstration (or poster), we will be present-
ing a walkthrough of a practical approach to elevat-
ing trust in artificial intelligence (AI) enabled sys-
tems using semantically grounded approaches for 
improved transparency and well-defined accounta-
bility. Within the larger context of the responsible 
use of AI, this investigation seeks to demonstrate ac-
tionable steps toward that goal while surfacing les-
sons learned and challenges faced along the way. 
We leverage semantic techniques and tools, includ-
ing ontologies and automated reasoning, to opera-
tionalize the communication of accountability and 
the transparency information throughout the design, 
deployment, and ongoing evaluation of AI-enabled 
systems. A simplified use case related to the devel-
opment of a clinical decision support system 
(CDSS) will be the backdrop for this investigation. 

1 Background 

The pervasive integration of artificial intelligence (AI) sys-
tems into our daily lives has brought about a heightened 
awareness of the importance of trust in AI from a user per-
spective. AI-enabled systems, which can serve as beneficial 
tools used by human agents or, in specific domains, evolve 
into agent assistants, are positioned to significantly impact 
human agency, decision-making, and outcomes. Trust in AI 
plays a pivotal role in its effective adoption across a variety 
of applications. 

As AI algorithms become increasingly sophisticated and 
autonomous, their decision-making processes can become 
opaque, making it difficult for individuals to understand how 
these systems are shaping their lives. This lack of transpar-
ency, coupled with the potential for AI systems to perpetuate 
biases, cause unintended harm, and infringe upon human 
rights, has led to the call for greater accountability in AI gov-
ernance [Varshney, 2022]. 

While the notion of trust must ultimately be examined in a 
multi-dimensional way [Ashoori & Weisz, 2019], transpar-
ency and accountability are widely recognized as essential 
principles for responsible AI development and deployment. 
Transparency enables people to better understand how AI 

 
1 e.g. AI Datasheets, Model Cards, and FactSheets. 

systems arrive at their results, while accountability ensures 
that there are clear mechanisms for assigning responsibility 
and providing redress when these systems cause harm [Af-
roogh et al., 2024]. However, implementing these principles 
in practice is challenging, and de facto methods and standards 
are still emerging. Herein, we will explore the use of semantic 
approaches to achieve greater levels of transparency and ac-
countability form this practical perspective. 

1.1 Benefits of Semantic Approach 

Utilizing the knowledge representation tools and techniques 
from the semantic web toward realizing accountable AI sys-
tems brings several notable benefits. Firstly, ontologies 
model accountability and transparency information in a struc-
tured, interoperable format that is easily understood by both 
humans and machines. Secondly, accountability plans within 
these structures guide and assess the collection of accounta-
bility trace information, going beyond basic documentation 
forms seen in other frameworks1. Additionally, ontologies 
support automated reasoning for efficient and rigorous check-
ing of completeness, consistency, and accuracy. Lastly, the 
inherently flexible nature of sematic approaches facilitates 
easy translation and alignment to existing frameworks, 
thereby enabling robust tracking and verification of account-
ability and transparency throughout the entire lifecycle of AI 
development. [Naja, 2022] Indeed, semantic approaches have 
shown promising results for the two most widely investigated 
classification and segmentation problems in medical image 
analysis [Yang, 2022]. 

2 Methods 

For this demonstration, an example use case of an AI-enabled 
solution has been drawn from the field of Clinical Decision 
Support Systems (CDSS). In this context, we will explore the 
applicability of semantic approaches toward improving trans-
parency and illuminating accountability. 

2.1 Example Use Case: Risk Prediction  

CDSS are the computer programs that assist healthcare pro-
fessionals in making medical decisions. CDSS interventions 
have been shown to enhance healthcare quality by facilitating 
adherence to clinical guidelines, reducing medication errors, 
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and minimizing adverse drug events, all culminating in im-
proved patient outcomes [Elhaddad, 2024]. 
 AI-enabled systems increasingly play an important role in 
the early detection of adverse drug events and toxicity, incor-
porating a range of AI-based methodologies from anomaly 
detection, predictive modeling, to deep learning. This exam-
ple use case will focus on the transparency and accountability 
of AI development in clinical risk prediction and prevention. 

2.2 Application of Semantic Approach 

The foundation for this investigation is based on an adapta-
tion of prior work in this space by both Naja [2021] and Fer-
nadez [2023]. Generally, these works apply ontologies and 
automatic reasoning to AI governance, providing open-
source libraries to reproduce their results. Relevant assets in-
clude: 
• The SAO ontology, a lightweight generic ontology for 

describing accountability plans and corresponding prov-
enance traces of computational systems [Naja, 2021] 

• The RAInS ontology, which extends SAO to model ac-
countability information relevant to AI systems [Naja, 
2021] 

• The FIDES ontology-based approach towards achieving 
the accountability of AI/ML systems, where all the rele-
vant information related to the modeling is semantically 
annotated [Fernandez, 2023] 

These approaches are applied to the use case, and results are 
aligned to the broader guidance offered by the NIST AI Risk 
Management Framework [2023]. 

3 Discussion 

Along the road to realizable promotion of trust in AI-enabled 
systems, the questions and challenges of operationalizing re-
liable and meaningful governance. To that end, we look to 
test how the incorporation semantic knowledge representa-
tion methods supporting increased transparency and clarify-
ing accountability may contribute to achieving these practical 
goals: 
• Automation of key labor-intensive steps 
• Information extraction from source material and pro-

cesses 
• Lower cognitive load on developer and practitioners 
• Wise utilization of modularity and re-use 
• Take advantage of established, pre-developed libraries 

and assets to the extent possible. 
In this investigation we are reporting on the degree to 

which the application of semantic approaches in AI govern-
ance have measured up against these goals. Preliminary 
proof-of-concept results include improvements in infor-
mation extraction and other interoperability features.  

4 Conclusion 

Engendering trust is paramount in the responsible develop-
ment of AI-enabled systems. The need for transparency and 
accountability in the design and operation of these systems 
has been highlighted. We presented a practical approach to 
elevating trust in AI systems using semantically supported 

accountability and transparency reporting, leveraging tech-
nologies such as ontologies and automated reasoning to op-
erationalize the capture of key information throughout the 
design, deployment, and ongoing evaluation of AI-enabled 
systems. The use case of a simplified CDSS is used as the 
backdrop for this investigation. 
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