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ABSTRACT

Multi-modality learning has become a crucial technique in enhancing the per-
formance of machine learning applications across various domains, including
autonomous driving, robotics, and perception systems. Existing frameworks,
such as Auxiliary Modality Learning (AML), effectively utilize multiple data
sources during training and enable inference with reduced modalities, but they
primarily operate in a single-agent context. This limitation is particularly crit-
ical in dynamic environments, such as connected autonomous vehicles (CAV),
where incomplete data coverage can result in decision-making blind spots. To
address these challenges, we introduce Collaborative Auxiliary Modality Learn-
ing (CAML), a novel extension of the AML framework for multi-agent systems.
CAML facilitates collaboration among agents by allowing them to share multi-
modal data during training. During inference, each agent operates effectively with
fewer modalities, ensuring robustness in performance even with missing data. We
analyze the effectiveness of CAML from the perspective of uncertainty reduction
and data coverage, providing a theoretical support to understand and explain why
CAML works better than AML. We then validate CAML through experiments in
collaborative decision-making for CAV in accident-prone scenarios. Experimen-
tal results show that CAML outperforms AML across all tested scenarios, achiev-
ing up to a 58.3% improvement in accident detection. Additionally, we validate
our approach on real-world data from aerial-ground vehicles for collaborative se-
mantic segmentation, achieving up to 10.8% improvement in mIoU compared to
AML.

1 INTRODUCTION
Multi-modality learning has become an essential approach in a wide range of machine learning ap-
plications, particularly in areas such as autonomous driving (El Madawi et al., 2019; Xiao et al.,
2020; Gao et al., 2018) , robotics (Noda et al., 2014; Lee et al., 2020), and perception systems
(Zhuang et al., 2021; Bayoudh et al., 2022), where the availability of multiple data sources (e.g.,
RGB images, LiDAR, radar, etc.) improves model performance by providing complementary infor-
mation. However, these multi-modality systems often suffer from increased computational complex-
ity and latency at inference time. Moreover, some modalities may not be consistently available or
reliable in real-world conditions, necessitating strategies that can compensate for missing modalities
during inference.

Recent work on machine learning (Hoffman et al., 2016; Wang et al., 2018; Garcia et al., 2018; 2019;
Piasco et al., 2021) aims to address these problems by allowing models to leverage additional modal-
ities during training while enabling inference using fewer or even a single modality. For example, a
model might be trained using both RGB and LiDAR data, but during deployment, it only requires
RGB data to operate. These approaches reduces the computational burden and accommodates real-
world conditions where certain sensors may be unavailable. Shen et al. (2023) formalized these
learning tasks as Auxiliary Modality Learning (AML). The AML framework successfully reduces
the dependency on expensive or unreliable modalities, but it focuses on the single-agent setting,
where an individual model is trained to handle reduced modalities during inference.

Despite the benefits of AML, several gaps remain. First, a major limitation in the current AML
framework is the inability to exploit collaboration between agents, particularly in dynamic envi-
ronments such as connected autonomous vehicles (CAV). In such scenarios, data coverage from a

1



054
055
056
057
058
059
060
061
062
063
064
065
066
067
068
069
070
071
072
073
074
075
076
077
078
079
080
081
082
083
084
085
086
087
088
089
090
091
092
093
094
095
096
097
098
099
100
101
102
103
104
105
106
107

Under review as a conference paper at ICLR 2025

single agent is often incomplete because of occlusion or limited sensor range, leading to blind spots
or increased uncertainty in decision-making. Second, the information from multiple modalities can
complement each other across agents, especially in multi-agent settings such as vehicle-to-vehicle
(V2V) communication or collaborative robotics. Different agents may have access to complemen-
tary sensory information, which could be shared to have agents make more informed and safer
decisions, notably in accident-prone scenarios. However, current AML approaches do not exploit
this potential for collaboration.

To bridge these gaps, inspired by AML (Shen et al., 2023), we propose Collaborative Auxiliary
Modality Learning (CAML), a significant extension of the AML framework to multi-agent systems,
which is much more genreal than AML. CAML allows agents to collaborate and share multimodal
data during training, but enables inference with reduced or fewer modalities per agent. As suggested
by Shen et al. (2023), CAML leverages knowledge distillation (Hinton, 2015), transferring knowl-
edge from a teacher model into a student model. This enables the student to operate with missing
modalities during inference. For instance, in autonomous driving, multiple vehicles can share sensor
information such as LiDAR and RGB images during training to build more robust representations,
while during runtime testing, each vehicle performs inference using only RGB images.

CAML addresses two key challenges: First, it reduces uncertainty and enhances data coverage in
dynamic environments by leveraging complementary information from multiple agents. Second, it
maintains efficient, modality-reduced inference during testing. Unlike previous work that either fo-
cuses on multi-agent collaboration but without addressing modality reduction at test time, or tackles
multi-modality learning in single-agent settings, CAML unifies these concepts. Through collabora-
tion, CAML enables agents to compensate for each other’s blind spots, resulting in more informed
prediction or decision-making even when some modalities are unavailable at deployment.

In summary, our work offers the following key contributions:

• We introduce CAML, a novel framework that extends Auxiliary Modality Learning (AML) to
multi-agent systems. CAML allows agents to share multimodal data during training, while per-
forming efficient, reduced-modality inference during testing. By shifting AML from a single-
agent paradigm to a collaborative framework, CAML leverages the strengths of multi-agent col-
laboration, reducing estimation uncertainty and offering complementary information to capture a
broader and more detailed data representation.

• We systematically analyze the effectiveness of CAML from the perspective of uncertainty re-
duction and data coverage, providing a theoretical support to understand and explain why
CAML works better than AML.

• We validate CAML through experiments in collaborative decision-making for connected au-
tonomous driving in accident-prone scenarios and collaborative semantic segmentation for real-
world data of aerial-ground vehicles. CAML demonstrates up to 58.3% improvement in accident
detection compared to AML in decision-making for autonomous driving, significantly enhancing
driving safety, and up to 10.8% improvement in mIoU for semantic segmentation.

2 RELATED WORK
Multi-Agent Collaboration. Collaboration in multi-agent systems has been widely studied across
fields such as autonomous driving and robotics. In autonomous driving, prior research has explored
various strategies, including spatio-temporal graph neural networks (Gao et al., 2024), LiDAR-based
end-to-end systems (Cui et al., 2022), decentralized cooperative lane-changing (Nie et al., 2016) and
game-theoretic models (Hang et al., 2021). In robotics, Mandi et al. (2024) presented a hierarchical
multi-robot collaboration approach using large language models, while Zhou et al. (2022) proposed
a perception framework for multi-robot systems built on graph neural networks. A review of multi-
robot systems in search and rescue operations was provided by Queralta et al. (2020), and Bae et al.
(2019) developed a reinforcement learning (RL) method for multi-robot path planning. Additionally,
various communication mechanisms, such as Who2com (Liu et al., 2020b), When2com (Liu et al.,
2020a), and Where2comm (Hu et al., 2022), have been created to optimize agent interactions.

Despite these advancements, existing multi-agent collaboration frameworks remain limited by their
focus on specific tasks and the assumption that agents will have consistent access to the same data
modalities during both training and testing, an assumption that may not hold in real-world applica-
tions. To address these gaps, our framework, CAML, enables agents to collaborate during training
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by sharing multimodal data, but at test time, each agent performs inference using reduced modality.
This reduces the dependency on certain modalities for deployment, while still allowing agents to
leverage additional data during training to enhance overall performance and robustness.

Auxiliary Modality Learning. Auxiliary Modality Learning (AML) (Shen et al., 2023) has
emerged as an effective solution to reduce computational costs and the amount of input data re-
quired for inference. By utilizing auxiliary modalities during training, AML minimizes reliance on
those modalities at inference time. For example, Hoffman et al. (2016) introduced a method that in-
corporates depth images during training to enhance test-time RGB-only detection models. Similarly,
Wang et al. (2018) proposed PM-GANs to learn a full-modal representation using data from partial
modalities, while Garcia et al. (2018; 2019) developed approaches that use depth and RGB videos
during training but rely solely on RGB data for testing. Piasco et al. (2021) created a localization
system that predicts depth maps from RGB query images at test time. Building on these works,
Shen et al. (2023) formalized the AML framework, systematically classifying auxiliary modality
types and AML architectures.

However, existing AML frameworks are typically designed for single-agent settings, failing to
exploit the potential benefits of multi-agent collaboration for improving multimodal learning.
CAML extends AML to multi-agent environments, allowing agents to collaboratively learn richer
multimodal representations during training. This approach mitigates the loss of information when
modalities are reduced during inference, as the learned features are reinforced by data shared across
agents.

Knowledge Distillation. Knowledge distillation (KD) (Hinton, 2015) is a widely used technique
in many domains to reduce computation by transferring knowledge from a large, complex model
(teacher) to a simpler model (student). In computer vision, (Gou et al., 2021) provided a compre-
hensive survey of KD applications, while Beyer et al. (2022) conducted an empirical investigation
to develop a robust and effective recipe for making SOTA large-scale models more practical. Ad-
ditionally, Tung & Mori (2019) introduced a KD loss function that aligns the training of a student
network with input pairs producing similar activation in the teacher network. In natural language
processing, Xu et al. (2024) reviewed the applications of KD in LLMs, while Sun et al. (2019) pro-
posed a Patient KD method to compress larger models into lightweight counterparts that maintain
effectiveness. Hahn & Choi (2019) also suggested a KD approach that leverages the soft target prob-
abilities of the training model to train other neural networks. In autonomous driving, Lan & Tian
(2022) presented an approach for visual detection, Cho et al. (2023); Sautier et al. (2022) used KD
for 3D object detection.

Notice that existing KD mostly distills knowledge from a larger model to a smaller one to reduce
computation, Shen et al. (2023) aimed to design a cross-modality learning approach using KD to
utilize the hidden information from auxiliary modalities within the AML framework. But AML is
limited by the scope of a single-agent paradigm, missing opportunities for collaborative knowledge
sharing across agents. In contrast, we leverage KD within multi-agent settings, where the teacher
models are trained with access to shared multimodal data (e.g., RGB and LidAR) from multiple
agents. By distilling this collaborative knowledge into each agent’s reduced modality (e.g., RGB),
CAML enables robust inference during deployment, even with fewer modalities. This collaborative
distillation process enhances each agent’s performance by providing richer, complementary knowl-
edge from the collaborative training phase.

3 COLLABORATIVE AUXILIARY MODALITY LEARNING

In AML (Shen et al., 2023), which operates in a single-agent framework, the missing modalities
during testing are referred to as auxiliary modalities, while those that remain available are called
the main modality. In contrast, our framework CAML is more general for multi-agent collabora-
tion. Each agent can process a different number of modalities during training, different agents in
CAML can have different main modalities and auxiliary modalities. There is no correlation between
the number of agents and the number of modalities.

We define our problem in both training and testing phases. In the training phase, we consider a
multi-agent system with N agents collaboratively completing a task. The set of agents is denoted as
Atrain = {A1,A2, . . . ,AN}. The observations of all agents are denoted as X = {x1, x2, . . . , xN},
where xi is the observation acquired by the i-th agent Ai ∈ Atrain. The ground truth label is
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denoted as Y , which can be an object label, semantic class, or a control command (e.g., brake for an
autonomous vehicle). The set of modalities is denoted as Itrain = {I1, I2, . . . , IK}, such as RGB,
LiDAR, Depth, etc, where K is the number of modalities avaiable during training. During training,
each agent has access to all these K modalities.

In the testing phase, we assume there are M agents. The set of test agents is denoted as Atest =
{A1,A2, . . . ,AM}. In addition, the set of modalities is denoted as Itest, which is a subset of Itrain.
The number of modalities available during testing is denoted as L, where L ≤ K. The set of agents
that have access to the j-th modality Ij ∈ Itest is denoted as AIj

test, where AIj

test ∈ Atest, and the
number of agents in this set is given by |AIj

test| = Mj . This means that during testing, each agent
may have access to different number of modalities.

Given the problem definition, we aim to estimate the posterior distribution P (y|X) of the ground
truth label y given all agents’ observations X . During training, we train both a teacher model where
each agent has access to all modalities in Itrain and a student model where each agent has access
to partial modalities in Itest. We employ Knowledge Distillation (KD) to transfer the knowledge
derived from the teacher model to the student model, enabling the student to benefit from additional
information, as illustrated in Figure 1. At test time, we perform inference using the student model,
which relies on the test modality observations Xtest.

Specifically, in the teacher model, each agent has access to all multimodal observations and indepen-
dently processes its local observations to produce embeddings. These embeddings are then shared
among agents based on whether the system operates in a centralized or decentralized manner. If
the system is centralized, all collaborative agents share their embeddings with one designated ego
agent for centralized processing. If the system is decentralized, each agent shares the embeddings
with other agents. Subsequently, the shared embeddings corresponding to the same modality are
aggregated together. Then we fuse (e.g., via concatenation) the aggregated embeddings of differ-
ent modalities to create a comprehensive multimodal embedding. This multimodal embedding is
then passed through a prediction module to produce the teacher model’s final prediction. The stu-
dent model follows a similar network architecture as the teacher. However, instead of processing
all modalities, each agent processes only a single or a subset of modalities, which can vary across
agents. By sharing these embeddings among agents, the student model also constructs a multimodal
embedding, leveraging the different modalities observed by various agents. This multimodal em-
bedding is then used to generate the student model’s prediction. Thus, our approach enables the
student model to maintain strong predictive performance despite missing modalities during testing,
significantly enhancing its robustness and generalizability.

4 ANALYSIS

To compare whether CAML outperforms AML with a single agent theoretically, we analyze from
two key perspectives: uncertainty reduction and data coverage enhancement. Data coverage can
be further discussed from two dimensions: complementary information and information gain. We
aim to address three major questions: (a) Uncertainty Reduction: Does the collaboration among
multiple agents help reduce the variance of the posterior distribution, resulting in more confident
estimates? (b) Complementary Information: Does the collaboration of multiple agents provide
complementary information that increases data coverage? Specifically, does combining observations
from each agent lead to a more accurate and comprehensive prediction compared to using a single
agent? (c) Information Gain: Does the collaboration increase the mutual information between the
observations and the true label?

Uncertainty Reduction. To address question (a) about uncertainty reduction, the prior P (y) is
typically assumed to be Gaussian: P (y) = N (y|µ0, σ

2
0), where µ0 is the prior mean and σ2

0 is the
prior variance.

Single-Agent. In the single-agent case, we assume that only agent Ai is available and its likelihood
P (xi|y) is Gaussian: P (xi|y) = N (xi|µi(y), σ

2
i ), where µi(y) is the mean of the observation xi

given y, σ2
i is the variance of the agent Ai’s observations. The posterior distribution P (y|xi) is

proportional to the product of the prior and likelihood, P (y|xi) ∝ P (y)P (xi|y), which is also
Gaussian. And the posterior variance σ2

single =
(

1
σ2
0
+ 1

σ2
i

)−1
(Murphy, 2007).
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Figure 1: CAML Approach Pipeline. The teacher model (top) aggregates and shares multimodal
embeddings across agents for prediction. In contrast, the student model (bottom) processes a subset
of modalities per agent and shares them to form a multimodal embedding. This allows the student
model to handle missing modalities during testing, while still generating robust predictions. Please
see details in Section 3.

Multi-Agent. In the case of multi-agent collaboration, we model the joint likelihood of the ob-
servations X as a multivariate Gaussian distribution, conditioned on the true target variable y:
P (X|y) = N (X|µX(y),Σ), where µX(y) is the joint mean of the observations from all agents,
conditioned on y, Σ is the covariance matrix, encoding the correlations between the observations
from multiple agents. The posterior P (y|X) ∝ P (y)P (X|y), is another Gaussian, with variance
σ2
multi =

(
1
σ2
0
+ 1TΣ−11

)−1
(Murphy, 2007).

Since 1TΣ−11 ≥ 1
σ2
i

for any i, we have σ2
multi ≤ σ2

single. In the extreme case where all agents’
observations are perfectly correlated (e.g., they all observe the same thing), the posterior variance
would be equivalent to that of a single agent. However, multi-agent collaboration reduces variance
compared to a single agent, as long as the observations are not perfectly correlated, proving that
collaboration reduces uncertainty.

Data Coverage. When comparing data coverage between CAML and AML, we analyze it from
two key dimensions: complementary information and information gain.

Complementary Information. To address question (b) about complementary information, we
study data coverage and information provided by each agent in a multi-agent system. Let the entire
data space be denoted as D, which consists of various subsets. Each agent Ai in the system covers
a subset of this data space: Ci ⊆ D. The overall coverage by the system is given by the union of
all subsets covered by individual agents: Cmulti = ∪N

i=1Ci. This ensures that |Cmulti| ≥ max |Ci|.
If only a single agent is available, it can only observe a portion of the data space, leaving parts of
the space unobserved, which leads to incomplete information for estimating the true label y. We
show an qualitative example of multi-agent collaboration provides complementary information to
enhance data coverage in Fig . 6 in the Appendix.

From a probabilistic perspective, when multi-agent collaboration is in place, the combined likeli-
hood P (X|y) is modeled as a multivariate distribution (as discussed in Section 4). This approach
provides a broader and more accurate representation of the data space by integrating information
from all agents and modeling the dependencies and correlations between them. Compared to a uni-
variate distribution P (xi|y) for a single agent Ai, the multivariate distribution covers a larger portion
of the data space D, thus enhancing data coverage. This allows the exploration of more complex
patterns, relationships, and complementary information from different agents. By capturing a richer
set of interactions and correlations among the agents’ observations, the multivariate distribution sup-
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ports more informed decision-making. The model’s predictions are based on a comprehensive view
of the environment, thus leading to more accurate outcomes.

Information Gain. To address question (c) about information gain, we analyze using information
theory. Let I(y;xi) represent the mutual information between the true label y and agent Ai’s ob-
servation xi, which quantifies how much information xi provides about the estimation of y. The
mutual information between y and the set of all observations X is I(y;X).

In the context of multi-agent collaboration, the joint observations X from multiple agents typically
provide more comprehensive information about the true label y compared to the observation of
any single agent. Therefore, the mutual information I(y;X) is always greater than or equal to the
mutual information from a single agent: I(y;X) ≥ I(y;xi). Thus, the combined observations from
multi-agent collaboration provide more information about y than a single observation, improving
the overall estimate. By leveraging the combined knowledge from multiple agents, the prediction
of y becomes more accurate, reflecting the added value of collaboration. Multi-agent systems are
generally more informative, as the interaction and joint information between agents can reduce
uncertainty about the target variable, as discussed in Section 4.

5 EXPERIMENTS

5.1 COLLABORATIVE DECISION-MAKING IN CONNECTED AUTONOMOUS DRIVING

To evaluate our approach, we first focus on collaborative decision-making in connected autonomous
driving (CAV). This involves making critical decisions for the ego vehicle in accident-prone scenar-
ios, such as determining whether or not to take a braking action.

Data Collection. We utilize a connected autonomous driving simulation that integrates CARLA
(Dosovitskiy et al., 2017) with AutoCast (Qiu et al., 2021). Following prior research (Cui et al.,
2022; Gao et al., 2024), we focus on three complex traffic scenarios prone to accidents due to limited
sensor coverage or obstructed views, as illustrated in Fig. 2: (1) Overtaking: A sedan is blocked
by a truck on a narrow, two-way road with a dashed centerline. The truck also obscures the sedan’s
view of oncoming traffic. The ego vehicle must decide when and how to safely pass the truck. (2)
Left Turn: The ego vehicle attempts a left turn at a yield sign. Its view is partially blocked by a
truck waiting in the opposite left-turn lane, reducing visibility of vehicles coming from the opposite
direction. (3) Red Light Violation: As the ego vehicle crosses an intersection, another vehicle runs
a red light. Due to nearby vehicles waiting to turn left, the ego vehicle’s sensors are unable to detect
the violator.

For each scenario, we collect 24 trials, dividing them into 12 trials for training through behavior
cloning (BC) and 12 trials for testing. Each trial includes RGB images and LiDAR point clouds
captured by a variable number of connected vehicles, along with the ground truth actions of the
ego vehicle. At each timestamp, the ego vehicle has a maximum of three collaborative vehicles,
provided their distance is within a threshold of 150 meters (Gao et al., 2024; Cui et al., 2022). For
each vehicle, both RGB and LiDAR data are used during training, while only RGB data is used
during testing in CAML.

Figure 2: Three accident-prone scenarios in connected autonomous driving: overtaking, left turn,
and red light violation.

Experimental Setup. For processing RGB data, we first resize the image to 224 × 224 and use
ResNet-18 (He et al., 2016) as the encoder to extract a feature map. We then apply self-attention on
the feature map to dynamically compute the importance of features at different locations. After the
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self-attention, we apply three convolution layers with each followed by a ReLU activation. Finally,
we obtain a 256-dimensional feature representation after passing through a fully connected layer.
To facilitate the collaboration and aggregation of RGB feature embeddings from connected vehicles
to the ego vehicle, we use the cross-attention mechanism. For processing the LiDAR data, we use
the Point Transformer (Zhao et al., 2021) as the encoder and utilize the COOPERNAUT (Cui et al.,
2022) model to aggregate LiDAR feature embeddings.

For the training of Knowledge Distillation (KD), we first train a teacher model offline using a binary
cross-entropy loss, where each vehicle has both RGB and LiDAR data. Then we train a student
model to mimic the behavior of the teacher model with only RGB data for each vehicle. For each
data point, the student model receives the same RGB image that the teacher model was given. For
further details on the KD training process, please refer to Appendix A.4. For the prediction module,
we use a three-layer MLP. And for the detailed training settings, please see Appendix A.3.1.

We employ the following two metrics for evaluation: (1) Accident Detection Rate (ADR): This is
the ratio of accident-prone scenarios correctly detected by the model compared to the total ground
truth accident-prone scenarios. An accident-prone case is identified when the ego vehicle performs
a braking action. This metric measures the model’s effectiveness in identifying potential accidents.
(2) Expert Imitation Rate (EIR): This denotes the percentage of actions accurately replicated by
the model out of the total expert actions. It serves to evaluate how well the model mimics expert
driving behavior.
Baselines. We implement the following three baselines for comparison: (1) AML (Shen et al.,
2023): In the AML setting, the ego vehicle operates independently without collaboration with other
vehicles (non-collaborative). Both RGB and LiDAR data are available during training for the ve-
hicle, while only RGB data is available during testing. (2) COOPERNAUT (Cui et al., 2022)
(Single-Agent): Processes LiDAR data during both training and testing. COOPERNAUT uses the
Point Transformer (Zhao et al., 2021) as the backbone, encoding raw 3D point clouds into key-
points. (3) STGN (Gao et al., 2024) (Single-Agent): Utilizes spatial-temporal graph networks for
decision-making, with RGBD data used for both training and testing.

(a) Overtaking (b) Left Turn (c) Red Light Violation

Figure 3: Performance Comparison of CAML Against Baselines. We evaluate performance us-
ing two metrics: Accident Detection Rate (ADR) and Expert Imitation Rate (EIR) across three
accident-prone scenarios: (a) Overtaking, (b) Left Turn, and (c) Red Light Violation. The baselines,
AML, COOPERNAUT, and STGN, operate in a single-vehicle, non-collaborative setting. In con-
trast, CAML demonstrates superior performance across all scenarios compared to these baselines,
benefiting from the multi-agent collaboration.
Baseline Comparison. How well does CAML perform against other methods for decision-
making in CAV? We evaluate CAML against the baselines and present the results in Figure 3, which
demonstrate a clear performance advantage of CAML across all three accident-prone scenarios.
The evaluation metrics, accident detection rate (ADR) and expert imitation rate (EIR), reveal that
CAML consistently outperforms AML, COOPERNAUT, and STGN. In particular, CAML achieves
notable improvements in ADR compared to AML: 13.2% in the overtaking scenario, 32.6% in the
left turn scenario, and a significant 58.3% in the red light violation scenario. The more pronounced
improvements in the left turn and red light violation scenarios can be attributed to the higher com-
plexity of these situations, where restricted views and occlusions present greater challenges for
decision-making. Unlike the overtaking scenario on a two-way road, which is relatively less con-
strained, left turns and red light violations often involve more unpredictable vehicle and pedestrian
interactions, requiring enhanced situational awareness. In these more demanding cases, the collab-
orative framework of CAML proves especially beneficial, as it allows the ego vehicle to aggregate
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additional sensory data from connected vehicles, significantly boosting its capacity to detect poten-
tial accidents and respond proactively, such as applying braking when necessary to avoid collisions.

As detailed in Section 4, the collaborative nature of CAML plays a critical role in reducing the un-
certainty in the decision-making processes. By incorporating sensory data from multiple connected
vehicles, CAML can draw on a richer and more diverse dataset, which enables more reliable predic-
tions. This collaborative approach not only reduces the uncertainty in estimations but also enhances
data coverage by leveraging complementary information from all connected agents. As a result, the
ego vehicle is able to form a more accurate and comprehensive understanding of its environment,
particularly in scenarios where its own sensing capabilities are limited by obstructions or blind spots.
Compared to single-agent systems, where decisions rely solely on local sensory data, the multi-agent
collaboration in CAML allows the ego vehicle to better handle complex driving environments, es-
pecially in accident-prone situations. These baseline comparison results of improvements in safety
and decision-making align well with our theoretical analysis.

(a) Overtaking (b) Left Turn (c) Red Light Violation

Figure 4: Modality-Efficient Superiority of CAML Against STGN with Multi-Agent Settings.
We compare CAML with STGN with multi-agent settings, using ADR and EIR metrics across three
accident-prone scenarios: (a) Overtaking, (b) Left Turn, and (c) Red Light Violation. While STGN
uses both RGB and depth data during testing, CAML relies solely on RGB, yet achieves comparable,
or even better performance. This highlights the effectiveness of CAML, leveraging LiDAR as an
auxiliary modality during training to enhance performance.

Modality-Efficient Superiority. How does CAML compare with other approaches that have ac-
cess to more modalities during testing? By modality-efficient superiority, we refer to a model’s
ability to achieve comparable or even superior performance using fewer modalities compared to
other approaches that rely on a richer set of modalities. We evaluate CAML against STGN (Gao
et al., 2024) with multi-agent settings. CAML uses only RGB data during testing but STGN uses
both RGB and depth data. Both models are evaluated using the same metrics, ADR and EIR, across
the three accident-prone scenarios. Despite the fact that STGN utilizes both RGB and depth data
during testing, CAML achieves comparable, and in some cases superior, performance while relying
solely on RGB data, as illustrated in Figure 4. Notably, CAML exceeds the ADR of STGN by
9.26% in the left-turn scenario, demonstrating that our model can enhance driving safety even when
constrained to fewer modalities. This further underscores the strength of CAML, which effectively
leverages LiDAR data as an auxiliary modality during training to boost performance, even when
such data is unavailable during testing. The fact that CAML matches or exceeds the performance
of a model that uses more data at test time highlights the efficacy of our multi-agent collaboration
approach.

System Generalizability. How effectively does the system generalize when we have fewer agents
during testing compared to training? (e.g., we have multi-agent collaboration during training but
only single agent during testing). We test the case where multi-agent collaboration is used during
training, but only a single agent is present during testing. This test is also motivated by practical
constraints, where in many real-world situations, multi-vehicle connected systems are not available,
we only have a single vehicle. But it is reasonable to have multi-vehicle connected systems with
multiple modalities during training to develop robust models. After training, we can then apply the
model on a single vehicle for inference or testing, which is very valuable in practice and provides a
cost-effective solution.

We compare the performance with other baselines, using the same evaluation metrics of ADR and
EIR, across three accident-prone scenarios. The comparison results are presented in Figure 5. As
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shown, CAML with a single agent during testing outperforms the three baselines across all scenar-
ios, for both ADR and EIR metrics. This demonstrates that even with single agent during testing,
CAML remains highly effective, by utilizing the multi-agent collaboration and auxiliary modalities
provided by the teacher model during training.

(a) Overtaking (b) Left Turn (c) Red Light Violation

Figure 5: System Generalizability of CAML. We evaluate the generalizability of CAML by testing
the case where we have multi-agent collaboration during training, but only a single agent during
testing. The performance is assessed using ADR and EIR across three accident-prone scenarios:
(a) Overtaking, (b) Left Turn, and (c) Red Light Violation. CAML with a single agent during
testing consistently outperforms the three baselines across all scenarios, offering a valuable and
cost-effective solution for practical applications.

Overall, the experimental results clearly illustrate the superiority of our CAML framework. The
ability of CAML to learn a more effective driving policy stems from the collaborative behavior
of multiple agents, which together capture a wider and more nuanced representation of the data
space. This broader coverage enables the ego vehicle to make better-informed decisions, improving
safety and performance, particularly in complex, dynamic, and accident-prone environments where
isolated agents with limited sensing capabilities might struggle.

5.2 COLLABORATIVE SEMANTIC SEGMENTATION FOR AERIAL-GROUND VEHICLES

To further evaluate our approach, we focus on collaborative perception by conducting experiments
with real-world data from aerial and ground vehicles for collaborative semantic segmentation. We
use the dataset CoPeD (Zhou et al., 2024), with one aerial vehicle and one ground vehicle, in two
different real-world scenarios of the indoor NYUARPL and the outdoor HOUSEA. For more details
about the dataset, please refer to Zhou et al. (2024). Additionally, we introduce noise to the RGBD
data collected by the ground vehicle. For both aerial and ground vehicles, RGB and depth data are
used during training, while only RGB data is used during testing in CAML.

Experimental Setup. We adopt the FCN (Long et al., 2015) architecture as the backbone for
semantic segmentation. We resize the input RGB and depth images to 224 × 224. To process
RGB and depth data locally for each vehicle, we use ResNet-18 (He et al., 2016) as the encoder
to extract feature maps of size 7 × 7. The RGB features from both vehicles are shared and fused
through channel-wise concatenation, and the depth features are processed similarly. Then we apply
1× 1 convolution to reduce the fused feature maps to the original channel dimensions for RGB and
depth, respectively. We subsequently apply cross-attention to fuse the RGB and depth feature maps
to generate multi-agent multi-modal feature aggregations. These aggregated features are passed
through the decoder and upsampled to produce an output map matching the input image size.

We first train a teacher model offline for semantic segmentation with aerial-ground vehicles collab-
oration using cross-entropy loss, where each vehicle has both RGB and depth data. Then we train a
student model to mimic the behavior of the teacher model with only RGB data for both aerial and
ground vehicles through Knowledge Distillation (KD). The KD process is similar to that of the col-
laborative decision-making in CAV, please refer to Appendix A.4, but here we use a cross-entropy
loss as the student task loss. For the detailed training settings, please see Appendix A.3.1.

We evaluate performance using the Mean Intersection over Union (mIoU) metric, which quantifies
the average overlap between predicted segmentation outputs and ground truth across all classes. We
compare the performance of CAML with AML (Shen et al., 2023) and FCN (Long et al., 2015).
In the AML approach, only the ground vehicle operates, with RGB and depth data available during
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training but only RGB data used for testing. The FCN approach involves only the ground vehicle
operating with RGB data for both training and testing.

Experimental Results. We present the experimental results in Table 1. CAML demonstrates su-
perior performance in terms of mIoU across both indoor and outdoor environments. Specifically,
CAML achieves an improvement of mIoU for 7.4% in indoor scenario and 10.8% in outdoor sce-
nario compared to AML (Shen et al., 2023). We also present the qualitative results in Fig. 7 in the
Appendix. Despite the noisy input image from the ground vehicle, CAML produces predictions
that are closest to the ground truth. This performance improvement can be attributed to CAML’s
multi-agent collaboration, which provides complementary information to enhance data coverage and
offers a more comprehensive understanding of the scenes. Additionally, the utilization of auxiliary
depth data during training results in more precise segmentation outputs.

Table 1: Experimental results of semantic segmentation on real-world dataset CoPeD (Zhou et al.,
2024) using aerial-ground vehicles in indoor and outdoor environments. CAML achieves the highest
mIoU in both environments.

Approach mIoU (%)
Indoor Outdoor

FCN (Long et al., 2015) 51.20 56.22
AML (Shen et al., 2023) 55.89 60.32
CAML 60.05 66.83

6 CONCLUSIONS AND LIMITATIONS

In conclusion, we propose Collaborative Auxiliary Modality Learning (CAML), a novel framework
that extends the Auxiliary Modality Learning (AML) paradigm to multi-agent systems. Unlike pre-
vious approaches that either concentrate on multi-agent collaboration without addressing modality
reduction or handle multi-modality learning in single-agent settings, CAML unifies these concepts.
It allows agents to collaborate in learning from shared modalities during training but enables ef-
ficient, modality-reduced inference. This approach not only reduces computational cost and data
requirements at test time but also improves the accuracy of predictions by leveraging multi-agent
collaboration. Furthermore, we systematically analyze the effectiveness of CAML from the perspec-
tive of uncertainty reduction and data coverage, providing a theoretical support to understand and
explain why CAML works better than AML. We validate CAML on collaborative decision-making
tasks for connected autonomous driving in complex and accident-prone scenarios, CAML achieves
an improvement up to 58.3% in accident detection compared to AML. Additionally, we validate our
approach on real-world data from aerial-ground vehicles for collaborative semantic segmentation,
achieving up to 10.8% improvement in mIoU compared to AML. These significant enhancements
in driving safety and semantic estimation underscore the practical implications of our framework.

Even though the advancements of CAML, there are some limitations and failure cases. One failure
case is that if the modalities are misaligned, the model may struggle to perform effective fusion,
leading to incorrect predictions. For instance, if modalities such as RGB and depth are captured at
different time intervals or from non-overlapping fields of view, combining them effectively can be
difficult. The auxiliary modalities or views from collaborative agents may become noise, useless
or even degrading performance. Another limitation is the increasing system complexity. As the
number of agents increases, the complexity of the system grows. The fusion of multi-agent and
multi-modal data introduces challenges related to coordination overhead, which may lead to delays
in the collaborative learning process.

Future work can focus on addressing these limitations and failure cases, and further exploring the
applicability of CAML in other domains where multi-agent collaboration with multi-modal data is
essential, and investigating additional strategies to enhance performance during testing with fewer
modalities.
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end-to-end autonomous driving. IEEE Transactions on Intelligent Transportation Systems, 23(1):
537–547, 2020.

Xiaohan Xu, Ming Li, Chongyang Tao, Tao Shen, Reynold Cheng, Jinyang Li, Can Xu, Dacheng
Tao, and Tianyi Zhou. A survey on knowledge distillation of large language models. arXiv
preprint arXiv:2402.13116, 2024.

Hengshuang Zhao, Li Jiang, Jiaya Jia, Philip HS Torr, and Vladlen Koltun. Point transformer. In
Proceedings of the IEEE/CVF international conference on computer vision, pp. 16259–16268,
2021.

Yang Zhou, Jiuhong Xiao, Yue Zhou, and Giuseppe Loianno. Multi-robot collaborative perception
with graph neural networks. IEEE Robotics and Automation Letters, 7(2):2289–2296, 2022.

Yang Zhou, Long Quang, Carlos Nieto-Granda, and Giuseppe Loianno. Coped-advancing multi-
robot collaborative perception: A comprehensive dataset in real-world environments. IEEE
Robotics and Automation Letters, 2024.

Zhuangwei Zhuang, Rong Li, Kui Jia, Qicheng Wang, Yuanqing Li, and Mingkui Tan. Perception-
aware multi-sensor fusion for 3d lidar semantic segmentation. In Proceedings of the IEEE/CVF
International Conference on Computer Vision, pp. 16280–16290, 2021.

13



702
703
704
705
706
707
708
709
710
711
712
713
714
715
716
717
718
719
720
721
722
723
724
725
726
727
728
729
730
731
732
733
734
735
736
737
738
739
740
741
742
743
744
745
746
747
748
749
750
751
752
753
754
755

Under review as a conference paper at ICLR 2025

A APPENDIX

A.1 DATA COVERAGE

We present a qualitative example highlighting how multi-agent collaboration provides complemen-
tary information to enhance data coverage. In a red-light violation scenario for connected au-
tonomous driving, as shown in the following figure, the ego vehicle’s view is obstructed, render-
ing the occluded vehicle invisible. However, collaborative vehicles are able to detect the occluded
vehicle, providing critical complementary information. This additional data helps the ego vehicle
overcome its occluded view, enabling it to make more informed decisions and avoid potential colli-
sions with the occluded vehicle.

Figure 6: Qualitative example of multi-agent collaboration provides complementary information to
enhance data coverage.

A.2 REAL-WORLD AERIAL-GROUND SCENARIOS

A.2.1 COLLABORATIVE SEMANTIC SEGMENTATION FOR AERIAL-GROUND VEHICLES

We present the qualitative results of collaborative semantic segmentation using real-world data from
aerial-ground vehicles in the following figure. Despite the noisy input image from the ground ve-
hicle, CAML produces predictions closest to the ground truth. This performance is attributed to
its multi-agent collaboration, which provides complementary information to enhance viewpoints,
and its utilization of multi-modal depth data during training, enabling more precise segmentation
outputs.

Figure 7: Qualitative results of different approaches on semantic segmentation on real-world data
from aerial-ground vehicles in scenarios of both indoor and outdoor environments. From light to
right, input image for the ground vehicle, ground truth segmentation map, FCN prediction, AML
prediction, and CAML prediction. CAML prediction is the closest to the ground truth.
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A.2.2 ABLATION STUDIES

In the ablation studies, we explore another variant of CAML called Pre-fusion CAML, applied
to the experiment of aerial-ground vehicles collaborative semantic segmentation. However, it is
important to note that this variant can be applied to other domains and experiments as well. In
this variant, each vehicle first locally extract feature maps of size 7 × 7 for both RGB and depth
modalities. Instead of separately fusing the RGB and depth features between the vehicles, we first
fuse the feature maps of RGB and depth within each single vehicle using cross-attention. Then
we share and merge the fused RGBD features between vehicles via concatenation. We also apply
1 × 1 convolution to reduce the feature maps to the original channel dimensions. The multi-agent,
multi-modal feature aggregations then pass through the decoder. Finally, we obtain the output map
by upsampling to match the input image size. The mIoU of the Pre-fusion CAML is similar to that
of CAML, achieving 59.16% and 65.78% for indoor and outdoor environments, respectively. By
comparison, CAML achieves 60.05% and 66.83% in the same settings. Although the fusion order is
different, both versions benefit from robust feature aggregation and multi-agent collaboration, which
ultimately results in better segmentation performance.

Both CAML and its variant Pre-fusion CAML have their advantages, CAML fuses the same modal-
ities across different agents, which provides better alignment because it ensures consistency in fea-
ture representation. And this approach is particularly beneficial when individual agent views are
limited, as CAML effectively leverages diverse viewpoints to provide complementary information,
enhancing overall data coverage. On the other hand, Pre-fusion CAML allows agent-specific con-
textual understanding by fusing different modalities locally within each agent. Furthermore, the
system avoids redundant communication between agents by transmitting multi-modal aggregated
features rather than modality-specific features separately. CAML can easily shift to Pre-fusion
CAML because of the flexibility of our framework, depending on application scenarios.

A.3 COMPLEXITY ANALYSIS

A.3.1 COMPARATIVE TRAINING COMPLEXITY

We report the training complexity of AML (Shen et al., 2023) and CAML for the experiments of
collaborative decision-making in CAV and collaborative semantic segmentation for aerial-ground
vehicles in Table 2 and Table 3, respectively. For the experiments, we employ a batch size of 32 and
the Adam optimizer (Kingma, 2014) with an initial learning rate of 1e−3, and a Cosine Annealing
Scheduler (Loshchilov & Hutter, 2016) to adjust the learning rate over time. The model is trained
on an Nvidia RTX 3090 GPU with AMD Ryzen 9 5900 CPU and 32 GB RAM for 200 epochs.

Table 2: Training complexity of AML and CAML in collaborative decision-making for connected
autonomous driving.

Approach Parameters Time/epoch
AML (Shen et al., 2023) 19.5M 34s
CAML 39.3M 73s

Table 3: Training complexity of AML and CAML in collaborative semantic segmentation for aerial-
ground vehicles.

Approach Parameters Time/epoch
AML (Shen et al., 2023) 13.5M 3s
CAML 25.5M 7s

A.3.2 TIME AND SPACE COMPLEXITY

In CAML, the agents’ embeddings are shared based on whether the system operates in a central-
ized or decentralized manner. If the system is a centralized, all collaborative agents share their
data with one designated ego agent for centralized processing. Each of the N − 1 collaborative
agents performs its local computation independently, with a time complexity of O(Tc) and a space

15



810
811
812
813
814
815
816
817
818
819
820
821
822
823
824
825
826
827
828
829
830
831
832
833
834
835
836
837
838
839
840
841
842
843
844
845
846
847
848
849
850
851
852
853
854
855
856
857
858
859
860
861
862
863

Under review as a conference paper at ICLR 2025

complexity of O(Sc), where Tc represents the time required for local computation, and Sc is the as-
sociated space. Thus, the total computation time and space complexities for all collaborative agents
are O(Tc(N − 1)) and O(Sc(N − 1)), respectively. For simplicity, assuming each communication
from one collaborative agent to the ego agent consumes O(D) time complexity and O(M) space
complexity, where D is the time required for communication and M is the corresponding space.
Therefore, the total communication time and space complexities for gathering information at the
ego agent are O(D(N − 1)) and O(M(N − 1)), respectively. Then the ego agent aggregates the
received data, running a model, having a time and space complexity O(Te) and O(Se), where Te

and Se represent the time and space required for the ego agent’s computation. So the total time and
space complexities are O(Tc(N − 1) +D(N − 1) + Te) and O(Sc(N − 1) +M(N − 1) + Se),
respectively.

If the system is decentralized, each agent performs its local computation and shares information
with other agents. For simplicity, let the local computation for a single agent has a time complexity
of O(T ), where T is the time required for local computation. Assume that communication from
one agent to another agent requires O(D) time complexity and O(M) space complexity, where D
represents the time of communication between two agents, and M denotes the space required for
such communication. For N agents, the total computation time complexity is O(NT ). In the worst
case, each agent share data with all other agents, this can result in O(N2D) for pairwise sharing. So
the total time complexity is O(NT +N2D). For space complexity, the storage requirement for all
agents is O(NS), where S is the space needed per agent. Communication between agents adds an
additional complexity of O(N2M). So the total space complexity is O(NS+N2M). In the typical
case, if each agent communicates with only other k agents (k ≪ N ) rather than all N − 1 agents.
The total time and space complexities become O(NT +NkD) and O(NS+NkM), respectively.

A.4 KNOWLEDGE DISTILLATION

We begin by training a teacher decision-making model T offline using both RGB and LiDAR data,
with a binary cross-entropy loss: LBCE(y, T ) = −ED

[
yi log(pi) + (1− yi) log(1− pi)

]
, where D

is the dataset, yi is the ground truth indicating whether the vehicle should brake, pi is the predicted
probability by the teacher model T . The student model S is trained to mimic the behavior of the
teacher model while having less modalities. For each data point, the student model receives the same
RGB image that the teacher model was given. The loss for the student model is a combination of
two terms: the distillation loss using KL divergence between the student output and teacher output
(soft targets), and the student task loss, which is the binary cross entropy loss between the student
output and the true labels (hard targets). The soft targets from the teacher enrich learning with class
similarities, while hard targets ensure alignment with true labels.

The soft targets are generated by applying a temperature scaling to the logits. The scaled logits
are defined as: zi = exp (zi/t)

exp (z0/t)+exp (z1/t)
, where zi is the logit for class i and t is the temperature

parameter. The distillation loss is defined as: LKD(S, T ) = −
∑

zTi log(zSi ), where zTi and zSi
are the soft target probability from the teacher and student model, respectively. The overall loss
for the student model is a weighted sum of the distillation loss and the binary cross-entropy loss:
LS = (1−α)LBCE(y,S)+αt2LKD(S, T ), where α is a hyperparameter that controls the trade-off
between the two losses. We use α = 0.5 and t = 3.0.

After the training of knowledge distillation process, we obtain a student model that uses only RGB
data while learning from a teacher model that has access to both RGB and LiDAR data. This
enables the student model to be effective during testing with only RGB data. Additionally, by
leveraging knowledge distillation, the student model benefits from the additional insights provided
by the LiDAR data during training, learning more effectively compared to training solely with RGB
data.

16


	Introduction
	Related Work
	Collaborative Auxiliary Modality Learning
	Analysis
	Experiments
	Collaborative Decision-Making in Connected Autonomous Driving
	Collaborative Semantic Segmentation for Aerial-Ground Vehicles

	Conclusions and Limitations
	Appendix
	Data Coverage
	Real-World Aerial-Ground Scenarios
	Collaborative Semantic Segmentation for Aerial-Ground Vehicles
	Ablation Studies

	Complexity Analysis
	Comparative Training Complexity
	Time and Space Complexity

	Knowledge Distillation


