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Abstract

While transformer models exhibit strong capa-001
bilities on linguistic tasks, their complex archi-002
tectures make them difficult to interpret. Re-003
cent work has aimed to reverse engineer trans-004
former models into human-readable representa-005
tions called circuits that implement algorithmic006
functions. We extend this research by analyz-007
ing and comparing circuits for similar sequence008
continuation tasks, which include increasing009
sequences of Arabic numerals, number words,010
and months. By applying circuit interpretabil-011
ity analysis, we identify a key sub-circuit in012
GPT-2 responsible for detecting sequence mem-013
bers and for predicting the next member in a014
sequence. Our analysis reveals that semanti-015
cally related sequences rely on shared circuit016
subgraphs with analogous roles. Overall, doc-017
umenting shared computational structures en-018
ables better model behavior predictions, identi-019
fication of errors, and safer editing procedures.020
This mechanistic understanding of transformers021
is a critical step towards building more robust,022
aligned, and interpretable language models.023

1 Introduction024

Transformer-based large language models (LLMs)025

like GPT-4 have demonstrated impressive natu-026

ral language capabilities across a variety of tasks027

(Brown et al., 2020; Bubeck et al., 2023). How-028

ever, these models largely remain black boxes due029

to their complex, densely connected architectures.030

Understanding how these models work is important031

for ensuring safe and aligned deployment, espe-032

cially as they are already being used in high-impact033

real-world settings (Zhang et al., 2022; Caldarini034

et al., 2022; Miceli-Barone et al., 2023).035

Several researchers argue that the ability to inter-036

pret AI decisions is essential for the safe implemen-037

tation of sophisticated machine learning technolo-038

gies (Hendrycks and Mazeika, 2022; Barez et al.,039

2023). Previous studies show that AI interpretabil-040

ity is vital for AI safety, for catching deception,041

and for addressing misalignment (Barredo Arrieta 042

et al., 2020; Amodei et al., 2016). Mechanistic in- 043

terpretability, a sub-field of interpretability, aims to 044

reverse engineer models into understandable com- 045

ponents (such as neurons or attention heads) (El- 046

hage et al., 2021). By uncovering underlying mech- 047

anisms, researchers can better predict model behav- 048

iors (Mu and Andreas, 2020; Foote et al., 2023) 049

and understand emergent phenomena (Nanda et al., 050

2023; Quirke and Barez, 2023; Marks et al., 2023). 051

Recent work in interpretability has uncovered 052

transformer circuits that implement simple linguis- 053

tic tasks, such as identifying indirect objects in 054

sentences (Wang et al., 2022). However, only a 055

few studies have focused on the existence of shared 056

circuits (Merullo et al., 2023), in which circuits 057

utilize the same sub-circuits for similar tasks. Iden- 058

tifying shared circuits assists in aligning AI via 059

methods such as model editing (Meng et al., 2023), 060

which precisely targets problematic areas for more 061

efficient re-alignment without erroneously altering 062

healthy components. Documenting the existence 063

of shared circuits enables safer, more predictable 064

model editing with fewer risks, as editing a cir- 065

cuit may affect another if they share sub-circuits 066

(Hoelscher-Obermaier et al., 2023). Therefore, 067

interpretability enables safer alignment by under- 068

standing adverse effect prevention. 069

While models use the same components for 070

different tasks, such as when there are far more 071

tasks/features than neurons (Elhage et al., 2022), 072

our focus is on locating components which are 073

shared due to similar, re-usable functionality, and 074

not for vastly different functionalities. Our work 075

tackles the hypothesis that LLMs may re-use cir- 076

cuits across analogous tasks that share common 077

abstractions. For instance, similar sequence con- 078

tinuation tasks, such as number words ("one two 079

three") and months ("Jan Feb Mar"), can be analo- 080

gously mapped to one another via the natural num- 081

ber abstraction (eg. one and Jan are mapped to 1). 082
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As these tasks share a common abstraction, LLMs083

may have learned to efficiently re-use components084

that utilize shared patterns. Understanding how085

LLMs re-use components based on commonalities086

can shed light on how they represent and associate087

semantic concepts with one another (Gurnee and088

Tegmark, 2023). Not only would this enhance un-089

derstanding of how LLMs actually perceive infor-090

mation, but it may have potential applications in091

transfer learning (Zhuang et al., 2020).092

Thus, in this paper, we demonstrate the existence093

of shared circuits for similar sequence continuation094

tasks, as the similarity across these tasks is clear,095

allowing us to cleanly pinpoint functionality. Our096

key finding is that there exist shared sub-circuits097

between similar tasks in GPT-2 (Radford et al.,098

2019), where the shared components have the same099

functionality across tasks. As shown in Figure 1,100

the circuit for continuing a sequence of numerals101

shares a sub-circuit with the circuit for continu-102

ing a sequence of number words, which generally103

handles sequence continuation functionality.104

The main contributions of this work are: (1) The105

discovery of shared circuits for sequence contin-106

uation tasks, (2) Finding that similar tasks utilize107

sub-circuits with the same functionality, and (3) A108

simple iterative approach to find circuits at a coarse109

granularity level. This advances our understand-110

ing of the mechanisms of how transformer models111

generalize concepts by re-using components.112

2 Background and Related Work113

Transformer Models. We analyze LLM114

transformer-based models with a vocabulary size115

V . The model takes an input sequence (x1, . . . , xp)116

where each xi ∈ {1, . . . , V }. Tokens are mapped117

to de-dimensional embeddings by selecting the xi-118

th column of E ∈ Rde×V (Vaswani et al., 2017).119

Attention Head. A transformer model consists120

of blocks of attention heads, which each consists121

of two matrices: the QK matrix that outputs the122

attention pattern Ai,j ∈ RN×N , and the OV matrix123

that outputs to the residual stream. The output of124

an attention layer is the sum of attention heads hi,j .125

We use the notation L.H for attention heads, where126

L is a layer index and H is a head index in layer L.127

Multi-Layer Perceptron. Each attention layer128

output is passed to a Multi-Layer Perceptron129

(MLP). The MLPs in transformers are generally130

made of two linear layers with a ReLU activation131

function in between.132

Residual Stream. Attention head and MLP out- 133

puts are added to the residual stream, from which 134

components read from and write to. Components in 135

non-adjacent layers are able to interact via indirect 136

effects from the additivity of the residual stream 137

(Elhage et al., 2021). 138

Circuit Discovery. To analyze computations 139

within models, a recent approach has been to find 140

circuits, which are subgraphs of neural networks 141

that represent algorithmic tasks (Elhage et al., 142

2021). In transformer circuits, evidence has shown 143

that in general, MLPs associate input information 144

with features (Geva et al., 2020), while attention 145

heads move information (Olsson et al., 2022). 146

Prior work has employed causal interventions 147

to locate circuits for specific tasks (Meng et al., 148

2023; Vig et al., 2020), such as for the Indirect 149

Object Identification (IOI) task, in which the goal 150

is to complete sentences with the correct subject 151

(Wang et al., 2022). One type of causal interven- 152

tion is called knockout, which, after a model has 153

processed a dataset, replaces (or ablates) the acti- 154

vations of certain components with other values, 155

such as activations sampled from another distri- 156

bution. The sampled activations may come from 157

a corrupted dataset, which outputs the wrong an- 158

swer, but resembles the same dataset without the 159

information of interest (eg. "1 2 3" becomes "8 1 160

4" to preserve information about numbers, while 161

removing sequence information). After running 162

again, if the ablated nodes do not change model 163

performance much, they are deemed as not part of 164

a circuit of interest. 165

Another type of causal intervention is activation 166

patching, which takes the corrupted dataset as in- 167

put, and then restores the activations at a certain 168

component with the original activations to observe 169

how much that restored component recovers the 170

original performance. Path patching is a differ- 171

ent type of patching that allows for a more precise 172

analysis of an intervention’s effect on a particular 173

path (Goldowsky-Dill et al., 2023). It can be per- 174

formed by ablating component interactions, mea- 175

suring the effect of one component on another. The 176

Automatic Circuit DisCovery (ACDC) technique 177

employs iterative patching automatically find cir- 178

cuit graphs for given tasks (Conmy et al., 2023); 179

however, this technique only seeks to automate 180

finding the connectivity of circuit graphs, and not 181

their functionality interpretation. 182
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Figure 1: Simplified circuit show important components for the Increasing numerals (red) and Increasing Number
Words (blue) tasks merged into one diagram. The purple portions denote a shared, entangled sub-circuit across both
tasks. For demonstration simplicity, components exclusive to each tasks’ circuit are not shown. In §5.2.1, "Number
Detection" Head 4.4 is generalized as an "Adjacent Member Detection" Head.

Model Interpretability of Sequential Tasks.183

(Hanna et al., 2023) found circuits for "greater-184

than" sequence tasks; one such task, for instance,185

would be completing the sentence, “The war lasted186

from the year 1732 to the year 17”, with any valid187

two-digit end years (years > 32). Greater-than tasks188

allow any year greater than a value to be valid,189

which differs from our sequence completion tasks190

that only have one valid answer. The authors noted191

that "similar tasks had similar, but not identical, cir-192

cuits", but all the tasks they tested were on greater-193

than number tasks, and not on non-number tasks194

such as months. In our work, we study similar tasks195

that are more dissimilar in their content.196

Shared Circuits for Similar Tasks. Locating197

shared circuits is a relatively new research topic.198

Previous studies have noted that circuits for the199

Induction task (Olsson et al., 2022) are found in200

circuits for the IOI task. Recently, (Merullo et al.,201

2023) discovered shared circuits for the IOI task202

and Colored Objects task (where the aim is to iden-203

tify the correct color for an object given a set of204

colored objects). The authors utilized an interven-205

tion experiment to improve the Colored Objects206

circuit by modifying subject inhibition heads of the207

IOI circuits to inhibit the wrong color answers. In208

our paper, we focus on tasks which are much more209

similar and map to a common abstraction. While210

the IOI task and Colored Objects task both share211

similar sub-tasks such as "inhibiting tokens", the212

focus of our paper is on enhancing our understand-213

ing of how LLMs represent analogous concepts by214

discovering sub-circuits which represent common215

abstractions, instead of just shared sub-tasks.216

3 Methodology217

Circuit Discovery Process. Our approach be-218

gins by applying iterative pruning to obtain con-219

nectivities for circuits of similar tasks. Then, we 220

employ methods to deduce component functional- 221

ities shared by similar tasks. We approach circuit 222

discovery in two types of stages: 1 223

1. Connectivity Discovery consists of apply- 224

ing causal mediation analysis techniques for 225

identifying important connections for varying 226

component granualarity levels (eg. residual 227

stream, attention head, MLP, neuron). 228

2. Functionality Discovery aims to describe the 229

tasks handled by circuit components, labeling 230

them with interpretable semantics. 231

3.1 Connectivity Discovery Methods 232

Metrics. We utilize the logit difference to measure 233

model task capability by taking the difference be- 234

tween the correct token LC and an incorrect token 235

logit LI . The incorrect logit may be chosen as a 236

token that is not the correct token. To compare 237

an ablated model with the unablated model, we 238

employ the performance score, a percentage cal- 239

culated as the logit difference of the ablated model 240

over the logit difference of the unablated model. 241

Iterative Pruning for Nodes. To search for 242

circuit components, we use a knockout method 243

that ablates one candidate component (node) at a 244

time and checks how much performance falls. This 245

method begins with all the components as a can- 246

didate circuit. At each step, ablation is performed 247

by patching in the mean activations of a corrupted 248

dataset at a candidate node, plus all the nodes not 249

in our candidate circuit. If performance falls below 250

Tn, a user-defined performance threshold, the node 251

is kept for the candidate circuit, as it is deemed 252

necessary for the task. Else, it is removed. 253

1The methods we apply to one stage may also yield infor-
mation about another stage.
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We start by removing components from the last254

layer, continuing until the first layer; we call this255

procedure the backward sweep. At each layer dur-256

ing the backward sweep, we first ablate the layer’s257

MLP, and then consider its attention heads. Next,258

we then prune again from the first layer to the last259

layer; we call this the forward sweep. At each layer260

during the forward sweep, we first ablate each at-261

tention heads, and then its MLP. We continue it-262

erating by successive backward-forward sweeps,263

stopping when no new components are pruned dur-264

ing a sweep. The output is the unpruned node set.265

This method may be considered as a simpli-266

fied and coarser variation of ACDC (Conmy et al.,267

2023), which decomposes heads into key, query,268

and value (qkv) vector interactions. As head out-269

puts deemed unimportant may also be unimportant270

when decomposed, our method first filters nodes at271

a coarse level, then decomposes heads into separate272

(qkv) nodes during edge pruning. 2273

Iterative Path Patching for Edges. After find-274

ing circuit nodes, we utilize path patching to obtain275

interactions (edges) between them. Edges denote276

nodes with high effects on other nodes 3. We apply277

a form of iterative path patching which works back-278

wards from the last layers by finding earlier com-279

ponents that affect them. First, we ablate the nodes280

pruned from iterative node pruning. Then, we ab-281

late one candidate edge of the unablated nodes at a282

time. Using the same order as the backward sweep,283

we take a node as a receiver and find the sender284

nodes that have an important effect on it. If patch-285

ing the effect of sender A on receiver B causes the286

model performance to fall below threshold Te, the287

edge is kept; else, it is removed.288

For example, if node pruning found a circuit that289

obtains a 85% score above Tn = 80%, we now290

measure which circuits with the ablated nodes and291

the ablated candidate edge still have performance292

above Te = 80% 4. Performing node pruning be-293

fore edge pruning filters out many nodes, reducing294

the number of edges to check. After edge pruning,295

nodes without edges are removed. This method has296

2While the graphs found by ACDC utilize even finer gran-
ularity levels than just head decomposition, the authors of
the paper note that different granularity levels are valid based
on analysis goals (eg. (Hanna et al., 2023) analyze at a level
without head decomposition). We find our chosen granularity
level to be sufficient for analyzing shared circuits.

3As the residual stream allows for indirect effects, edges
may be between components at non-adjacent layers,

4The edge pruning threshold Te may be the same or differ-
ent as the node pruning threshold Tn.

similarities to the path patching used by (Hanna 297

et al., 2023), but with several differences, such as 298

using our performance metric as a threshold. 299

3.2 Functionality Discovery Methods 300

Attention Pattern Analysis. We analyze the 301

QK matrix of attention heads to track informa- 302

tion movement from keys to queries. When we 303

run attention pattern analysis on sequences com- 304

prised solely of sequence member tokens such as 305

“1 2 3 4”, there are no other ‘non-sequence mem- 306

ber’ words to compare to, so it is hard to tell what 307

‘type’ of token each head is attending to. Thus, we 308

measure what types of tokens the heads attend to 309

by using prompts that contained these sequences 310

within other types of tokens, such as "Table lost in 311

March. Lamp lost in April." 312

Component Output Scores. We analyze head 313

outputs by examining the values written to the resid- 314

ual stream via the heads’ output matrices (OV), al- 315

lowing us to see what information is being passed 316

by each head along in the circuit. These values 317

are measured by component output scores; we uti- 318

lize a "next sequence" score that measures how 319

well a head, given sequence token I , outputs token 320

I + 1. The details of this method are described in 321

Appendix F. 322

Logit Lens. Logit lens is a method for under- 323

standing the internal representations by unembed- 324

ding each layer output into vocabulary space and 325

analyzing the top tokens (Nostalgebraist, 2020). 326

We use logit lens to uncover the layer at which 327

the predicted token goes from the ’last sequence 328

member’ to the ’next sequence member’. 329

4 Discovering Circuit Connectivity 330

In this section, we describe the experimental setup 331

for our ablation experiments. We observe that there 332

are multiple circuits, with slight variations between 333

them, that have similar performances for the same 334

task. However, we find that important heads are of- 335

ten found in most circuits, regardless of the method, 336

metric or dataset choices. Thus, we focus more on 337

the "big picture" comparison of scores and on the 338

most important heads, and less on the exact vari- 339

ations between scores or the less important heads. 340

We ran experiments on a NVIDIA A100 GPU. 341

Model. We test on GPT-2 Small (117M param- 342

eters), which has 144 heads and 12 MLPs. 343

Task Comparison. We compare increasing se- 344

quences of: (1) Arabic Numerals (or ’Numerals’), 345
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(2) Number Words, and (3) Months.346

Datasets. We run a generated prompts dataset of347

length 4 sequences (eg. 1 2 3 4). We found that the348

model could continue Numerals sequences even349

past 1000. However, our focus in this paper is not350

on finding circuits only for Numeral sequences, but351

on prompt types that share a common abstraction.352

Thus, to better compare numbers to months, we353

use sequences ranging from 1 to 12.354

For each task, we generate samples by placing355

our sequence members among non-sequence to-356

kens. For instance, one sample may be ’Kyle was357

born in February. Anthony was born in March.358

Grant was born in April. Madison was born in’.359

Placing sequence members amongst non-sequence360

tokens allows us to evaluate the circuit represen-361

tation of the shared sub-task of how the model se-362

lects sequence members from non-sequence mem-363

bers. We generate a total of 1536 samples per task;364

thus, there are 4608 total samples. More discussion365

about datasets is found in Appendix A.366

Corrupted Datasets. We corrupt sequence in-367

formation by using randomly chosen tokens of a368

similar sequence type (eg. ’1 2 3’ is replaced with369

’8 1 4’). The non-sequence tokens are kept the370

same, while the sequence members are replaced.371

Metric. We measure using logit difference372

using the last sequence member as the incorrect373

token (eg. 1 2 3 has 4 as correct, and 3 as incorrect).374

4.1 Shared Sub-Circuits for Similar Sequence375

Continuation Tasks376

We discover shared sub-circuits across the three377

sequence continuation tasks. Figure 2 combines378

all three circuits into one graph 5. These circuits379

were found using a performance threshold of Tn =380

Te = 80%. There is a sub-circuit found across the381

circuits for all three tasks, which includes heads382

4.4, 7.11 and 9.1, which we show to be important383

in Table 2. As seen in both Figure 2 and in Table384

4 in Appendix C, in which only head 0.5 of the385

Numerals circuit is not part of the Number Words386

circuit, the Numerals circuit is nearly a subset of387

the Number Words circuit. This suggests that the388

Number Words circuit uses the Numerals circuit as389

a sub-circuit, but requires additional components390

to make accurate predictions.391

In Table 1, we compare every task’s circuit with392

other similar tasks, isolating each circuit by resam-393

5Due to the (qkv) circuit’s large display size, we show the
circuits with (qkv) decomposition in Appendix C.

pling ablation on non-circuit components. First, 394

we observe that in general, the model cannot per- 395

form well on these tasks for non-sequence-task 396

circuits. For instance, we show that the model has 397

negative performance for all tasks when run on 398

the IOI circuit. The negative values mean that the 399

(LC)− (LI) < 0 in the ablated circuit, indicating 400

bad performance. 401

We observe that for the Numerals task, the model 402

performs better on the Number Words circuit than 403

the Numerals circuit, which may be because the 404

Numerals circuit is nearly a sub-circuit of the Num- 405

ber Words circuit. It is possible to find a Numer- 406

als circuit with higher performance by setting the 407

threshold higher. However, this paper’s pruning 408

methods attempt to find minimal circuits with only 409

necessary components above a certain threshold; 410

they do not seek to find the circuit with the most 411

optimal performance 6. 412

For the Number Words task, the model only per- 413

forms well with the Number Words circuit, as this 414

task may require more components than the other 415

two. On the other hand, for the Months task, the 416

model performs even better than the unblated cir- 417

cuit for all sequence-task circuits, indicating that 418

this task may not require as many components as 419

the other two. Due to components such as inhi- 420

bition heads (Wang et al., 2022), ablating certain 421

heads may allow the model to perform better for 422

specific tasks, though may hurt its ability on other 423

tasks. Overall, these results show that these tasks 424

do not use the exact same circuit, but may have par- 425

tially good performance on other sequence task’s 426

circuits due to shared sub-circuit(s). 427

Several important attention heads are identified 428

across various circuits. We define a head as im- 429

portant if their ablation from a circuit causes an 430

average drop of at least -20% performance for all 431

tasks 7. Table 2 compares the importance of these 432

attention heads for our tasks. We note that ablating 433

heads 0.1, 4.4, 7.11, and 9.1 cause drops >20% for 434

all three circuits, while ablating 1.5% causes a drop 435

>20% for Numerals and Number Words circuits. 436

MLP Connectivity. For all tasks, we find that 437

several MLP ablations cause a >20% performance 438

drop. In particular, MLP 9 causes a substantial 439

drop of more than 90%. These results are found in 440

6One can obtain circuits with >100% performance by set-
ting the threshold to be 100.

720% is chosen due to using Tn = 80%, so that for many
removal order variations, a component with a 20% importance
cannot be removed, unless there are alternative backups.
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Figure 2: A Numerals Sequence Circuit (red), a Number Words Sequence Circuit (blue), a Months Sequence Circuit
(gold). The overlapping sub-circuit parts are coded as follows: Numerals and Number Words only are in purple,
Numerals and Months only are in orange, Number Words and Months only are in green, and All Three Tasks are in
white with black edges. The most important sub-circuit components are in gray with a bold outline. Resid_post
denotes the residual stream state right before the linear unembedding to logits.

Table 1: Performance Scores for Figure 2 Circuits’ Components (cols) run on Similar Tasks (rows)

Numerals Task NumWords Task Months Task

Numerals Circuit 81.01% 48.41% 113.52%

Number Words Circuit 87.35% 81.11% 103.64%

Months Circuit 43.74% 32.36% 80.30%

IOI Circuit -6.70% -15.82% -9.20%

Appendix D.441

5 Explaining Shared Component442

Functionalities443

5.1 Sub-Circuit Hypothesis444

We hypothesize how the important shared compo-445

nents for the three tasks work together as a func-446

tional sub-circuit. We define sub-tasks that all three447

sequence continuation tasks share: (1) Identifying448

Sequence Members and (2) Predicting the Next449

Member after the Most Recent Member.450

Our hypothesis is that early heads, in particu-451

lar 1.5 and 4.4, identify similar, adjacent sequence452

members, such as numbers or Months, without453

yet attending to the distinction of which numbers454

should be focused on more than others. Following455

this, information is passed further along the model456

to heads, such as 7.11, to discern consecutive num-457

ber sequences and deem the two most recent el-458

ements as more significant. This information is 459

then conveyed to head 9.1 to put more emphasis on 460

predicting the next element in the sequence. Lastly, 461

the next element calculation is done primarily by 462

MLP 9. Thus, this sub-circuit would represent an 463

algorithm that carries out the sub-tasks shared for 464

all three tasks. This section details evidence that 465

supports this circuit hypothesis. 466

5.2 Attention Head Functionality 467

Duplicate Head Head 0.1 was noted to be a Dupli- 468

cate Token Head by (Wang et al., 2022), in which it 469

recognizes repeating patterns. As we did not note 470

that 0.1 had any effects on sequence members in 471

particular, given our non-sequence token patterns, 472

it is likely that 0.1 is recognizing all repeating pat- 473

terns in general, which is prevalent in our dataset. 474

Though it plays an important role for this sub-task, 475

it does not appear specific to sequence continua- 476

tion. 477
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Table 2: Drop in Task Performance when a Head is Removed from a Circuit in Figure 2.

Important Head Numerals NumWords Months

0.1 -44.29% -78.74% -52.10%

4.4 -33.19% -34.11% -73.16%

7.11 -41.64% -44.78% -45.37%

9.1 -34.94% -27.74% -43.03%

1.5 -27.83% -18.65% -

5.2.1 Sequence Member Detection Heads478

We discover a "similar member" detection head 1.5,479

and a "sequence member detection" 4.4. Attention480

pattern analysis reveals that these heads detect how481

sequence members (as queries) attend to sequence482

members (as keys) of the same type, such as nu-483

merals. To determine if this detection only occurs484

if the sequence members are in sequential order, or485

if this occurs even if they are not, we input prompts486

with Numerals in random order but with Months in487

sequential order. In Figure 3, we observe, for head488

1.5, similar types attend to similar types. However,489

for head 4.4, Months attend to Months, but Nu-490

merals do not attend to Numerals, as the Numerals491

are not in sequential order. Therefore, in general,492

both heads 1.5 and 4.4 appear to detect similar to-493

ken types that belong to an ordinal sequence such494

Numerals or Months, but head 4.4 acts even more495

specifically as an adjacent sequence member detec-496

tion head. More discussion about these attention497

patterns are in Appendix G.498

5.2.2 Last Sequence Token Detection Head499

In Figure 2, there is an edge from heads 1.5 and500

4.4 to 7.11, showing 7.11 obtaining sequence token501

information from earlier heads. Then, we observe502

in Figure 4 that for head 7.11, query tokens attend503

to its previous key tokens, indicating 7.11 acts like504

a "Previous Token" head. Noticeably, at the last505

query token, the strongest attention appears to be506

from the non-sequence tokens to the sequence to-507

kens. This head may "ordering" identified sequence508

tokens to send to the last token, or it may be figur-509

ing out the pattern at which token the model should510

predict the next member of the identified sequence;511

for instance, it notices that after each non-number512

token often follows the next member of the number513

sequence.514

5.2.3 Next Sequence Head 515

Figure 2 shows that head 9.1 receives information 516

from both head 4.4 and 7.11. Head 9.1, shown 517

in Figure 5, pays strong attention to only the last 518

member of the sequence, and it appears to attend 519

even stronger to the last member than 7.11. 520

Next Sequence Scores. To check that head 9.1 521

outputs next sequence tokens, we study its com- 522

ponent output scores. Table 3 shows that given a 523

numeral token I as input (eg. 1), head 9.1 often 524

outputs a token I+1 or higher (eg. 2). For numerals 525

between 1 and 100, its next score is 87%, while 526

its copy score is 59%. We also note that the next 527

sequence scores of most heads are low, with an 528

average of 3.29%, and that head 9.1 has the highest 529

next sequence score. Thus, it seems to function as 530

a "next sequence head". This is reinforced by the 531

next sequence score for number words, which is 532

90.63%, while the average for all attention heads 533

is 2.97%. Although head 9.1 does not appear to 534

output months given any month token, we observe 535

something peculiar: 9.1 is the only head that will 536

output the next rank given a month (eg. given 537

"February", output "third", and its "next rank given 538

month" score is 31.25%. This appears to be related 539

to how months can be mapped onto ranks. 540

Table 3: The top-3 tokens output tokens after OV Un-
embedding head 9.1 for several input tokens.

Token Top-3 Tokens after Unembed

‘78’ ’ 79’, ‘80’, ‘81’

‘six’ ’ seventh’, ’ eighth’, ’ seven’

‘August’ ‘ighth’, ‘eighth’, ‘ninth’
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Figure 3: Attention Patterns for (a) Head 1.5 and (b) Head 4.4. Lighter colors mean higher attention values. For
each of these detection patterns, the query is shown in green, and the key is shown in blue. The Months are in
sequential order, but the Numerals are not. We observe for head 1.5, similar types attend to similar types. However,
for head 4.4, Months attend to Months, but that Numerals do not attend to Numerals.

Figure 4: Head 7.11 Attention Pattern for Numerals.
At the last token, head 7.11 has attends more to later
numbers. The previous token offset pattern is in dark
green.

Figure 5: Head 9.1 Attention Patterns shows it pays
strong attention to only the most recent number.

5.3 MLP Functionality 541

For all sequence types, logit lens reveals that the 542

model does not predict the correct answer before 543

MLP 9. However, after the information is pro- 544

cessed through MLP 9, the model outputs the next 545

sequence member. These findings suggests that 546

MLP 9 is largely responsible for finding the next 547

sequence member, even more so than Head 9.1, 548

which may just be boosting this information and/or 549

acting as a backup component. Logit lens results 550

can be found in Appendix §D. 551

6 Conclusion 552

Understanding the inner workings of neural net- 553

works such as transformers is essential for foster- 554

ing alignment and safety. In this paper, we iden- 555

tify that across similar sequence continuation tasks, 556

there exist shared sub-circuits that exhibit similar 557

functionality. Specifically, we find sequence token 558

detection heads and components associated with 559

next sequence outputs. The aim of this work to ad- 560

vance our understanding of how transformers dis- 561

cover and leverage shared computational structures 562

across similar tasks. By locating and comparing 563

these circuits, we hope to gain insight into both 564

the inductive biases that allow efficient generaliza- 565

tion in these models and their semantic represen- 566

tations of abstract concepts, which may provide 567

evidence for hierarchical associations. In future 568

work, we plan to investigate how shared circuits 569

affects model editing. 570
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Limitations571

As the research topic of our work is relatively new,572

the aim of this paper is to first investigate shared573

circuits for simple tasks. This way, later work may574

build upon it to look for shared circuits for more575

complex tasks that are more important for AI safety.576

We discuss limitations of this paper in this section.577

Number of Models. As it is common for many578

well-received interpretability papers to focus on579

analyzing one model (Wang et al., 2022; Conmy580

et al., 2023; Hanna et al., 2023; Nanda et al., 2023)581

or even just one attention head (McDougall et al.,582

2023), we only analyze one model. We plan to583

investigate this phenomenon for multiple models,584

including toy models and larger models, that can585

perform other types of sequence continuation in fu-586

ture work. This future work may include Fibonacci587

sequences, or comparing circuits for adding 2 (e.g.588

2 4 6 8 10) vs circuits for multiplying 2 (e.g. 2589

4 8 16 24), studying if the model uses diverging590

circuits to differentiate between the two tasks while591

still computing parts of them using shared circuits.592

Dataset Size. As there are only twelve months,593

the number of possible continuing sequences was594

limited. Additionally, even if months were not595

used, GPT-2 also has limited prediction ability for596

number word sequences, as detailed in Appendix597

A. However, our dataset size for the months con-598

tinuation task fully captures all of the months; in599

contrast, a small dataset size brings more issues600

when it does not capture all of the true distribution.601

Task Complexity. Though sequence continu-602

ation may be seen as possibly simply associating603

what comes after every sequence member, the aim604

of our work is to find how this task is internally605

represented, even if it is done by simple association.606

Previous works have investigated how association607

is done by MLPs (Geva et al., 2020), so understand-608

ing how language models associate information can609

shed light on how it represents similar concepts.610

Future Work. In the future, we plan to611

dive deeper into this study, such as by perform-612

ing neuron-level and feature-level analysis, and by613

examining components exclusive to the number614

words task to see if they handle mapping between615

abstract representations of numbers and number616

words. Our future work plans also include ana-617

lyzing the effects of model editing on shared, en-618

tangled circuits. These may include quantifying619

the relationship between circuit entanglement and620

editing impact (which may be done via embedding621

space projection (Dar et al., 2022)), modifying the 622

sub-circuit used for sub-task S and observing if the 623

ability to recognize S in multiple tasks is destroyed, 624

and utilizing methods such as model steering to edit 625

task S to perform a similar task S′ (Turner et al., 626

2023; Merullo et al., 2023). 627
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A Dataset Details785

Code and data will be released after review.786

Dataset Generation Procedure. To gener-787

ate each sample, we place each sequence within788

a specific template that is generated from an ab-789

stract template. For instance, the abstract template790

of ’<name 1> born in <seq mem A>. <name 2>791

born in <seq mem B>. <name 3> born in’ can fill792

in names with (Kyle, Anthony, Madison) to make793

a specific template. Then, the specific template794

can be filled in with sequence members (Febru-795

ary, March) to create the sample ’Kyle was born in796

February. Anthony was born in March. Madison797

was born in’. We generate 1024 samples from each798

of three abstract templates, where each sequence799

(eg. 1 2 3, or 8 9 10) is represented the same num-800

ber of times, for a total of 1536 samples per task.801

We use single tokens for all tokens in each sample.802

We choose samples such that the model outputs the803

correct answer with at least twice as high proba-804

bility as the incorrect answer’s probability. Each805

specific template must also meet these conditions806

for all sequences (eg. must work for 1 2 3, 8 9807

10, and two three four); else, it is not used. Each808

template is represented in equal proportion.809

We use the same templates for all tasks. For810

example: given the sample for the months task811

"Ham was bought in February. Egg was bought812

in March. Bread was bought in April. Steak was813

bought in”, we use the same non-sequence tokens814

to make a sample for the digits task: "Ham was815

bought in 2. Egg was bought in 3. Bread was816

bought in 4. Steak was bought in”.817

The three templates we used are: <name> born818

in, <item> lost in, <item> done in. We choose from819

a set of 136 names and 100 items.820

Originally, we use the token "was" in our sam-821

ples (eg. "Steak was sold in March.") However,822

we find that the prediction outcomes were largely823

the same whether we included "was" or not. Thus,824

although "was" would make the sentences sound825

more natural to a human, we choose to omit it. Ad-826

ditionally, this allows to reduce the memory usage827

while running in Colab.828

Random Words vs Meaningful Sentences.829

We find that using random words as non-sequence830

tokens could also allow the model to sometimes831

predict the next sequence member correctly. How- 832

ever, this did not always occur; thus, we choose to 833

use semantically meaningful templates instead. 834

Sequence Member Input Positions. We did 835

not construct samples such that there are different 836

intervals between the sequence members, placing 837

them at different positions in the input (eg. "1 2 838

house fork 3" or "1 house fork 2 3"), because we 839

want the model to be able to predict the next se- 840

quence member with high probability. Thus, we 841

give it an in-context pattern where after every ran- 842

dom word, it should predict a sequence member. 843

Sequence Length. We find that using se- 844

quences with four members allows the model to 845

consistently obtain high probability predictions for 846

the correct answer for all three tasks. For contin- 847

uing sequences without non-sequence members, 848

four members is usually enough to obtain a correct 849

token probability of around 90% or more for the 850

three tasks, within a certain range (eg. not above 851

twenty for number words for GPT-2). 852

Model Sequence Continuation Abilities. For 853

number words, as GPT-2 Small does not seem to 854

be able to continue number word sequences higher 855

than twenty, even when giving it the starting prefix 856

with and without hyphens (eg. twenty or twenty- 857

for twenty-one). We add a space in front of each 858

number word as without the space in front, the 859

model tokenizer would break some words greater 860

than ten into more than one token (eg. eleven into 861

two tokens, and seventeen into three tokens), while 862

we aim for all our samples in a dataset to have 863

the same number of tokens. Similarly, for digit 864

sequences there were cases where it would break 865

the answer into multiple tokens (eg. in the 500-600 866

digit range, sometimes the next token predicted 867

would be "5", and sometimes it would be "524"). 868

Corrupted Dataset Details. We ensure that our 869

randomly chosen sequence does not contain any el- 870

ements in sequence for the last two elements of the 871

input, as if the last two elements are not sequential, 872

sequence continuation cannot successfully occur. 873

We also test variations of several corruptions other 874

than randomly chosen tokens of a similar sequence 875

type, such as repeats and permutations. Overall, 876

the most important components remain the same re- 877

gardless of the ablation dataset and metric choices. 878

Other Task Datasets. We also look for sim- 879

ilarities between other types of tasks, such as de- 880

creasing sequences, greater-than sequences, and 881

alphabet sequences. However, while there were 882
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a few shared circuit overlaps between these tasks883

and three main tasks of this paper, there were more884

dissimilarities. Thus, we mainly focus on the simi-885

larities of the three tasks of this paper.886

A.1 IOI Circuit.887

The IOI circuit we use for comparison in Table 1888

uses all MLPs and the following heads:889

(0, 1), (0, 10), (2, 2), (3, 0), (4, 11), (5, 5), (5, 8),890

(5, 9), (6, 9),891

(7, 3), (7, 9), (8, 6), (8, 10), (9, 0), (9, 6), (9, 7),892

(9, 9),893

(10, 0), (10, 1), (10, 2), (10, 6), (10, 7), (10, 10),894

(11, 2), (11, 9), (11, 10)895

B Computational Resources and896

Packages897

For each task, the node and edge iterative methods898

took a total of 1 to 2 hours to run on an A100 GPU.899

The code for the experiments was written in Python,900

utilizing the TransformerLens package, and were901

run on Colab Pro+.902

C Individual Circuit Results903

Figure 6 shows a Numerals circuit, Figure 7 shows904

a Number Words circuit, and Figure 8 shows a905

Months circuit, each with Attention Head Decom-906

position. In Table 4, we show the result of dropping907

each head from the circuit shown in each of the Fig-908

ures.909

In Table 5, we show the result of dropping each910

head from the fully unablated circuit shown in each911

of the Figures. While Head 0.1 is of little impor-912

tance when using the full circuit for the Numerals913

task with a -4.60% performance drop when ablated,914

it is of very significant importance for the Num-915

ber Words task, with a -91.90% performance drop916

when ablated. Similar results are found for heads917

4.4 and 9.1. This may occur because the model918

has learned multiple "backup circuits or paths" for919

the Numerals task, which activate when main com-920

ponents are ablated; it may also suggest that these921

heads are not important when the full circuit is922

present and are only important when certain com-923

ponents are ablated, acting as backup. The results924

also demonstrates that, for the Months task, the925

model places different importance on the heads926

than for the other two tasks. Overall, this shows927

that for each task, though the model re-uses many928

of the same important circuit parts, the importance929

of each part for each task varies greatly.930

D MLP Analysis Details 931

In Table 6, we show the performance drop for the 932

three tasks when ablating each MLP from the full, 933

unablated circuit. We note that MLP 0 and MLP 934

9 are highly important. MLP 0 may be important 935

due to acting as a "further embedding" after the 936

embedding layer, which embeds the tokens into 937

latent space. For all numeral sequence-member 938

only samples ("1 2 3 4" to "8 9 10 11"), we find 939

with logit lens that the "last sequence member" (eg. 940

for 1 2 3, this is "3") is always output at some layer 941

between MLP 6 to MLP 8. However, after MLP 942

9 to the last MLP, the output is always the next 943

sequence member. The logit lens results for the 944

top-3 tokens at each layer for a sample with non- 945

sequence-members is shown in Table 7, and the 946

logit lens results for a sample with only sequence- 947

members is shown in Table 8. This pattern occurs 948

in 1531 out of 1536, or 99.67%, of the samples 949

with non-sequence-members. The anomalies have 950

MLP 8 predicting the correct answer of ’5’ or ’7’. 951

However, for number words with only sequence- 952

members, MLP 9’s role is not so clear. In some 953

cases, MLP 8 will output the last sequence member 954

and MLP will output the next one. In other cases, 955

MLP 8 will output the last sequence member as a 956

numeral, and MLP 9 will output the next sequence 957

member as a number word. Yet in other cases, MLP 958

8 will output a number word related token, such as 959

"thousand" or "teen", and MLP 9 will output the 960

correct answer. For one sample, "six seven eight 961

nine", the token ’10’ is outputed by MLP 9, and 962

only until MLP 11 does the output become ’ten’. 963

Table 9 displays a number words prompt’s results. 964

The pattern of MLP 8 outputting a sequence 965

member before MLP 9 outputs the next sequence 966

member occurs in 1396 out of 1536, or 90.89%, of 967

samples with non-sequence-members. The main 968

culprits where this does not occur are for sequences 969

that have correct answers of "seven" (in which MLP 970

8 outputs "seven") or "ten" (in which MLP 9 out- 971

puts ’10’ and MLP 10 outputs ’ten’). These results 972

suggest that the role of MLP 9 is more nuanced 973

than simply acting as a key:value store for next 974

sequence members. Instead, this task may be dis- 975

tributed across various components, with MLP 9 976

being one of the most important parts for this task. 977

For months, all the samples with only sequence- 978

members have the last sequence member at MLP 979

8, and the next sequence member at MLP 9. For 980

samples with non-sequence-members, this occurs 981
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Table 4: All Head Drops from Circuits of Figure 2.

Important Head Numerals NumWords Months Average

0.1 -44.29% -78.74% -52.10% -58.38%

4.4 -33.19% -34.11% -73.16% -46.82%

7.11 -41.64% -44.78% -45.37% -43.93%

9.1 -34.94% -27.74% -43.03% -35.24%

1.5 -27.83% -18.65% - -23.24%

6.10 -14.00% -24.28% -16.90% -18.39%

10.7 - - -13.1% -13.10%

8.8 -15.23% -13.21% -10.15% -12.86%

8.1 -12.93% -12.61% - -12.77%

8.11 - -10.86% - -10.86%

6.6 -7.56% -9.70% -8.93% -8.73%

8.6 -11.02% -6.22% - -8.62%

7.10 - - -6.25% -6.25%

6.1 -10.28% -4.49% -3.77% -6.18%

4.10 -4.87% -5.73% - -5.30%

5.8 - -5.15% - -5.15%

5.0 -5.02% - - -5.02%

7.6 - -4.96% -5.23% -5.10%

9.5 - -5.84% -3.77% -4.81%

0.5 - - -3.79% -3.79%

8.9 -4.09% -3.36% - -3.72%

9.7 - -3.08% - -3.08%

7.2 - -2.84% - -2.84%

Table 5: Drop in Task Performance when a Head is Removed from the Full, Unablated (Original) Circuit.

Important Head Numerals NumWords Months

0.1 -4.60% -91.90% -29.89%

4.4 -13.10% -52.08% -54.40%

7.11 -47.21% -61.51% -46.63%

9.1 -8.78% -29.93% -44.01%

1.5 -14.30% -38.03% -13.15
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Figure 6: Numerals Circuit with Attention Head (QKV) Decomposition.

in 1495 out of 1536, or 97.33%, cases. The anoma-982

lies are samples that have the correct answer of983

"September", in which MLP 8 will output Septem-984

ber. Table 10 shows that for the sample with only985

sequence-members that has the correct answer of986

"September", this does not occur, but strangely,987

MLP 0 will output "Aug" while MLPs 1 to MLP 5988

will output years. It is possible that the sequence989

of months is more predictable than the other se-990

quences. This is because for numerals and number991

words, a sequence of numerals doesn’t always re-992

sult in the next one, as there can be cases in natural993

language where "1 2 3 4" results in "55" because994

it is recording counts in general, or there may be995

some non-linear growth. Unlike numbers, months996

are more constrained in a smaller range.997

E Iterative Method Details998

Instead of absolute impact on performance score,999

we can also use relative impact. This means that1000

the removal won’t cause it to go down by more than1001

0.01 of the existing score, rather than an absolute1002

threshold of 80%. However, this still doesn’t take1003

combos into account. one edge removal may make1004

it 0.01, and another 0.01, but doesn’t mean their1005

combined effect is also 0.02; it may be more. Thus,1006

order of removal appears to an impact on the circuit1007

that is found.1008

Table 6: Drop in Task Performance when a MLP is
Removed from the Full, Unablated (Original) Circuit.

MLP Numerals NumWords Months

0 -62.58% -95.98% -84.80%

1 -9.28% -34.71% -8.30%

2 -2.68% -20.18% -16.40%

3 -2.67% -18.19% -9.33%

4 -14.19% -49.24% -23.88%

5 -12.64% -25.16% 6.42%

6 -15.83% -33.46% -10.22%

7 -11.90% -29.71% -19.42%

8 -25.19% -43.17% -41.33%

9 -71.33% -84.10% -83.97%

10 -32.71% -42.09% -32.53%

11 -21.16% -24.97% -19.50%
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Figure 7: Number Words Circuit with Attention Head (QKV) Decomposition.

Table 7: Logit Lens- "Anne born in 2. Chelsea born in
3. Jeremy born in 4. Craig born in 5. Elizabeth born in"

MLP Top-3 Tokens

0 order, the, particular

1 the, order, a

2 the, order, a

3 the, order, accordance

4 order, the, front

5 18, 3, 2

6 5, 3, 2

7 3, 5, 2

8 5, 6, 4

9 6, 5, 7

10 6, 7, 8

11 6, 7, 1

Table 8: Logit Lens- "8 9 10 11"

MLP Top-3 Tokens

0 th, 11, 11

1 th, 11, 45

2 th, 30, 45

3 30, 45, 34

4 45, 34, th

5 votes, ., 9

6 9, ., 11

7 11, 9, 1

8 11, 12, 111

9 12, 11, 12

10 12, 13, 12

11 12, 13, \n
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Figure 8: Months Circuit with Attention Head (QKV) Decomposition.

Table 9: Logit Lens- "seven eight nine ten"

MLP Top-3 Tokens

0 thousand, ten, years

1 thousand, fold, hundred

2 thousand, percent, minutes

3 thousand, percent, years

4 thousand, percent, million

5 thousand, ths, million

6 thousand, million, years

7 thousand, ths, 9

8 nine, 11, 9

9 eleven, 11, twelve

10 eleven, 11, twelve

11 eleven, twelve, 11

Table 10: Logit Lens- "May June July August"

MLP Top-3 Tokens

0 Aug, August, 2017

1 2017, 2014, Aug

2 2014, 2017, 2015

3 2017, 2014, 2015

4 2014, 2017, 2018

5 2014, 2013, 2018

6 September, December, August

7 December, September, August

8 August, September, October

9 September, August, October

10 September, August, October

11 September, August, October
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F Functionality Method Details1009

Component Output Scores Details. To continue1010

from Section §3, we employ the heads’ output pro-1011

jection (OV) matrices to examine the attention1012

head outputs written to the residual stream by the1013

OV circuit. For example, we can check if a head1014

is copying tokens, a behavior introduced as copy1015

scores by (Wang et al., 2022). Copy scores measure1016

how well a head reproduces a token from the input.1017

We modify this method to obtain the component1018

output score, which follows a similar principle but1019

measures how many prompts have a keyword token1020

are in the output. For instance, a keyword may be1021

the integer I+1, given integer I as the last token in1022

a sequence. To calculate these scores, we multiply1023

the state of the residual stream after the first MLP1024

layer at the last token with the OV matrix of the at-1025

tention head of interest. This result is unembedded1026

and layer normalized to get logits. If the keyword1027

is in the top-5 of these logits, +1 is added to the1028

score. Finally, we divide the total score by the total1029

number of keywords across all prompts to obtain1030

a percentage. In this paper, we use all sequence1031

members of the prompt as keywords.1032

G Attention Pattern Extended Results1033

Sequence Member Detection Heads Details. We1034

discovered a "similar member" detection head, 1.5,1035

and a "sequence member detection", 4.4, both1036

shown in Figure 9, where numerals attend to pre-1037

vious numerals, and in Figure 10, where number1038

words attend to previous number words. Further-1039

more, in Figure 11, we use prompts consisting of1040

names, same tokens ("is") and periods in the for-1041

mat of "<name> is <number>" (such as "Adam is1042

1.") to discern whether these heads are "similarity1043

detection" heads in general, or are more specific1044

to detecting sequence members such as numbers.1045

This analysis shows that not all token types attend1046

to their similar types; for instance, names do not1047

attend to names. We also do not observe every to-1048

ken attending to a previous position k tokens back1049

(where k is an integer), so we do not conclude that1050

these heads also act as previous token heads. Addi-1051

tionally, Figure 12 shows that when both Numerals1052

and Months are in sequence order, the heads attend1053

to both Numerals and Months.1054

H Months Circuit Keeping MLP 111055

Although the iterative node pruning algorithm re-1056

moves MLP 11 for the Months task, we note1057

Table 11: Performance Drop when Head is Removed
from Months Circuit with MLP 11.

Important Head Months

(4, 4) -78.27

(7, 11) -68.61

(0, 1) -61.09

(9, 1) -51.60

(6, 10) -33.00

(8, 8) -12.47

(6, 6) -11.87

(4, 10) -6.95

(7, 10) -4.74

(6, 1) -4.52

(7, 2) -2.06

this is only because the performance drop of - 1058

19.50%, shown in Table 6, is barely within thresh- 1059

old T = 20%. Thus, we also run experiments to 1060

iteratively find a Months circuit that keeps MLP 11, 1061

which is shown with the other two tasks’ circuits in 1062

Figure 13. Table 11 shows the importance of each 1063

head in the circuit. Overall, the results are largely 1064

similar to the Months circuit shown in Figure 2. 1065

I Circuit Entanglement and Editing 1066

Definitions 1067

Definitions. A circuit can be defined as "a human- 1068

comprehensible subgraph, which is dedicated to 1069

performing certain task(s), of a neural network 1070

model" (Räuker et al., 2023). To describe the cir- 1071

cuits representations in this paper, we define a cir- 1072

cuit graph as a connected graph C with (1) a node 1073

set N of components, and (2) an edge set E, in 1074

which an edge (n1, n2) represents how component 1075

n1 affects of component n2. 8 We define that a 1076

circuit graph C is used for a task T based on how 1077

ablating all model components aside from those 1078

in the circuit still allows the model to have a cer- 1079

tain level of performance; we determine this level 1080

as described in iterative pruning in §3.1. We note 1081

that a task T can be broken into a set of sub-tasks 1082

ST = {S1, ..., Sn}; for instance, one sub-task of 1083

8Different studies may define "circuit" in different ways.
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Figure 9: Attention Patterns for Increasing Digits of (a) Head 1.5 and (b) Head 4.4. Lighter colors mean higher
attention values. For each of these detection patterns, the query is shown in green, and the key is shown in blue. We
observe that digits attend to digits.

Figure 10: Attention Patterns for Increasing Number Words of (a) Head 1.5 and (b) Head 4.4. We observe that
number words attend to number words. We also observe that the attention scores here are less than they are for
digits, suggesting that head 4.4 is more important for digit detection, which is consistent with its importance for the
digits task over the number words task as shown in Table 2.

IOI is to inhibit repeated subjects. Next, we define1084

a circuit graph C1 to be a circuit subset of circuit1085

graph C2 if all the nodes in the node set of C1 are1086

contained in the set of nodes for C2. We also de-1087

fine C1 to be a sub-circuit of C2 all the edges in the1088

edge set of C1 are also contained in the edge set1089

of C2. We further define circuit graph C1 used for1090

task T1 to be a functional sub-circuit (or subset) of1091

circuit graph C2 used for task T2 if these conditions1092

are met: (1) C1 is a sub-circuit of C2, and (2) T1 is1093

a subtask in ST2 , the set of subtasks of T2.1094

Circuit Entanglement. Given that components1095

play multiple roles (Merullo et al., 2023), editing1096

components in a circuit used for task A can have an1097

effect on task B. Instead of just vaguely assuming1098

this would have "some effect", such as ruining task 1099

B in "some way", our aim is to precisely describe, 1100

and thus approximately predict, what this effect is. 1101

We define two circuits C1 and C2 as being analo- 1102

gously entangled if editing the functionality of C1 1103

affects the functionality of C2 in an analogous way. 1104

For instance, let C1 be for "digits continuation" and 1105

let C2 be for "months continuation". If component 1106

H in C1 finds the "next digit of a sequence" and 1107

we edit it to now find the "previous digit", then if 1108

task B now finds the "previous month", we say C1 1109

and C2 are analogously entangled. 1110
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Figure 11: Attention Patterns for (a) Head 1.5 and (b) Head 4.4. We observe that digits attend to digits, but they are
not considered general "similarity detection heads" as non-number token types do not attend to their similar or same
token types.

Figure 12: Attention Patterns for (a) Head 1.5 and (b) Head 4.4. We observe that digits attend to digits, and that
months attend to months. In general, they appear to be adjacent sequence member detection heads.
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Figure 13: Showing all three circuits and their overlap, but using a Months circuit that keeps MLP 11.
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