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ABSTRACT

Contrastive learning is an approach to representation learning that utilizes natu-
rally occurring similar and dissimilar pairs of data points to find useful embed-
dings of data. In the context of document classification under topic modeling
assumptions, we prove that contrastive learning is capable of recovering a repre-
sentation of documents that reveals their underlying topic posterior information to
linear models. We apply this procedure in a semi-supervised setup and demon-
strate empirically that linear classifiers with these representations perform well in
document classification tasks with very few training examples.

1 INTRODUCTION

Using unlabeled data to find useful embeddings is a central challenge in representation learning.
Classical approaches to this task often start by fitting some type of structure to the unlabeled data,
such as a generative model or a dictionary, and then embed future data via inference with the fit-
ted structure (Blei et al., 2003} Raina et al., 2007). While principled, this approach is not without
its drawbacks. One issue is that learning structures and performing inference is often hard in gen-
eral (Sontag & Royl 2011 |Arora et al., 2012). Another issue is that we must a priori choose a
structure and method for fitting the unlabeled data, and unsupervised methods for learning these
structures can be sensitive to model misspecification (Kulesza et al., [2014).

Contrastive learning (also called noise contrastive estimation, or NCE) is an alternative represen-
tation learning approach that tries to capture the latent structure in unlabeled data implicitly. At a
high level, these methods formulate a classification problem in which the goal is to distinguish ex-
amples that naturally occur in pairs, called positive samples, from randomly paired examples, called
negative samples. The particular choice of positive samples depends on the setting. In image repre-
sentation problems, for example, patches from the same image or neighboring frames from videos
may serve as positive examples (Wang & Guptal [2015; [Hjelm et al., 2018). In text modeling, the
positive samples may be neighboring sentences (Logeswaran & Lee, 2018};|Devlin et al.,2018])). The
idea is that in the course of learning to distinguish between semantically similar positive examples
and randomly chosen negative examples, we will capture some of the latent semantic information.

In this work, we look “under the hood” of contrastive learning and consider its application to docu-
ment modeling, where the goal is to construct useful vector representations of text documents in a
corpus. In this setting, there is a natural source of positive and negative examples: a positive exam-
ple is simply a document from the corpus, and a negative example is one formed by pasting together
the first half of one document and the second half of another (independently chosen) document. We
prove that when the corpus is generated by a topic model, learning to distinguish between these two
types of documents yields representations that are closely related to their underlying latent variables.

One potential application of contrastive learning is in a semi-supervised setting, where there is a
small amount of labeled data as well as a much larger collection of unlabeled data. In these situa-
tions, purely supervised methods that fit complicated models may have poor performance due to the
limited amount of labeled data. On the other hand, when the labels are well-approximated by some
function of the latent structure, our results show that an effective strategy is to fit linear functions,
which may be learned with relatively little labeled data, on top of contrastive representations. In our
experiments, we verify empirically that this approach produces reasonable results.
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Contributions. The primary goal of this work is to shed light on what contrastive learning tech-
niques uncover in the presence of latent structure. To this end, we focus on the setting of document
modeling where latent structure is induced by a topic model. Here, our contrastive learning objec-
tive is to distinguish true documents from ‘fake’ documents that are composed by randomly pasting
together two document halves from the corpus. We consider two types of architectures or functional
forms of solutions for this problem, both trained with logistic loss.

The first architecture, on which our theoretical analysis will focus, consists of general functions of
the form f(-,-). Here, we have trained f so that f(x, z’) indicates the confidence of the model that
2 and z’ are two halves of the same document. To embed a new document x using f, we propose a
landmark embedding procedure: fix documents 1, ..., Is (our so-called landmarks) and create the
embedding ¢(z) using a function of the predictions f(x,l1),..., f(z,lr). In Section 4} we show
that the embedding ¢(x) is a linear transformation of the underlying topic posterior moments of x.
Moreover, under certain conditions this linear relationship is invertible, so that linear functions of
¢(x) correspond to polynomial functions of the topic posterior of document x. In Section |5, we
show that errors in f on the contrastive learning objective transfer smoothly to errors in ¢(x) as a
linear transformation of the topic posterior of x. Thus, as the quality of f improves, linear functions
of ¢(x) more closely approximate polynomial functions of the topic posterior of document x.

Unfortunately, the landmark embedding can require quite a few landmarks before our theoretical
results kick in. Moreover, embedding a document requires M evaluations of f, which can be expen-
sive. To circumvent this, in Section[/|we introduce a direct embedding procedure that more closely
matches what is done in practice. We use an architecture of the form f; (z)" fo(z') where fi, f are
functions with d-dimensional outputs, and we train this architecture on the same contrastive learn-
ing task as before. To embed a document z, we simply use the evaluation f;(z). In Section
we evaluate this embedding on a semi-supervised learning task, and we show that it has reasonable
performance. Indeed, the direct embedding method outperforms the landmark embedding method,
which raises the question of whether or not anything can be theoretically proven about the direct
embedding method. We leave this question to future work.

Related work. Reducing an unsupervised problem to a synthetically-generated supervised prob-
lem is a well-studied technique. In dynamical systems modeling, Langford et al.|(2009) showed that
the solutions to a few forward prediction problems can be used to track the underlying state of a non-
linear dynamical system. For linear dynamics, the idea is also seen in autoregressive models (Yule,
1927). In anomaly/outlier detection, a useful technique is to learn a classifier that distinguishes
between true samples from a distribution and fake samples from some synthetic distribution (Stein-
wart et al., 2005; |Abe et al.l 2006). Similarly, estimating the parameters of a probabilistic model
can be reduced to learning to classify between true data and randomly generated noise (Gutmann &
Hyvarinen, [2010).

In the context of natural language processing, methods such as skip-gram and continuous bag-of-
words turn the problem of finding word embeddings into a prediction problem (Mikolov et al.,
2013aib). Modern language representation training algorithms such as BERT and QT also use nat-
urally occurring classification tasks such as predicting randomly masked elements of a sentence or
discriminating whether or not two sentences are adjacent (Devlin et al.l |2018; [Logeswaran & Lee,
2018)). Training these models often employs a technique called negative sampling, in which softmax
prediction probabilities are estimated by randomly sampling examples; this bears close resemblance
to the way that negative examples are produced in contrastive learning.

Most relevant to the current paper, Arora et al.| (2019) gave a theoretical analysis of contrastive
learning. They considered the specific setting of trying to minimize the contrastive loss

L(f) = Eoppa [0 (f(2)(f(24) = f(z2)))]

where (z,x,) is a positive pair and (x,2_) is a negative pair. They showed that if there is an
underlying collection of latent classes and positive examples are generated by draws from the same
class, then minimizing the contrastive loss over embedding functions f yields good representations
for the classification task of distinguishing latent classes.

The main difference between our work and that of |Arora et al.|(2019) is that we adopt a generative
modeling perspective and induce the contrastive distribution naturally, while they do not make gen-
erative assumptions but assume the contrastive distribution is directly induced by the downstream
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Algorithm 1 Contrastive Estimation with Documents

Input: Corpus U of unlabeled documents. Initialize: S = ().

fori=1,...,ndo
{(zM,2® 1)} wp. 1/2
{

x
Sample = and Z independently from unif(l/); S < S U
@ (2, #2,0)} wp. 1/2

end for
Solve the optimization problem

f = minimize Z ylog (1 + e—f(r(l),z(Q))) + (1 _ y) 10g (1 + ef(f(l)’r(z))>
(z(M),2(2) y)eS

Select landmark documents [y, . . ., [, and embed ¢(z) = (exp (f(x, ll)) RS [M]) :

classification task. In particular, our contrastive distribution and supervised learning problem are
only indirectly related through the latent variables in the generative model, while |Arora et al.| as-
sume an explicit connection. The focus of our work is therefore complementary to theirs: we study
the types of functions that can be succinctly expressed with the contrastive representation in our
generative modeling setup. In addition, our results apply to semi-supervised regression, but it is un-
clear how to define their contrastive distribution in this setting; this makes it difficult to apply their
results here. Finally, Arora et al.| point out the method they study has limitations that arise when
the number of latent classes is small and the probability of negative samples having the same class
is high. In our setting, class collisions turn out not to be a problem since our embeddings explicitly
utilize conditional probability information from the solution to our contrastive learning objective.

2 SETUP

Let V denote a finite vocabulary. A fopic is a distribution over V. We will assume that we have K
such topics, and denote the corresponding distributions as O(- | k) for k = 1,..., K. To generate a
length m document x, one first draws a vector w from A, the K-dimensional probability simplex,
and then samples each of the m words z1, ..., z,, by first sampling the latent variable z; ~ w and
drawing x; ~ O(- | z;). We note that documents are allowed to take different lengths.

We will also be interested in the case where each document has an associated label £ € R. One
natural restriction to make on a label is that it is conditionally independent of the document given
the topic distribution of the document. Thus, we will assume that there is a joint distribution D of
triples (x, w, £), where (x, w) are generated according to the topic model described above, and then
{ is drawn from some distribution conditioned on w. One of the goals of this paper is to characterize
the functional forms of this conditional distribution that are most suited to contrastive learning.

In the representation learning approach to the semi-supervised setting, we are given a large collection
U of documents with no labels, and a small collection £ of labeled documents. Using I/, we learn a

feature map gzg that will form the basis of our predictions. Then, using £, we learn a simple predictor
based on ¢, such as a linear function, to predict the label ¢ given ¢(x).

3 CONTRASTIVE LEARNING ALGORITHM

In contrastive learning, examples come in the form of similar and dissimilar pairs of points, where
the exact definition of similar/dissimilar depends on the task at hand. Our construction of similar
pairs will take the form of randomly splitting a document into two documents, and our dissimilar
pairs will consist of subsampled documents from two randomly chosen documents. In the generative
modeling setup, since the words are i.i.d. conditional on the topic distribution, a natural way to split
a document z into two is to call the first half of the words () and the second half 2(2). In our
experiments, we split the documents by applying a random permutation to the word tokens and
partitioning in half, thus effectively ignoring the word ordering (as is common in topic models).
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The contrastive representation learning procedure is displayed in[Algorithm 1] It uses a finite-sample
approximation to the contrastive distribution Deonerqst described as follows: (a) sample a document
x and partition it into (2", z(2)), (b) with probability 1/2 output (1), 2(*) 1), (c) with probability
1/2, sample a second document (1), #(2)) and output (1), (), 0). For (x,2,y) ~ Deonrast» the
parts z and x’ are the two halves of a (possibly synthetic) document, and y is the binary label. Our
contrastive learning objective is to minimize the binary cross-entropy loss of discriminating between
positive and negative examples:

Lconlrasl(f) = IE(z,ns/,y)NDammN |:y log (1 + e—f(w,w')) + (1 - y) log (1 + ef(1'7x/)>:| . (D

In our algorithm, we approximate this expectation via sampling and optimize the empirical objective,
which yields an approximate minimizer f (chosen from some function class F).

To see why optimizing this contrastive learning objective is so useful, let f* be the global minimizer
of Eq. (T). By Bayes’ theorem we have that g* := exp(f*) satisfies the following:

Ply=1|z,2") PlaW =223 =2)
Ply=0|z,2) P® =z)Px® =g')

Thus, g*(x, z’) captures the ratio of the probability of  and 2’ co-occurring as the first and second
halves of the same document and the product of their marginal probabilities.

g (x,2") == exp(f*(z,2')) =

In Eq. (I), we have not imposed any constraints on the functions over which we are optimizing.
Thus, we seek to extract a useful embedding from g¢* using only black box access to g*. Our
approach to this problem is to select some set of fixed documents, which we call landmarks, and to
embed by utilizing the predictions of g* on these landmarks.

Formally, we select documents [4, . .., [5; and represent document x as{ﬂ

¢*(z) := (9" (z, ln), ... g™ (2, Inr)). @)
This yields the final document-level representation, which can be used for downstream tasks. As
we shall see in when the documents have an underlying topic structure, ¢* () is related
to the posterior information of the topics by a linear transformation and this linear transformation is
invertible whenever the landmarks /4, . . ., [, are sufficiently diverse.

In practice, we only have access to an approximate minimizer f of Eq. (I). Thus, our embedding in
practice will be given by

(;B(:E) = (exp (f(x,ll)) ye..,€XD (f(x,lM)>> .

In we will see that, under some mild assumptions, our claims about ¢* also hold true for
¢ up to some small errors.

Finally, we point out that there is nothing special about the binary cross-entropy loss. We may
replace this loss in Eq. (T)) with any proper scoring rule (Shuford et al.}, [1966} [Buja et al 2005)), so
long as the appropriate non-linear transformation is applied to the resulting predictions.

4 RECOVERING TOPIC STRUCTURE

In this section, we focus on expressivity of the contrastive representation, showing that polynomial
functions of the topic posterior can be represented as linear functions of the representation. To do
so, we ignore statistical issues and assume that we have access to the oracle representations g*(x, -).

In[Section 5| we address statistical issues.

Recall the generative topic model process for a document . We first draw a topic vector w € AX.
Then for each word ¢ = 1,...,length(z), we draw z; ~ Categorical(w) and x; ~ O(- | z;). We
will show that when documents are generated according to the above model, the embedding of a
document x in Eq. (2) is closely related its underlying topic vector w.

IStrictly speaking, we should first partition = = (as<l>, as(2)), only use landmarks that occur as second-

halves of documents, and embed = — (g* (¥, 11),..., g* (=¥, lar)). For the sake of clarity, we will ignore
this small technical issue here and in the remainder of the paper.
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4.1 THE SINGLE TOPIC CASE

To build intuition for the embedding in Eq. (Z), we first consider the case where each document’s
probability vector w is supported on a single topic, i.e., w € {ey, ..., ex } where e; is the i'" standard
basis element. Then we have the following lemma.

Lemma 1. For any documents x, z', we can write g*(z, z') = n(z)"(z'), where n(z); == P(w =
ex|zM) = x) is the topic posterior distribution and 1) (x) = P(z® = z|w = e;)/P(z? = 2/).

Due to space constraints, all proofs are deferred to[Appendix C|and|[Appendix D]

The characterization from shows that ¢* contains information about the posterior topic
distribution 7(-). To recover it, we must make sure that the () vectors for our landmark documents
span R¥. Formally, if [1, ...y, are the landmarks, and we define the matrix L € RE*M by

L= [pl) - (m)], 3)

then our representation satisfies ¢*(z) = L™n(z). If our landmarks are chosen so that L has rank
K, then LT¢*(z) = n(x), where { denotes the matrix pseudo-inverse. Thus, there is a linear
transformation of ¢* (x) that recovers the posterior distribution of w given x.

There are two observations to be made here. The first is that this argument naturally generalizes
beyond the single topic setting to any setting where w can take values in a finite set .S, which may
include some mixtures of multiple topics, though the number of landmarks needed would grow at
least linearly with |S|. The second is that we have made no use of the structure of 2(!) and (%),
except for that they are independent conditioned on w. Thus, this argument applies to more exotic
ways of partitioning a document beyond the bag-of-words approach.

4.2 THE GENERAL SETTING

In the general setting, we allow document vectors to be any probability vector in A¥, and we do not
hope to recover the full posterior distribution over A . However, the intuition from the single topic
case largely carries over, and we will show that we can still recover the posterior moments.

Let mumax be the length of the longest landmark document. Let SX := {a € Z¥ : 3", oy, = m}
denote the set of non-negative integer vectors that sum to m and let .S’ fmmax =SEu...usk

Mmax "
Let m(w) denote the degree-my,ax monomial vector in w: m(w) = (wi* - wy* : a € ngmax).
For a positive integer m and a vector a € SX, we let (™) = {2 € [K]™ : S0 Uz = k] =

ay Vk € [K]}. For a document x of length m, the degree-m polynomial vector 1), is defined by

Y () = ( Z HO(Jci|zi):aESﬂI§>,

ZE([ZL]) i=1
and let ¥4(x) = 0 for all d # m. The cumulative polynomial vector ¢ is given by
1
P(x) = m(%(ﬂ?)a%@)f“ s Vg () 4)

Given these definitions, we have the following general case analogue of
Lemma 2. For any documents x,x’', we may write g*(x,z') = n(x)"(x') where n(x) =
E[r(w)|z™) = 2] and 1) is defined in Eq (@).

Thus, we again have ¢*(z) = L™n(z), but the columns of L are now vectors 1 (I;) from Eq. {@).

Our analysis, so far, shows that if we choose the landmarks such that LLT is invertible, then our
representation captures all moments of the topic posterior up to degree mpyax. As the next the-
orem shows, we can ensure that L LT is invertible whenever each topic has an associated anchor
word (Arora et al2012), i.e., a word that occurs with positive probability only within that topic. In
this case, there is a set of landmarks [y, ..., [ such that any polynomial of 7(x) can be expressed
as a linear function of ¢*(x).
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Theorem 3. Suppose that (i) each topic has an associated anchor word, and (ii) the marginal
distribution of w has positive probability on the interior of A, For any d, > 1, there is a collection
of M = O(K%) landmark documents 1y, . . ., Ins such that if Q(w) is a degree-d,, polynomial in w,
then there is a vector € RM such that (0, ¢*(z)) = E[Q(w)|zV) = x] for all documents x.

Coupling with the Stone-Weierstrass theorem (Stone} [1948) shows that, in principle, the
posterior mean of any continuous function of w can be approximated using our representation.

5 ERROR ANALYSIS

Given a finite amount of data, we cannot hope to solve Eq. (I) exactly. Thus, our solution f will

only be an approximation to f*. Since f is the basis of our representation, one may worry that errors
incurred in this approximation will cascade and cause the approximate representation ¢(x) to differ
so wildly from ¢*(z) that the results of do not even approximately hold.

In this section, we will show that, under certain conditions, such fears are unfounded. Specifically,
we will show that there is an error transformation from the approximation error of f to the approx-
imation error of linear functions in qAS That is, if the target function is n(z)"6*, then we will show
that the best mean squared error achievable using our approximate representation dg given by

R(¢) = minE, ) (1(2)"0" — d(2)7)?,

is bounded in terms of the approximation quality of f as well as some other terms. Here, ;(!) is the
marginal distribution over first halves of documents drawn from D. Thus, for the specific setting of
semi-supervised learning, an approximate solution to Eq. (I) is good enough.

There are a number of reasonable ways to choose landmark documents. Here we consider a simple
method: randomly sample them from the marginal distribution ;12 of 2(2). We will assume that
this distribution satisfies certain regularity properties.

Assumption 1. There is a constant oy, > 0 such that for any 6 € (0, 1), there is a number My such
that for an i.i.d. sample 1y, . . .,y from pi?), with M > Moy, with probability 1 — 6, the matrix L in
Eq. ) (with ) as defined inor Eq. @) has minimum singular value at least o iy VM.

Note that the smallest non-zero singular value of ﬁL is the square-root of the smallest eigenvalue

of a certain empirical second-moment matrix. Hence, [Assumption I|holds under appropriate condi-
tions on the landmark distribution, for instance via tail bounds for sums of random matrices (Tropp)}
2012) combined with matrix perturbation analysis (e.g., Weyl’s inequality). In the single topic set-
ting with anchor words, it can be shown that for long enough documents, o, is lower-bounded by
a constant when M, grows polynomially with K. We defer a detailed proof of this to

We will also assume that the predictions of f and f* bounded above by some constant.

Assumption 2. There exists some gmax > 0 such that f(z,1;), f*(x,1;) < 10g gmax for all docu-
ments x and landmarks [;.

Note that if holds for f*, then it can be made to hold for f by clipping. Moreover, it
holds for f* whenever the vocabulary and document sizes are constants:

Pz = 2,2 = z) 1 P(z® =2/ | 20 =)
=lo
Pz = 2)P(x() = z/) & P(z(® = a/)

Since landmarks are sampled, and the number of possible documents is finite, there exists a constant
Pmin > 0 such that P(mm =1) > pmin- Thus, holds for gmax < 1/Pmin-

f(x,a’) =log < log

-
Pz =2/)

Given these assumptions, we have the following error transformation guarantee.

Theorem 4. Fix any § € (0,1), and suppose |[Assumption 1| and |[Assumption 2| hold (with My,
Omin, and fuax). Let [ be the function returned by the contrastive learning algorithm, and let
€ = Leontrast(f) — Leonwrast(f*) denote its excess contrastive loss. If M > My, then with probability
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Figure 1: Topic modeling simulations. Left: Average total variation distance between topics. Right:
Topic recovery accuracy for contrastive models. Total number of documents sampled = 6M X rate.

at least 1 — & over the random sample of 11, . . . Ly,

o 1613 (4 gma)* (H 2log<2/6>> |

R(¢) =2 i

min

We make a few observations here. First, ||6* Hg is a measure of the complexity of the target function.
Thus, if the target function is some reasonable function (e.g., low-degree polynomial) of the posterior
document vector, then we can expect ||6* ||§ to be small. Second, the dependence on gy, is probably
not very tight and can likely be improved. Third, note that M can grow and € can shrink with the
number of unlabeled documents; indeed, none of the terms in[Theorem 4] deal with labeled data.

Finally, it is possible to establish guarantees in a semi-supervised setting using our analysis. If we

have ny, i.i.d. labeled examples, and we learn a linear predictor v with the representation ¢ using
ERM (say), then the bias-variance decomposition grants

mse(8) 1= By (0(2)0" — 6(2)70)° = R(9) + Eqpun () (0" = 0))%,

where v* is the minimizer of mse(-). The final term E,, 1) (¢()"(v*—0))? is the excess risk in
linear regression, which goes to zero as ny, — oco.

6 TOPIC MODELING SIMULATIONS

To test our theory, we ran simulation experiments with a single-topic generative model where K =
20 topics are sampled from a symmetric Dirichlet(«) distribution over a vocabulary of size Sk. The
Dirichlet parameter o governs the sparsity of the topic distributions, effectively determining the
similarity of the topics: as « increases the prior concentrates on the interior of the simplex, forcing
the topic distributions to be more similar. This is visualized in the left panel of

In the experiments, we generate a dataset and solve the contrastive optimization problem, and then
we construct the landmark embeddings ¢(x) for each document z using 1k landmark documents,
following[Section 4] Using the true likelihood matrix L for the landmarks, we infer the MAP topic
estimate and measure accuracy as the fraction of test documents for which this prediction matches

the generating topic. See [Appendix A|for additional details.

The results are displayed in the center and right panel of where we vary the network
architecture and the amount of training data. The experiment identifies several interesting properties
of the contrastive learning approach. First, as a sanity check, the algorithm does accurately predict
the latent topics of the test documents in most experimental conditions and the accuracy is quite
high when the problem is relatively easy (e.g., « is small). Second, the performance degrades as
« increases, but this can be mitigated by increasing the model capacity (size of the network) or the
resampling rate (which exposes the model to more unlabeled data). Specifically, we consistently
see that for a fixed model and «, increasing the resampling rate improves accuracy. A similar
trend emerges when we fix « and rate and increase model capacity. These findings suggest that
latent topics can be recovered by the contrastive learning approach, provided we have an expressive
enough model and enough unlabeled data.
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Figure 2: Experiments with AG news dataset. Top left: test accuracy of methods as we increase the
number of supervised training examples. Bottom left: Landmark-NCE performance as we vary
number of landmarks. Top middle: Direct—-NCE performance as we vary network depth. Bottom
middle: Relationship between contrastive error and test accuracy for Direct-NCE. Right: t-SNE
visualizations of Direct-NCE and word2vec embeddings.

7 SEMI-SUPERVISED EXPERIMENTS

We also conducted experiments with our document-level contrastive representations in a semi-
supervised setting. The goal of these experiments is to demonstrate that the contrastive representa-
tions yield non-trivial performance, as consistent with the theory. Note that our intention is not to
show state-of-the-art performance using contrastive learning; that is beyond the scope of the paper.

We discuss the main findings here, with experimental details deferred to

A closely related representation. In the worst-case, the guarantees from [Section 4|and [Section 5|
require the number of landmarks to be quite large. To develop a more practical representation, and
to more closely mirror what is done in practice, we consider training models of the form f1, fo :
X — R where (z,2') — f1(x)7 f2(2'). Plugging this into Eq (T), we solve the following bivariate
optimization problem:

minimize Ep__. [y log (1 + exp (—fl(:c)sz(x'))) + (1 —y)log (1 + exp (f1(w)Tf2(x')))] .

1 1f2
)
Given f1, f2, we can embed a document x according to fi(x). We call the resulting scheme the
direct embedding approach to distinguish it from the landmark embedding approach from [Section 3}

Methodology. We used the AG news topic classification dataset (Zhang et al., 2015), which has
4 classes and 30k training examples per class. We reserve 1k examples per class as labeled train-
ing data and use the remaining examples for representation learning. For all methods, we use /5-
regularized logistic regression to fit a linear classifier on the labeled data.

We compared the representations Landmark-NCE and Direct-NCE against the following
baselines: (1) standard bag-of-words (BOW), (2) bag-of-words with dimensionality reduction
(BOW+SVD), (3) representations from LDA (LDA), and (4) skip-gram word embeddings (Mikolov
et al.| [2013b) (word2vec). For the NCE methods, we experiment with different neural network
architectures and numbers of landmarks but use standard settings for other training parameters. See
for details. We note that all of these methods all of these methods ignore word order in
the final document-level representation, and all of them (with the exception of word2vec) ignore
word order in their training.

In all line plots in the training examples axis refers to the number of randomly selected
labeled examples used to train the linear classifier. The shaded regions denote 95% confidence
intervals computed over 10 replicates of this random selection procedure.

Baseline comparison. In the left panel of we visualize the semi-supervised perfomance
of NCE and the baselines. Direct—NCE outperforms all the other methods, with dramatic improve-
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ments over all except word2vec in the low labeled data regime. BOW is quite competitive when
there is an abundance of labeled data, but as the dimensionality of this representation is quite large,
it performs poorly with limited samples. However, unsupervised dimensionality reduction on this
representation appears to be unhelpful and actually degrades performance uniformly. Finally, we
point out that word embedding representations (word2vec) perform quite well, but our document-
level Direct -NCE procedure is slightly better, particularly when there are few labeled examples.
This may reflect some advantage in learning document-level non-linear representations, as opposed
to averaging word-level ones.

Visualizing embeddings. For a qualitative perspective, we visualize the embeddings from NCE us-
ing t-SNE with the default scikit-learn parameters (van der Maaten & Hinton, 2008} |Pedregosa et al.,
2011). To compare, we also used t-SNE to visualize the document-averaged word2vec embed-
dings. The right panels of shows these visualizations on the 7,600 test documents colored
according to their true label. While qualitiative, the visualization of the Di rect —-NCE embeddings
appear to be more clearly separated into label-homogeneous regions than that of word2vec.

Other results. We investigated the effect of the number of landmarks on the performance of
Landmark-NCE by embedding with 500, 1k, 4k, 8k, and 16k landmarks. The bottom left panel
of displays the results, which suggest that a larger number of landmarks is helpful, with
diminishing returns at the higher end of the scale.

We also looked into the effect of depth on the performance of Direct-NCE by training networks
with one, two, and three hidden layers. In each case, the first hidden layer has 300 nodes and the
rest have 256 nodes. The top center panel of displays the results, which suggest that using
deeper models for representation learning may improve downstream performance.

We also tracked the contrastive loss of the model on a holdout validation contrastive dataset. The
bottom center panel of plots how this loss evolves over training epochs. Along with this
contrastive loss, we checkpoint the model, train a linear classifier, and evaluate the supervised test
accuracy. We see that test accuracy steadily improves as contrastive loss decreases, suggesting that
in these settings, contrastive loss (which we can measure using an unlabeled validation set) is a good
surrogate for downstream performance (which may not be measurable until we have a task at hand).
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A ToPIC MODELING SIMULATIONS

The results of| show that if a model is trained to minimize the contrastive learning objective,
then that model must also recover certain topic posterior information in the corpus. However, there
are a few practical questions that remain: can we train such a model, how much capacity should it
have, and how much data is needed in order to train it? Our topic modeling simulations are designed
to study these questions.

Simulation setup. We considered a single-topic generative model where the topics 01, ..., 0k are
sampled from a symmetric Dirichlet(a/K) distribution over AVl and for each document, its length
is drawn from a Poisson(\) and its topic is sampled uniformly from [K]. This model can be thought
of as a limiting case of the LDA model (Blei et al., |2003; Griffiths & Steyvers| 2004) when the
document-level topic distribution is symmetric Dirichlet(/3) with 5 < 1. In our experiments, we set
K = 20, |V| = 5000, and A = 30, and we varied « from 1 to 10. Notice that as « increases, the
Dirichlet prior becomes more concentrated around the uniform distribution, so the topic distributions
are more likely to be similar. Thus, we expect the contrastive learning problem to be more difficult
with larger values of a.

We used contrastive models of the same form as|Section 7} namely models of the form f;, fo where
the final prediction is f1(x)T fo(«’) and f; and fo are fully-connected neural networks with three
hidden layers. To measure the effect of model capacity, we trained two models — a smaller model
with 256 nodes per hidden layer and a larger model with 512 nodes per hidden layer. Both models
were trained for 100 epochs. We used all of the same optimization parameters as in with
the exception of dropout, which we did not use.

To study the effect of training data, we varied the rate r at which we resampled our entire contrastive
training set from the ground truth topic model. Specifically, after every 1/r-th training epoch, we
resampled 60,000 new documents and constructed a contrastive dataset from these documents. We
varied the resampling rate r from 0.1 to 1.0, where larger values of r imply more training data. The
total amount of training data varies from 600K documents to 6M documents.

Using the results from we constructed the embedding ¢(x) of a new document x using
1000 landmark documents, each sampled from the same generative model. We constructed the true
likelihood matrix L of the landmark documents using the underlying topic model and recovered
the model-based posterior L¢(z). We measured accuracy as the fraction of testing documents for
which the MAP topic under the model-based posterior matched the generating topic. We used 5000
testing documents and performed 5 replicates for each setting of parameters.

B SEMI-SUPERVISED EXPERIMENT DETAILS

Methodology. We conducted semi-supervised experiments on the AG news topic classification
dataset as compiled by |Zhang et al.[(2015). This dataset contains news articles that belong to one of
four categories: world, sports, business, and sci/tech. There are 30,000 examples from each class in
the training set, and 1,900 examples from each class in the testing set. We minimally preprocessed
the dataset by removing punctuation and words that occurred in fewer than 10 documents, resulting
in a vocabulary of approximately 16,700 words.

We randomly selected 1,000 examples from each class to remain as our labeled training dataset,
and we used the remaining 116,000 examples as our unlabeled dataset for learning representations.
After computing representations on the unlabeled dataset, we fit a linear classifier on the labeled
training set using logistic regression with cross validation to choose the ¢, regularization parameter
(Nolds = 3).

We compared our representations, Landmark-NCE and Direct-NCE, against several represen-
tation baselines.

e BOW — The standard bag-of-words representation.

e BOW+SVD — A bag of words representation with dimensionality reduction. We first per-
form SVD on the bag-of-words representation using the unsupervised dataset to compute

12
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a low dimensional subspace, and train a linear classifier on the projected bag-of-words
representations with the labeled dataset.

e LDA — A representation derived from LDA. We fit LDA on the unsupervised dataset us-
ing online variational Bayes (Hoffman et al., 2010}, and our representation is the inferred
posterior distribution over topics given training document.

e word2vec — Skip-gram word embeddings (Mikolov et al., 2013b). We fit the skip-gram
word embeddings model on the unsupervised dataset and then averaged the word embed-
dings in each of the training documents to get their representation.

For our representation, to solve the optimization problem in Eq. (3), we considered neural network
architectures of various depths. We used fully-connected layers with between 250 and 300 nodes per
hidden layer. We used ReLU nonlinearities, dropout probability 1/2, batch normalization, and the
default PyTorch initialization (Paszke et al.,[2019). We optimized using RMSProp with momentum
value 0.009 and weight decay 0.0001 as in |[Radhakrishnan et al.| (2019). We started with learning
rate 10~* which we halved after 250 epochs, and we trained for 600 epochs. Unless otherwise
stated, Landmark—NCE and Direct—-NCE use a three-layer architecture, and Landmark—-NCE
uses 8000 landmarks.

To sample a contrastive dataset, we first randomly partitioned each unlabeled document in half to
create the positive pairs. To create the negative pairs, we again randomly partitioned each unlabeled
document in half, randomly permuted one set of half documents, and discarded collisions. This
results in a contrastive dataset whose size is roughly twice the number of unlabeled documents. In
the course of training our models for the contrastive task, we resampled a contrastive dataset every
3 epochs to prevent overfitting on any one particular dataset.

Additional discussions. In the left panel of we additionally remark that LDA performs
quite poorly. This could be for several reasons, including that fitting a topic model directly could
be challenging on the relatively short documents in the corpus or that the document category is not
well-expressed by a linear function of the topic proportions.

C PROOFS FROM

C.1 PROOF OF SINGLE TOPIC REPRESENTATION LEMMA

Proof of[Lemma 1] Conditioned on the topic vector w, (1) and 2(?) are independent. Thus,

* N )
9 (@2) = gL P =2

B i Pw = ex)P(zV) =2 | w = ex)P(z? = 2’ | w = ey)

B — Pz = z)P(2() = 1/)

_iP(w—eHx(l) =2)P(x® =2’ | w = ey)

- 2) —
Pt P(z(® = a/)
() (")
P(z(® = a7)’

where the third equality follows from Bayes’ rule. O

C.2 PROOF OF GENERAL REPRESENTATION LEMMA

Proof of[Lemma 2] Fix a document z of length m and a document probability vector w. Conditioned
on the assignment of each word in the document to a topic, probability of a document factorizes as

Plz|w)= Y Jlw.Oilz)= > []]w- HO(%M) = 7(w)"Y(x),

z€[K]™ i=1 ze[K]m \i=1

13



Under review as a conference paper at ICLR 2021

where the last line follows from collecting like terms. Using the form of g* from above, we have

Pz =z, 2?) = 2/)

Pz = 2)P(2(2 = z/)

[, P(a® =2 | w)P(z® =2 | w) dP(w)
Pz = 2)P(2®2 = 2/)

[, P(a® =2’ |w) dP(w | 2V = )

- P(z(® = a/)

[, 7w () dBw | «® = 2)
P(z(® = a/)

g (z,2") =

C.3 PROOF OF POLYNOMIAL REPRESENTATION THEOREM

Proof of[Theorem 3] By assumption (i), there exists an anchor word ay, for each topick =1,..., K.
By definition this means that O(ay, | j) > 0 if and only if j = k. For each vector o € Z% such

that >« < d,, create a landmark document consisting of ay, copies of ay for k = 1,..., K. This
will result in (Kjod°) landmark documents. Moreover, from assumption (ii), we can see that each
of these landmark documents has positive probability of occurring under the marginal distribution
of @ for (™, 2(® | y) ~ Deonirasi» Which implies g*(z, 1) is well-defined for all our landmark

documents .

Let [ denote one of our landmark documents and let o € Zf be its associated vector. Since [ only
contains anchor words, (1) g > 01if and only if o = 3. To see this, note that

m K

Yo=Y, [JOW =) = []Oak | k)** > 0.

s(tmlyi=1 k=1

a

On the other hand, if 5 # abut ), B = >, au, then there exists an index & such that 3;, > oy +1.

Thus, for any z € ([75]), there will be more than o, words in [ assigned to topic k. Since every word

in [ is an anchor word and at most «, of them correspond to topic k, we will have

m

Rebinding ¢ (1) = (Yo(l), ..., %4, (1)) and forming the matrix L using this definition, we see that
L™ can be diagonalized and inverted.

For any target degree-d,, polynomial Q(w), there exists a vector v such that Q(w) = (v, 74, (w)),
where 74, (w) denotes the degree-dy monomial vector. Thus, we may take # = L~'v and get that
for any document z:

(0,9 (@, luar)) = (L7'0)TLn(2) = El(v,mg,(w)) [ 2V = 2] = E[Q(w) |2V =2]. O

D PROOFS FROM [SECTION 3|

D.1 PROOF OF ERROR TRANSFORMATION GUARANTEE

We first recall and setup some notations. For (x(l), x(z), Y) ~ Deontrast (OUr contrastive distribution
defined in [Section 3], we let z; denote the marginal distribution of z(*). Furthermore, recall the
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contrastive loss, conditional probability, odds ratio, and oracle representation functions:

Lcontrast(f) = E(w,m’,y)NDmmﬁs‘ |:y 10g (1 + eff(a:,x’)) + (1 — y) log (1 + 6f(z,x')):|

Ply=1]z® =z,23 = z/)
]P’(y =0 ‘ (1) = gj,gj(Q) = Jj/)’
P(zM) = 2,23 = 2/)
* / o * / _ )
g ('Tvx) ‘= €Xp (f (1‘71" )) - P(]I(l) — .'L')P(.T(z) _ .'17/)7
¢*(l') = (g*(l', ll)) L ag*(‘%‘a l]\/[))

where [y, ...l are landmark documents. The learned approximation to f* is f , and from it we
derive

fHa,a) = log

g(@,a’) = exp (f(z.a")) .

(;5(.%') = (g(x>l1)7 s ag(IJJVI))

Let n(x), 4 (x) denote the posterior/likelihood vectors from or the posterior/likelihood
polynomial vectors from|[Cemma 2] Say the length of this vector is N > 1.

Our goal is to show that linear functions in the representation ngS(:c) can provide a good approximation
to the target function

x> n(z)"0*
where 6* € RY is some fixed vector. To this end, define
R(¢) := minE, 0 (n(z)"0* — d(z) )%,
v

which is the best mean squared error achievable using the representation qAb

By|Lemma I|or[Lemma 2| we know that for any z, ' we have
g*(z,2") = n(x)"y ().

Recall the matrix
L:=),....,v(n)) -

This matrix is in RY>*M If [, has full row rank, then

1(@)'0* = n(a) LL16* = 6 (2)"v*
where

¢"(x) = (9" (x, 1), -, 9" (2, lar))
and v* = LT0*. Thus, R(¢*) = 0. We will show that R(¢) can be bounded as well.
Theorem 5 (Restatement of [Theorem 4). Suppose the following assumptions hold.

(1) There is a constant oyin > 0 such that for any 6 € (0,1), there is a number My(0) such
that for an i.i.d. sample ly, ... lp; with M > My(6), with probability 1 — 0, the matrix

L=[y) - ()]
has minimum singular value at least omin vV M.

(2) There exists a value gmax > 0 such that for all documents x and landmarks l;

max{f(x,1;), f*(2,1;)} <108 gmax-

Let f be the function returned by the contrastive learning algorithm, and let

€= Lconlrasl(f) - Lconlrasl(f*)

denote its excess contrastive loss. For any § € (0,1), if M > My(6/2), then with probability at
least 1 — 0 over the random draw of l1, . .., ly;, we have

< O3 (1 + g (5+ 210g<2/5>>.

R(¢) — i,

min
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Proof. We first condition on two events based on the sample [y, ..., l5;. The first is the event that

L has full row rank and smallest non-zero singular value at least v Mo, > 0; this event has
probability at least 1 — /2. The second is the event that

1 < * / N Ny 2 « R 2 21og(2/0)
i ZEINMD (p*(z,2") — p(z,2"))” < E (2 ~pn®@u® (p*(z,1;) — Pz, 1;))" + —
=1

(6)
where we make the definitions

gz, 2") = exp(f(z, "))

~ ~ /
(oaa) = 1)1 4 Ty = @)
p(l’,l’) /( +e ) 1+g<.’17,$/)
* /
o) = 1)1 ey = O
p (xm) /( +e ) l—l—g*(x,a:’)

By Hoeffding’s inequality and the fact that p and p* have range [0, 1], this event also has probability
at least 1 — §/2. By the union bound, both events hold simultaneously with probability at least 1 — 4.
We henceforth condition on these two events for the remainder of the proof.

Since L has full row rank, via Cauchy-Schwarz, we have
R(3) = min o ((a)0" — d(a)")?
< By (@)0° — (20"’
= By (67 2)" — ()"0
5 (@)~ o).
o) — b

We analyze the two factors on the right-hand side separately.

< Ewmu(l) Hv*Hg ’

2
= ||’U*H2 : EQCN;L(I)

Analysis of v*. For v*, we have

1
Mo?

min

2
167112 »

2
2 2
o1 < ||| o3 <
where we have used the fact that L has smallest non-zero singular value at least v/ M oy -

Analysis of ¢o* — (;AS For the other term, we first note that
p,a) = 1/1+e @) = Ply=1]20 = 2,2 = 2.
Thus, we have
€ = Lcontrasl(f ) - LcontraSt(.f *)

p*(z,a') 1 —p*(z, ')
— Eluar gyt |10 (2 4 (1 - gy log (L)
(2,2 ,y) ~Deontrast [y 0g < ]5(5(1, m/) > + ( y) ) ( 1-— ﬁ($7 :C/)

o) tog () ) 4 (1o o (5 @""’“’/))]

= E.an~ -
(w@ ) Dcomms( p(m,x/) 1 - p(x7x/)

= E(wawl)NDconlrasl I:KL(p(I7x/)7p*(x7x/)):|

where KL(p, p’) denotes the KL-divergence between two Bernoulli distributions with biases p and
p/, respectively. Pinkser’s inequality tells us that KL(p, p’) > 2(p — p’)?. Combining this with the

fact that Deonyrase i @ mixture distribution that places half its probability mass in ©") @ p(2) implies

~ * 2 ~ * 2
€ 2> 2E(w,w’)~Dcomm‘ [(p(x,x') —D (33,1'/)) :|E(:r,:c’)~;¢(1>®p,(2) [(p(x,x') - D (33,])/)> :| .
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Combining the above with Eq. @) and the definitions of p, p*, we have

')~ ét)], = ZEWU () =~ i 1y)

M
S 1 +gmax 42]}21”“(1) 'T l ) f)(‘rvl_]))2

j=1

E,epm

* . 2 2log(2/6
ML+ g’ (E e (9. ) — Bl 1) + %&”)

< M+ goas) ( /2 log 2/6)) .

Wrapping up. To conclude, we have

~ N 2
R(B) < 110"]3 Egmpur 0" (@) = (o)

* 210g 2 1)
: <M 110 ||2) M1+ gone)? ( ﬁ)
_ ||9*||2 (1+gmax ( \/W) 0
a Ur2nin

D.2 SATISFYING[ASSUMPTION 1

Suppose we are in the single topic case where w € {e1, ..., ek }. Assume that ming Pr(w = ej) >
Wmin. Further assumes that each topic k has an anchor word ag, satisfying O(ay, | z = eg) >
Gmin- Then we will show that when M and m are large enough, the matrix L whose columns are
¥ (x)/P(x) will have large singular values.
First note that if document x contains ay, then () is one sparse, and satisfies

: Pz | w =eg) 1

f cx: = = .

ifar o 90@) = S e o= T Plo =)

Therefore, the second moment matrix satisfies

K
E [¢(z)y(2)7] = Z]P’(w = e)P(ar € x| ex)E [(2)Y(z)" | a € z,w = €]

_K]P’(akE:Hek) .
= Z 7@(10 — ek) €€
k=1
Now, if the number of words per document is m > 1/a;, then
Plap € x| ex) =1—(1—O(ag | ex))™ > 1 —exp(—mO(ay | ex))
> 1 — exp(—Mamin)
>1—1/e.
Finally, using the fact that P(w = ej) < 1, we see that the second moment matrix satisfies

E [ (2)¢(2)T] = (1= 1/e) Ik

For the empirical matrix, we perform a crude analys1s and apply the Matrix-Hoeffding inequal-

ity (Tropp, 2012). We have Hz/z H , S K w2 and so with probability at least 1 — &, we
have
M
1 8K log(K/d)
i Z Y(li) ()" — E [7/’(13)1[1($)T] < Mt

2
If we take M > Q(K log(K/d)/w?;,) then we will have that the minimum eigenvalue of the
empirical second moment matrix will be at least 1/2.
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