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Abstract

LLMs can help humans working with long doc-001
uments, but are known to hallucinate. Attribu-002
tion can increase trust in LLM responses: The003
LLM provides evidence that supports its re-004
sponse, which enhances verifiability. Existing005
approaches to attribution have only been evalu-006
ated in RAG settings, where the initial retrieval007
confounds LLM performance. This is crucially008
different from the long document setting, where009
retrieval is not needed, but could help. Thus,010
a long document specific evaluation of attribu-011
tion is missing. To fill this gap, we present012
LAB, a benchmark of 6 diverse long document013
tasks with attribution, and experiment with dif-014
ferent approaches to attribution on 4 LLMs of015
different sizes, both prompted and fine-tuned.016
We find that citation, i.e. response generation017
and evidence extraction in one step, mostly per-018
forms best. We investigate whether the “Lost in019
the Middle” phenomenon exists for attribution,020
but do not find this. We also find that evidence021
quality can predict response quality on datasets022
with simple responses, but not so for complex023
responses, as models struggle with providing024
evidence for complex claims. We release code025
and data for further investigation1.026

1 Introduction027

Recent LLMs can process long documents (Sha-028

ham et al., 2023; Li et al., 2023b), showing great029

potential as long document assistants. For exam-030

ple (Fig. 1), such an assistant could answer a re-031

searcher’s questions about a paper. However, due032

to LLM hallucinations (Slobodkin et al., 2023), the033

researcher must verify responses, which is difficult034

with lengthy papers. To improve verifiability and035

trust, the assistant should either attribute (Rashkin036

et al., 2023) or abstain (Slobodkin et al., 2023): If037

it finds the necessary information, it should provide038

a response and point to the evidence in the paper039

1Anonymous link, code under Apache 2.0, dataset licenses
depend on original license, see §B.

What is the
size of the
dataset?

    abstain

🤖
Not answerable

567 annotated
reviews in Catalan
and 343 annotated
reviews in Basque

attribute

"...The final Catalan corpus
contains 567 annotated

reviews and the final Basque
corpus 343...."

Figure 1: Long document assistants should attribute,
i.e. provide responses with evidence , or abstain .
Example from QASPER (Dasigi et al., 2021). Figure
requires emojis to display correctly.

(attribute). If not, it should clearly communicate 040

this (abstain). We investigate the capabilities of 041

LLMs to fulfill these requirements, and the relation 042

between response quality and evidence quality. 043

Formally, we assume an instruction I (e.g. a 044

question) and a document D consisting of segments 045

d (e.g. paragraphs)2. There are two subtasks that 046

can be solved jointly or independently: One is to 047

generate a response R (e.g. an answer) containing 048

statements r. If the response is not abstained (e.g. 049

by saying “unanswerable”), the other subtask is to 050

retrieve evidence Ei ⊂ D for each ri such that ri, 051

is attributable to Ei, i.e. "according to Ei, ri" is 052

true (Rashkin et al., 2023). 053

Different approaches to attribution can be de- 054

fined based on the subtask order (Fig. 2): (1) 055

post-hoc: an LLM generates a response R, and 056

evidence is retrieved from D based on R. (2) 057

retrieve-then-read: Evidence E is retrieved 058

from D, and an LLM generates a response based 059

on E. (3) citation: Based on D, an LLM gener- 060

ates a response and retrieves evidence in one step. 061

To decrease the input length in post-hoc and 062

citation, D can be reduced to D′ ⊂ D via 063

and additional initial retrieval step. This re- 064

2In other scenarios, D can be a large corpus, see below.
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Figure 2: The approaches to attribution in long document scenarios analyzed in this work.

sults in two further attribution approaches: (4)065

reduced-post-hoc and (5) reduced-citation.066

Attribution has only been investigated in re-067

trieval augmented generation (RAG) settings,068

where D is not a document, but a large corpus (e.g.069

Wikipedia) that does not fit the LLM context. This070

means that only approaches with initial retrieval,071

retrieve-then-read, reduced-post-hoc and072

reduced-citation, can be used. Performance de-073

pends on retrieval quality, and the best-performing074

approach is unclear (Bohnet et al., 2022; Gao et al.,075

2023b; Malaviya et al., 2024).076

In contrast, when D is a long document that fits077

the LLM context, the confounding initial retrieval078

can be omitted. Still, it is possible that separating079

generation and retrieval improves performance, as080

shown in related works on task decomposition (Sun081

et al., 2023) and reducing long LLM inputs, where082

Agrawal et al. (2024) found positive effects, while083

Xu et al. (2024) and Bai et al. (2023) did not. These084

works did not consider attribution, so there is a lack085

of knowledge on the effect of separating response086

generation and evidence retrieval, and the optimal087

approach to attribution on long documents.088

The document length poses additional chal-089

lenges: Recent works have found that LLM per-090

formance on long-input tasks depends on the po-091

sition of the information in the context (Liu et al.,092

2024; Staniszewski et al., 2024; Ravaut et al., 2024).093

Whether this can also be observed for attribution094

has not yet been investigated.095

Evidence quality (attributability) can be evalu-096

ated without external reference (Honovich et al.,097

2022; Yue et al., 2023; Tang et al., 2024). If ev-098

idence quality were positively correlated with re-099

sponse quality, bad responses could be abstained100

from by filtering responses with bad evidence qual-101

ity. If not, this would lead to abstaining from poten- 102

tially helpful responses with insufficient evidence. 103

Current research on the relation of response quality 104

and evidence quality is inconclusive: Bohnet et al. 105

(2022) and Gao et al. (2023b) reranked multiple 106

sampled responses by evidence quality. While the 107

former found an improvement in response quality, 108

the latter did not. Neither provide an analysis, so 109

we lack understanding if and how evidence quality 110

correlates with response quality. 111

To close these gaps, we compile LAB, a 112

Long-document Attribution Benchmark of 6 long- 113

document datasets with diverse tasks (QA, clas- 114

sification, NLI and summarization) and domains 115

(science, law, governmental and Wikipedia). We 116

conduct experiments using the outlined attribution 117

approaches on 4 LLMs of varying sizes, prompted 118

and fine-tuned, to answer three research questions: 119

RQ1: What are optimal approaches for at- 120

tribution in long document tasks? We find that 121

large and fine-tuned models reach best evidence 122

quality via citation, but small prompted LLMs 123

can benefit from post-hoc evidence retrieval. 124

RQ2: Do LLMs exhibit positional biases in 125

evidence attribution? Concerning evidence re- 126

trieval, except for GovReport, we find no particular 127

bias, as the predicted and gold evidence distribu- 128

tions are mostly similar. However, we find that 129

response quality generally decreases as evidence 130

appears later in the document. 131

RQ3: What is the relation between evidence 132

quality and response quality? We find that ev- 133

idence quality can predict response quality on 134

datasets with single-fact responses, but not so for 135

multi-fact responses, as models struggle with pro- 136

viding evidence for complex claims. 137
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2 Related Work138

Attribution Current research in attribution is139

done in three strains: First, some works evaluate140

post-hoc, retrieve-then-read and citation141

approaches in their ability to produce attributed142

responses (Bohnet et al., 2022; Liu et al., 2023),143

some proposing new datasets (Malaviya et al.,144

2024) or benchmarks (DeYoung et al., 2020a; Gao145

et al., 2023b). Second, methodological works pro-146

pose new fine-tuning (Schimanski et al., 2024;147

Huang et al., 2024) and prompting (Berchansky148

et al., 2024; Fierro et al., 2024) methods to im-149

prove the citation capabilities of language mod-150

els, but do not compare to retrieve-then-read151

or post-hoc approaches. Both of these strains152

have focused on open domain QA, and neglected153

the long document scenario. Here, we close these154

gaps by providing a comprehensive investigation155

of attribution for long documents.156

To evaluate attributability automatically, most157

works have used TRUE, Flan-T5-XXL fine-tuned158

on several NLI datasets (Honovich et al., 2022;159

Bohnet et al., 2022; Gao et al., 2023b; Fierro et al.,160

2024; Huang et al., 2024). More recently, Attrscore161

(Yue et al., 2023) and Minicheck (Tang et al., 2024)162

were proposed specifically for the evaluation of at-163

tributability. We compare these models and employ164

the best-performing for attributability evaluation.165

LLMs for long documents While there is no166

universal definition of "long documents", existing167

long document benchmarks contain documents of168

1500 to 50000 words average length (Shaham et al.,169

2023; Dong et al., 2024; An et al., 2023; Li et al.,170

2023b). Initial LLMs were limited to contexts of171

less than 2000 tokens (Brown et al., 2020; Touvron172

et al., 2023), but recent advances in hardware and173

efficiency (Dao, 2023) have spurred the develop-174

ment of models with context ≥8000 tokens, e.g.175

Longchat (Li et al., 2023a), Mistral (Jiang et al.,176

2023), GPT-3.5-16K 3 or GPT-4-Turbo-128K.4 We177

add to this line of research by evaluating a range of178

models in their attribution capabilities.179

3 Methods180

3.1 Datasets181

The datasets in LAB are shown in Table 1. All182

datasets are in English. GovReport (Huang et al.,183

3https://platform.openai.com/docs/models/
gpt-3-5-turbo

4https://platform.openai.com/docs/models/
gpt-4-turbo-and-gpt-4

2021) is the only dataset without annotated evi- 184

dence. To simulate gold evidence, we used BM25 185

to find the 2 best-matching paragraphs from a docu- 186

ment for each sentence in the gold summary similar 187

to Ravaut et al. (2024). Due to limited resources, 188

we use at most 2000 test instances from any dataset 189

(100 for GPT-4). For details and examples see §B. 190

3.2 Evaluation 191

Response parsing For all datasets except Gov- 192

Report, responses consist of single statements. For 193

GovReport, we split responses into statements (sen- 194

tences) using NLTK (Bird, 2006). For citation, 195

LLMs are expected to generate segment identifiers 196

(“[1] [2]”) at the end of each statement. 197

Evaluation of response quality For compara- 198

bility with related work, we used established met- 199

rics to evaluate response quality: Exact match F1 200

(EM)5 on QASPER (Dasigi et al., 2021; Shaham 201

et al., 2023) and Natural Questions (Kwiatkowski 202

et al., 2019; Bohnet et al., 2022), classification 203

macro F1 (CF1) for Evidence Inference (DeY- 204

oung et al., 2020b), Wice (Kamoi et al., 2023) and 205

ContractNLI (Koreeda and Manning, 2021) and 206

ROUGE-L6 (RL, Lin 2004) for GovReport (Huang 207

et al., 2021; Shaham et al., 2023). 208

Evidence F1 (EF1) For datasets that define a 209

fixed response vocabulary (i.e. Evidence Inference, 210

Wice and ContractNLI), we compute evidence qual- 211

ity as evidence F1, comparing the predicted evi- 212

dence with annotated ground truth evidence. If 213

there is no annotated evidence, evidence F1 is 1 if 214

no evidence was predicted and otherwise 0. 215

Attributability (ATT) For the other datasets, ev- 216

idence F1 is insufficient: GovReport does not come 217

with annotated evidence, and for datasets with free- 218

form responses (QASPER and Natural Questions), 219

evidence F1 is too rigid: A model might produce a 220

response different from the ground truth, but sup- 221

ported by the retrieved evidence. Even though ev- 222

idence quality is high, evidence F1 might be low. 223

For these datasets, we evaluate evidence quality as 224

attributability7, (Gao et al., 2023b; Huang et al., 225

2021; Schimanski et al., 2024). We assume an at- 226

tributability evaluation model Ma(E, r) → {1, 0}. 227

5Found to correlate better than BERTScore (Zhang* et al.,
2020) with human judgment in our preliminary experiments.

6ROUGE has shown good correlation with human rele-
vance judgments in Wu et al. (2024).

7Also known as citation recall (Gao et al., 2023b).
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Domain Task #Inst Train/Dev/Test Doc #W Res |R|/#W #Evi Evi Lvl

QASPER (QSP) [1] Science QA 2675/1005/1451 3937 1/12 1.7 para
Natural Questions (NQ) [2] Wiki QA 232191/6205/7307 4693 1/3 1 para
Evidence Inference (EI) [3] Science Cls 18545/1232/1218 3962 1/1 1.1 para
Wice (WIC) [4] Web FC 4234/349/358 1339 1/1 3.7 sent
ContractNLI (CNLI) [5] Legal NLI 7191/1037/2091 1697 1/1 1.5 para
GovReport (GR) [6] US Gov. Sum 15107/964/969 8464 20/517 N/A N/A

Table 1: The datasets in LAB span multiple domains and task types. The numbers for Natural Questions differ
from the original publication, as we filtered the instances (§B). Column names: Doc #: Average number of words
per document. Res |R|/#W: Number of statements / Average number of words per response. #Evi: Number of
annotated evidence segments per instance. Evi Lvl: Level of annotated evidence. Tasks: QA: Question answering.
Cls: Classification. FC: Fact checking. NLI: Natural Language Inference. Sum: Summarization. [1] Dasigi et al.
(2021) [2] Kwiatkowski et al. (2019) [3] DeYoung et al. (2020b) [4] Kamoi et al. (2023) [5] Koreeda and Manning
(2021) [6] Huang et al. (2021)

The attributability score (AS) of a response is com-228

puted as the proportion of attributable statements.229

ATT =
1

n

n∑
i=1

Ma(Ei, ri)230

When a response is abstained, we do not evaluate231

attributability, as no evidence is required. We addi-232

tionally evaluate Unanswerable F1 for QA datasets:233

Unanswerable F1 (UF1) We set this up as a clas-234

sification task similar to Slobodkin et al. (2023).235

Gold labels are determined depending on the num-236

ber of annotations (Kwiatkowski et al., 2019): For237

3 annotations or less: “Unanswerable” if all anno-238

tators annotated unanswerable, else “answerable”.239

More than 3 annotations: “Unanswerable” if at240

most one annotator did not annotate unanswerable,241

else “answerable”. If a model abstains, its predic-242

tion is set to “unanswerable”, else “answerable”.243

To detect abstaining, we compiled a list of key-244

words based on (Slobodkin et al., 2023) and manual245

inspection. If a response contained a keyword, any246

predicted evidence was removed, and the response247

was set to "unanswerable" (see §G).248

3.2.1 Attributability Evaluation Model249

Selection250

To select a model for attributability evaluation, we251

created test datasets for QASPER, Natural Ques-252

tions and GovReport, and evaluated TRUE (Hon-253

ovich et al., 2022), Attrscore (Yue et al., 2023) and254

Minicheck (Tang et al., 2024). For Attrscore, we255

map "Contradictory" and "Extrapolatory" predic-256

tions to a single "not attributable" class.257

Human annotation We generated attributed re-258

sponses using GPT 3.5-post-hoc with BM25 for259

evidence retrieval. Two authors of this study, both260

Model QSP NQ GR

TRUE 79/80 83/83 79/78
AttrScore 76/71 68/67 76/52
Minicheck 83/82 82/82 79/70

Table 2: Attributability evaluation model selection. Met-
rics: accuracy / balanced accuracy (Tang et al., 2024)

holders of a Master’s degree and fluent in En- 261

glish, annotated attributability (attributable or not 262

attributable) for 200 responses (200 sentences for 263

GovReport) and reached an agreement of 0.74 264

(QASPER), 0.77 (Natural Questions) and 0.76 265

(Govreport) Cohen’s κ. 266

Results We report accuracy (Gao et al., 2023b) 267

and balanced accuracy (Tang et al., 2024) scores 268

in Table 2. The scores are comparable to Gao et al. 269

(2023b), who reported 85% accuracy and Tang 270

et al. (2024), who reported between 59% and 84% 271

balanced accuracy on their respective benchmarks. 272

We select the best-performing model to evaluate 273

attributability: Minicheck for QASPER, and TRUE 274

for Natural Questions and GovReport. 275

3.3 Generation 276

Model selection We focus on two groups of 277

LLMs with at least 8K tokens input length: (1) The 278

large state of the art models GPT-3.58 and GPT-49, 279

as they hold top positions in other long document 280

benchmarks (Li et al., 2023b; Shaham et al., 2023; 281

An et al., 2023) (2) Small (~3-7B) models that 282

are accessible with limited resources. We tested a 283

range of models with citation on QASPER and 284

GovReport and selected Longchat-7B and Flan- 285

T5-XL as the best performing for prompting and 286

8gpt-35-turbo-0613-16k
9gpt-4-turbo-128k
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fine-tuning, respectively. For complete selection287

results and hyperparameters see §E.288

Prompts We employ separate prompt sets for289

citation and non-citation. Similar to Shaham290

et al. (2023), we keep instructions short, including291

guidance on the expected responses and output for-292

mat. Prompts contained three in-context examples,293

where documents were shortened to title, section294

headings and annotated evidence. For details and295

prompt optimization experiments, see §C.296

3.4 Retrieval297

Retriever selection For retrieval in post-hoc,298

retrieve-then-read and reduced, we employ299

sparse and dense retrievers that showed good per-300

formance in related work10 (Thakur et al., 2021):301

BM25 (Robertson and Zaragoza, 2009; Gao et al.,302

2023b), GTR (Ni et al., 2021; Gao et al., 2023b;303

Bohnet et al., 2022), Contriever (Izacard et al.,304

2022; Xu et al., 2024; Bai et al., 2023), Dragon305

(Lin et al., 2023; Xu et al., 2024) and the best-306

performing Sentence Transformer “all-mpnet-base-307

v2”11 (Reimers and Gurevych, 2019). For each308

combination of approach and task, we selected309

the best-performing retriever using GPT-3.5 as re-310

sponse generator (see §F).311

Details In retrieve-then-read and reduced,312

queries were constructed based on information313

available in the instruction (e.g. question or a314

claim). For GovReport, similar to Zhang et al.315

(2020), we created queries from all document316

segments and retrieved paragraphs based on self-317

similariy. In post-hoc, queries were constructed318

based on the instruction and the generated response.319

For both post-hoc and retrieve-then-read, we320

set k = 5 for Wice, and k = 2 for all other321

datasets based on evidence statistics (see Table 1).322

In reduced approaches we set k = 10 based on323

(Xu et al., 2024) (see §F).324

4 Experiments325

4.1 RQ1: What are optimal approaches to326

attribution in long document tasks?327

Table 3 shows the results from all combinations328

of selected models. Due to the large number of329

experiments, all results are from single runs.330

10For efficiency reasons, we do not use LLMs for retrieval.
11https://sbert.net/docs/sentence_transformer/

pretrained_models.html#semantic-search-models

Which approach produces the highest evi- 331

dence quality? Flan-T5-XL has higher aver- 332

age scores than GPT-3.5 and GPT-4, while the 333

Longchat scores are lower. For GPT-3.5, GPT- 334

4 and Flan-T5-XL, citation/reduced-citation 335

results in the best evidence quality on average and 336

most datasets, and retrieve-then-read performs 337

worst. Post-hoc works best for GovReport and 338

Longchat. 339

Does citation hurt response quality? It could 340

be assumed that post-hoc results in better re- 341

sponse quality than citation, as task decompo- 342

sition can improve performance (Gao et al., 2023a). 343

We compare average response quality between 344

(reduced-)citation and (reduced-)post-hoc 345

for GPT-3.5, GPT-4 and Flan-T5-XL. In no case, 346

the response quality for citation is more than 347

0.5 points lower than for post-hoc, showing that 348

citation has a minimal effect on response quality. 349

Does reduction of the input document help? 350

Comparing reduced-post-hoc to post-hoc and 351

reduced-citation to citation, we find that re- 352

sponse quality is mostly better for the non-reduced 353

variant. Regarding evidence quality, our findings 354

are not as clear, as reduced-citation results in 355

the best average evidence quality for GPT-3.5. 356

Discussion Citation or reduced-citation re- 357

sult in the best average evidence quality, while 358

not hurting response quality, in line with recent 359

work showing LLM capabilities for retrieval (Ma 360

et al., 2023). The GovReport task and the Longchat 361

model are exceptions to this, as post-hoc results 362

in better evidence quality in these cases. For Gov- 363

Report, the higher evidence quality with post-hoc 364

can be explained with the "repetitive" nature of 365

the summarization task, since the high overlap be- 366

tween response statements and document provides 367

good conditions for retrievers to find evidence. For 368

small models such as Longchat, related work has 369

shown that they lack instruction following capa- 370

bility to perform evidence extraction (Gao et al., 371

2023b; Schimanski et al., 2024), making post-hoc 372

the better approach for the model. 373

Comparing models, fine-tuned Flan-T5-XL has 374

higher average scores for response and evidence 375

quality than the large prompted models GPT-3.5 376

and GPT-4. This could also be observed in related 377

work (Huang et al., 2024; Schimanski et al., 2024). 378

Similar to Xu et al. (2024) and Bai et al. (2023), 379

we have not found a general beneficial effect of 380
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QSP NQ EI WIC CNLI GR Average
EM ATT UF1 EM ATT UF1 CF1 EF1 CF1 EF1 CF1 EF1 RL ATT RQ EQ

GPT-3.5 p-h 45 62 65 51 44 58 77 22 52 48 44 40 26 74 49.17 48.33
rtr 42 78 51 50 42 57 73 25 50 44 47 41 21 40 47.17 45.00
cit 52 60 67 47 38 53 78 50 52 59 43 53 26 59 49.67 53.17
r-p-h 48 71 58 50 45 57 78 22 52 48 45 40 22 64 49.17 48.33
r-cit 50 70 64 46 38 53 78 52 48 63 48 57 22 58 48.67 56.33

GPT-4 p-h 65 68 68 52 42 56 87 24 32 36 66 50 27 63 54.83 47.17
rtr 56 83 56 58 36 61 74 31 22 28 64 59 20 27 49.00 44.00
cit 68 76 71 51 49 57 86 64 35 47 63 64 27 62 55.00 60.33
r-p-h 62 71 69 51 43 57 84 24 28 30 65 50 22 54 52.00 45.33
r-cit 63 76 66 54 49 58 83 49 33 46 64 67 22 56 53.17 57.17

Flan-T5 p-h 55 67 58 81 61 74 86 22 44 46 77 57 27 90 61.67 57.17
rtr 43 74 55 79 62 74 77 25 43 43 64 58 19 67 54.17 54.83
cit 53 57 56 84 75 71 83 59 53 70 77 78 25 71 62.50 68.33
r-p-h 53 72 58 80 62 75 87 22 45 46 76 58 23 84 60.67 57.33
r-cit 52 62 55 84 75 73 84 57 53 68 75 75 22 68 61.67 67.50

Longchat p-h 23 57 62 21 33 38 66 22 23 31 38 33 24 67 32.50 40.50
rtr 29 56 49 27 32 43 43 25 19 25 39 39 21 41 29.67 36.33
cit 22 53 52 17 2 38 66 13 24 19 36 14 23 9 31.33 18.33
r-p-h 33 58 54 25 35 41 61 22 20 27 33 30 22 63 32.33 39.17
r-cit 26 48 53 21 4 42 65 13 20 25 24 12 22 24 29.67 21.00

Table 3: Evaluation on LAB, all scores show percentages. Citation / reduced-citation mostly perform best,
with notable exceptions for GovReport and Longchat (see §4.1). p-h: post-hoc. rtr: retrieve-then-read. cit:
citation. r-: reduced-. EM: Exact match F1, ATT: Attributability, UF1: Unanswerable F1, CF1: Classification
F1, EF1: Evidence F1, RL: Rouge-L, RQ (EQ): Average response (evidence) quality, mean of all scores with blue
( green ) shade.

context reduction on response quality. The positive381

results from Agrawal et al. (2024) were obtained in382

a multi-document setting, where there is no logical383

coherence between the input documents. In con-384

trast, the logical coherence in long documents can385

be disrupted through reduction, which can make386

processing of the reduced document more difficult.387

4.2 RQ2: Do LLMs exhibit positional biases388

in attribution?389

Several works have shown that LLM performance390

depends on the position of information in the in-391

put (Liu et al., 2024; Staniszewski et al., 2024;392

Ravaut et al., 2024). We investigate whether this393

phenomenon exists for attribution.394

Do predicted and gold evidence distributions395

agree? Figure 3 (top) shows the predicted evi-396

dence distributions from citation12 and the gold397

distributions.13 The models generally follow the398

gold evidence distribution, with Longchat showing399

the strongest deviation. GovReport is an exception:400

all models show a higher focus on the beginning of401

the document, especially Flan-T5-XL.402

12We focus on citation because only in this approach the
LLM performs evidence retrieval.

13For GovReport, we matched summary sentences to para-
graphs using BM25 to obtain gold evidence, see §3.1

Does response quality depend on the position 403

of gold evidence? We grouped instances by evi- 404

dence position and evaluated the approaches with 405

full document input (citation and post-hoc) sep- 406

arately for each group (Fig. 3, bottom). The strong 407

fluctuations of GPT-4 can be explained by the fact 408

that it was evaluated on 100 samples only. It seems 409

that response quality decreases as evidence ap- 410

pears later in the document. Similar to Ravaut 411

et al. (2024), we computed Spearman correlation 412

between response quality and evidence position, 413

and find that correlation is mostly negative, but not 414

always significant (Table 5). 415

Discussion Except for GovReport, we could not 416

find positional biases in LLM evidence retrieval. 417

From the results of Liu et al. (2024), we expected to 418

find a “Lost in the Middle” effect, i.e. a reduction 419

of retrieved evidence or performance in the mid- 420

dle of documents. Rather, we found a decrease in 421

response quality towards the end of the document 422

similar to Ravaut et al. (2024). We and Ravaut 423

et al. (2024) work with coherent long documents, 424

while Liu et al. (2024) work in a RAG-like setup, 425

where the input are multiple documents without co- 426

herence, and models might expect an ordering by 427

relevance. This might explain the different results. 428
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Figure 3: Top: Evidence distribution (predicted via citation) by position in the document. Except for GovReport,
no positional bias is visible. Bottom: Response quality by position of gold evidence in the document. Negative
correlation between evidence position and response quality is visible in several cases (Table 5) (see §4.2).

4.3 RQ3: What is the relation between429

evidence quality and response quality?430

Attributability evaluation models (Honovich et al.,431

2022; Yue et al., 2023; Tang et al., 2024) can eval-432

uate evidence quality without external reference.433

If evidence quality were positively correlated with434

response quality, this could be used to abstain from435

low-quality responses. We test this with selective436

prediction (El-Yaniv and Wiener, 2010), using at-437

tributability scores as an estimate of confidence.438

Selective Prediction We begin by filtering re-439

sponses that don’t require evidence (e.g. “unan-440

swerable” on QASPER or “not mentioned” on Con-441

tractNLI), as attributability cannot be evaluated on442

these. We sort the remaining l predictions by at-443

tributability,14 obtaining the set of responses Rsel444

in descending order. For each t ∈ {0...l}, we com-445

pute average response quality15 on the subset of446

Rsel up to t and the coverage (the proportion of447

responses evaluated). We evalate the confidence448

estimation by the area under the response quality-449

coverage curve (AUC) (Chen et al., 2023).450

14We used Minicheck(Tang et al., 2024) for QASPER and
TRUE (Honovich et al., 2022) for all other datasets (§3.2.1)

15As filtering responses that do not require evidence pro-
duces a strong class imbalance, we use micro F1 instead of
macro F1 for Wice and ContractNLI

Is evidence quality a good estimate of confi- 451

dence in selective prediction? Table 4 shows the 452

AUC difference between ordering predictions by at- 453

tributability and a random order baseline (mean of 454

10 repeats). We see that attributability is an effec- 455

tive estimate of confidence on Natural Questions, 456

Evidence Inference and ContractNLI, and, to some 457

extent on Wice. On QASPER, and GovReport, the 458

difference to the random baseline is small. 459

Do unanswerable instances have lower evidence 460

quality? For instances annotated as “unanswer- 461

able”, “not supported” or “not mentioned”, there 462

is no annotated evidence. If models give differ- 463

ent responses, the evidence quality should be low, 464

and these should be filtered in selective prediction. 465

Fig. 4 shows the distribution of gold responses in 466

selective prediction. The proportion of such in- 467

stances without sufficient evidence decreases with 468

lower coverage for Natural Questions, Wice and 469

ContractNLI but, surprisingly, not for QASPER. 470

Why does evidence quality fail to predict re- 471

sponse quality? We consider GovReport a spe- 472

cial case, as its long responses are evaluated in 473

their entirety, which might be too coarse-grained 474

to reflect the per-statement evaluation of evidence 475

quality. This is corroborated by the fact that system- 476

level correlation between evidence quality and 477
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QSP NQ EI WIC CNLI GR
EM UF1 EM UF1 CF1 CF1 CF1 RL

GPT-3.5 post-hoc 3 2 17 20 12 4 19 0
citation 0 0 14 17 14 4 24 -1

GPT-4 post-hoc 4 1 24 26 9 11 16 0
citation 3 5 9 20 11 3 18 1

Flan-T5 post-hoc -1 2 14 13 8 0 8 0
citation 2 1 11 11 11 4 9 -1

Longchat post-hoc 6 2 13 20 18 16 26 0
citation 1 1 1 2 10 13 15 2

Table 4: Difference in response quality-coverage AUC between responses ordered by evidence quality (attributability)
and random ordering. Evidence quality predicts response quality on several datasets (see §4.3)

0.0 0.5 1.0
0.0

0.5

1.0

P(
Cl

as
s)

QSP

0.0 0.5 1.0

NQ

0.0 0.5 1.0
Coverage

EI

0.0 0.5 1.0

WIC

0.0 0.5 1.0

CNLI

Unans
Ans

Unans
Ans

Incr
Decr
No diff

Not sup
Part sup
Sup

Not ment
Ent
Contr

Figure 4: Gold class distribution in selective prediction for GPT-3.5-citation.

response quality is significantly positive for all478

datasets except GovReport (Table 6).479

For Wice and QASPER, the possible causes are:480

(1) Responses are correct, but the evidence is in-481

sufficient. (2) Responses are incorrect, but the ev-482

idence is sufficient. (3) The attributability scores483

are wrong. We performed a manual analysis on the484

50 responses with the lowest attributability from485

GPT-3.5-citation: For QASPER, the responses486

were often correct (answer F1 of 66), but the evi-487

dence was insufficient in 46 cases. For Wice, this488

could be observed in 39 cases. This implies that the489

LLM’s failure to extract sufficient evidence is the490

main reason for low correlation between evidence491

and response quality.492

For Wice, the attribution evaluation model failed to493

recognize evidence for “partially supported” claims494

in 8 cases, as it is only trained to distinguish “sup-495

ported” and “not supported”. This can be seen in496

Fig. 4, where the proportion of “partially supported”497

decreases with lower coverage.498

Discussion We explain the differences in the re-499

lationship between evidence quality and response500

quality by the varying dataset complexity. While501

Natural Questions, ContractNLI and Evidence In-502

ference focus on single facts (e.g. a single en-503

tity or a specific contractual obligation), Wice and504

QASPER instances often contain multiple facts505

(e.g. an enumeration or multiple subclaims), which 506

is also reflected in the number of evidence segments 507

per instance (Table 1). Models respond correctly, 508

but fail to point to all necessary evidence. This 509

is in line with related work on attribution: While 510

Bohnet et al. (2022) found that response quality 511

can be improved by attributability-based reranking 512

on Natural Questions, Gao et al. (2023b) did not 513

find this on their more complex benchmark. 514

5 Conclusion 515

In our experiments on LAB, we found that 516

citation is a promising approach to attribution 517

for large or fine-tuned models, while for small 518

prompted models, post-hoc extraction can im- 519

prove performance. We did not find a “Lost in the 520

Middle” effect, but negative correlation between 521

evidence position and response quality in some 522

cases. Finally, we showed that evidence quality 523

can predict response quality for responses with low 524

complexity. We hope that our results, code and data 525

spur further research on long document assistants, 526

most prominently: (1) Improving the citation 527

capabilities of LLMs for complex responses. (2) 528

Combining attributability evaluation models and 529

iterative self-refinement (Gao et al., 2023a) to try 530

to improve abstained responses. 531
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6 Limitations532

Using LLMs for retrieval LLMs have shown533

good performance in reranking tasks (e.g. Ma et al.534

2023). For efficiency reasons, we did not employ535

LLMs for retrieval. Instead, we employed state-536

of-the-art retrievers and implemented a rigorous537

selection procedure, elucidating the best retriever538

for each combination of task and approach. In the539

case of reduced approaches, we deem it unlikely540

to see large beneficial effects: The “pressure” on541

the retrievers was already low, as they only had to542

retrieve 1-3 relevant segments among 10 retrieved543

in total.544

For post-hoc and retrieve-then-read, it could545

be that using LLMs for evidence retrieval improves546

performance. However this would not change our547

main claims: Our experiments with the citation548

approach already show that using LLMs for evi-549

dence retrieval works best. Therefore, we found the550

trade-off between increased computational cost and551

additional insights not favorable towards employ-552

ing LLMs for evidence retrieval in post-hoc and553

retrieve-then-read. This might be different for554

researchers or practicioners interested in maximal555

performance.556

Evaluation of evidence quality While our at-557

tributability model selection experiments showed558

that these models obtain good accuracy, our analy-559

sis in 4.3 showed that edge cases are not yet han-560

dled well. Research into solving such edge cases is561

a promising direction for future work.562

Datasets We compiled a benchmark with diverse563

tasks, domains, response and document lengths, but564

naturally, we were not able to cover all variations565

of these properties. Many long document datasets566

and benchmarks are available (e.g. Li et al. 2023b;567

An et al. 2023; Shaham et al. 2023), but only few568

contain annotated evidence, which we required for569

the positional bias analysis in our paper (not find-570

ing a long document summarization dataset with571

annotated evidence, we resorted to GovReport).572

Given that we found only limited positional biases,573

extending our work to more datasets with and with-574

out annotated evidence is an interesting direction575

for future work.576

7 Potential Risks577

The goal of this work is to promote the develop-578

ment of more trustworthy long document assistants,579

which we deem a promising, but low-risk research580

goal. Similarly, we deem our research methodology 581

to be of low risk: All datasets used were created 582

for NLP research, do not contain personal, harmful 583

or sensitive data and were published under permis- 584

sive licenses (Table 7). We did not employ human 585

annotators other than the authors of the study them- 586

selves. 587
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QSP NQ EI WIC CNLI GR

GPT-3.5 post-hoc -0.76* -0.03 -0.77* -0.49 0.42 -0.45
citation -0.26 -0.44 -0.62 -0.41 -0.02 -0.59

GPT-4 post-hoc 0.12 0.02 0.03 0.35 0.04 0.12
citation 0.12 0.04 0.03 0.09 -0.19 0.03

Flan-T5 post-hoc -0.32 0.05 -0.75* -0.37 -0.07 -0.92*
citation -0.19 -0.13 -0.81* -0.76* -0.26 -0.95*

Longchat post-hoc -0.43 0.44 -0.33 -0.32 -0.58 -0.64*
citation -0.26 -0.28 -0.42 -0.30 -0.54 -0.81*

Table 5: Correlation between response quality and position of annotated evidence. See §4.2 for details.

Pearson r (p)

QSP 0.86 (6.8× 10−3)
NQ 0.99 (2.7× 10−6)
EI 0.97 (3.9× 10−5)
WIC 0.90 (2.3× 10−3)
CNLI 0.93 (9.4× 10−4)
GR 0.18 (6.7× 10−1)
Avg 0.98 (1.2× 10−5)

Table 6: System-level Pearson correlation between re-
sponse quality and evidence quality for citation and
reduced-citation (8 score pairs per dataset). For Avg,
correlation was computed over the average scores (right-
most columns in Table 3).

QASPER CC-BY 4.0
Natural Questions CC BY SA 3.0
Evidence Inference MIT
Wice CC BY SA 4.0 (Text), ODC-

BY (annotations)
ContractNLI CC BY 4.0
GovReport No copyright

Table 7: Licenses of the datasets in LAB.

B Datasets967

See Table 8 for examples from the datasets in LAB968

QASPER (Dasigi et al., 2021) is a dataset of969

NLP papers and questions about them. Answers970

can be extractive, abstractive, “Yes”, “No” or971

“unanswerable”. Evidence is annotated on para-972

graph level. We remove instances with evidence in973

tables or figures.974

Natural Questions (Kwiatkowski et al., 2019) is975

a dataset of genuine questions from Google search976

logs and Wikipedia pages that may or may not977

contain the answers. We removed all annotations978

with answers in tables and those that only have a979

long answer, keeping only the annotations that have980

short answers (i.e. extractive spans), “Yes”/“No”981

answers or “unanswerable”. All non-unanswerable982

annotations have a single evidence paragraph. As983

the official test set is hidden, we used the dev set for 984

testing and a part of the train set for development. 985

Evidence Inference (DeYoung et al., 2020b) con- 986

sists of reports from clinical studies, "prompts" in 987

the form of intervention, comparator, and outcome, 988

one or multiple labels for the prompt ("significantly 989

increased", "significantly decreased", or "no sig- 990

nificant difference") and corresponding evidence 991

spans. We map the annotated evidence spans to 992

paragraphs. 993

Wice (Kamoi et al., 2023) is a dataset of claims 994

from Wikipedia and referenced webpages. Claims 995

are annotated as “supported”, “partially supported” 996

or “not supported”. The referenced webpages are 997

annotated with evidence on sentence level. We use 998

the full-claim subset. 999

ContractNLI (Koreeda and Manning, 2021) is 1000

a dataset of non-disclosure agreement contracts 1001

and claims about these agreements. The relation 1002

between contract and claim is annotated as “en- 1003

tailment”, “contradiction” or “not mentioned”. We 1004

split the contract documents into paragraphs at new- 1005

line symbols to obtain paragraphs, and map the 1006

sentence-level annotated evidence to these para- 1007

graphs. 1008

GovReport (Huang et al., 2021) is a dataset of re- 1009

ports from US-American governmental institutions 1010

and their executive summaries. 1011

Dataset format All datasets were converted to 1012

the Intertext Graph format (Kuznetsov et al., 2022) 1013

to enable shared processing and the use of docu- 1014

ment structure (where available). 1015

C Prompts 1016

The prompts used in our experiments can be di- 1017

vided into two building blocks: (1) Instructioncand 1018

(2) instance specific input. The instruction further 1019
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consists of (a) task explanation and (b) format ex-1020

planation. We explain the building blocks in the1021

following. For a complete prompt example, see1022

Table 13.1023

C.1 Instruction1024

C.1.1 Task explanation1025

Task explanations give information on the type of1026

document used as input, the type of task to be1027

solved, and possible labels. Table 9 shows the1028

task explanations used.1029

C.1.2 Format explanation1030

Format explanations were only used for citation1031

approaches, explaining the expected format of1032

pointers to evidence segments. Table 10 shows1033

the format explanations used for single-statement1034

responses and multi-statement responses. The sin-1035

gle statement explanation was used for all datasets1036

except GovReport, where the multi statement ex-1037

planation was used.1038

C.2 Instance Specific Input1039

Instance specific input consisted of an input doc-1040

ument and task-dependent additional information,1041

such as a question or a claim. Table 11 shows the1042

formatting of instance specific input.1043

C.3 Example document formatting1044

We shortened the documents in examples to docu-1045

ment title, section headings (where available) and1046

annotated evidence segments. If there were no an-1047

notated evidence segments (e.g. because an exam-1048

ple instance is unanswerable) we selected 2 random1049

segments from the document (5 for Wice).1050

C.4 Prompt Selection1051

We optimized two prompt properties: The position1052

of the instruction (i.e. task explanation and format1053

explanation) and the number of few-shot exam-1054

ples. We ran experiments employing GPT-3.5 on1055

QASPER and GovReport under the citation ap-1056

proach, the results are shown in Table 12. We first1057

varied the position of the instruction, finding that1058

the instruction before the instance specific input re-1059

sulted in best performance. Next, we experimented1060

with using 1, 2 or 3 few shot examples, finding1061

that 3 examples resulted in best performance. We1062

limited the number of few-shot examples to leave1063

enough space for the input document.1064

C.5 Complete prompt example 1065

See Table 13. 1066

D Attributability Evaluation 1067

To evaluate attributability, we experimented with 1068

TRUE (Honovich et al., 2022), Attrscore (Flan-T5- 1069

XXL version) (Yue et al., 2023) and Minicheck 1070

(Flan-T5-Large version) (Tang et al., 2024). These 1071

models expect a claim and evidence as input. In the 1072

following we explain the construction of claims, 1073

evidence formatting and model-specific prompts. 1074

D.1 Claim Construction 1075

Claims were constructed based on the task specific 1076

inputs and outputs. Table 14 shows examples. 1077

QA datasets For QASPER and Natural Ques- 1078

tions, question and answer were concatenated to 1079

get the claim. 1080

Evidence Inference If the response was “no sig- 1081

nificant difference”, the claim was formulated as 1082

“There was no significant difference between the 1083

effect of {intervention} and the effect of {compara- 1084

tor} on {outcome}.”. If the response was “signifi- 1085

cantly increased” or “significantly decreased” were 1086

predicted, the claim was formulated as “The {inter- 1087

vention} {response} {outcome} in comparison to 1088

{comparator}”. 1089

Wice If the response was “supported”, the input 1090

claim was used as the claim for attributability evalu- 1091

ation. If the response was “partially supported”, the 1092

claim for attributability evaluation was formulated 1093

as “The claim {claim} is partially supported.” “Not 1094

supported” responses did not require attributability 1095

evaluation. 1096

ContractNLI If the response was “entailment”, 1097

the input claim was used as the claim for at- 1098

tributability evaluation. As there are only 20 claims 1099

in the complete dataset, we formulated an inverse 1100

version of each claim. This was used as the claim 1101

when the response was “contradiction”. See Ta- 1102

ble 14 for an example. 1103

GovReport The generated summary sentences 1104

were used as claims. 1105

D.2 Input Formatting 1106

Evidence formatting Predicted evidence seg- 1107

ments were ordered by occurence in the document, 1108

joined by newline symbols, and prepended with the 1109

document title. 1110

14



Model-specific formatting The prompt tem-1111

plates for attributability evaluation can be seen in1112

Table 15. They were taken from the respective1113

original publications.1114

D.3 Annotation Instructions1115

As mentioned in 3.2.1, we manually annotated pre-1116

dictions on QASPER, Natural Questions and Gov-1117

Report. The annotation instructions are shown in1118

Fig. 5.1119

E Generation1120

E.1 Model Selection1121

To select open source models for prompting and1122

fine-tuning, we compared their performance in pre-1123

liminary experiments. Table 16 shows all open1124

source models considered.1125

Fine-tuning We fine-tuned all candidate models1126

for 1000 steps on QASPER and evaluated them1127

on the dev set. As the results in Table 17 show1128

that Flan-T5-XL has a clear advantage over the1129

other models, we used it in all further fine-tuning1130

experiments.1131

Prompting We evaluated all candidate models1132

on 100 instances from the QASPER and GovRe-1133

port dev sets, using the citation approach with1134

the prompts described in §C. Table 18 shows the re-1135

sults. As the Longchat model obtained the highest1136

average score, we used it in all further experiments.1137

E.2 Hyperparameters1138

Generation We set the maximum input length to1139

16K, truncating the input document if needed. We1140

performed greedy decoding and temperature 0 for1141

best reproducibility (§G).1142

Fine-tuning We employed LoRA fine-tuning1143

(Hu et al., 2022) in a citation setting and a non-1144

citation setting for 1000 steps. We set r = 64,1145

α = 16, a dropout rate of 0.1, a learning rate of1146

10−4, effective batch size of 8, and employed an1147

AdamW optimizer (Loshchilov and Hutter, 2019)1148

F Retrieval1149

F.1 Retriever Selection1150

Candidates We experimented with BM251151

(Robertson and Zaragoza, 2009), GTR (Ni et al.,1152

2021), Contriever (Izacard et al., 2022), Dragon1153

(Lin et al., 2023) and the best-performing Sentence1154

Transformer “all-mpnet-base-v2”16 (Reimers and 1155

Gurevych, 2019). 1156

Results We tested all combinations of post-hoc 1157

(Table 21), retrieve-then-read (Table 19) and 1158

reduced-citation (Table 20) approaches, tasks 1159

and retrievers, using GPT-3.5 to generate responses. 1160

We selected the best-performing retriever for each 1161

combination 1162

F.2 Query Construction 1163

Post-hoc query construction Post-hoc 1164

queries were constructed by combining instance 1165

specific inputs and outputs. The exact query 1166

construction depended on the task. For QASPER 1167

and Natural Questions, question and generated 1168

response were concatenated. For Evidence 1169

Inference, ContractNLI and GovReport, post-hoc 1170

queries were constructed in the same manner as 1171

claims for attributability evaluation (see §D). For 1172

Wice, the input claim was used as the query. See 1173

Table 22 for examples. 1174

Reduce and retrieve-then-read query 1175

construction Queries for Reduce and 1176

retrieve-then-read were constructed based 1177

on instance specific input. For QASPER and 1178

Natural Questions, this was the question. For 1179

Evidence Inference, this was the question formed 1180

out of intervention, comparator and outcome. For 1181

Wice and ContractNLI, this was the claim. For 1182

GovReport, these were the document paragraphs. 1183

See Table 23 for examples. 1184

Reduce and retrieve-then-read for GovRe- 1185

port To find the most relevant paragraphs from 1186

documents in the GovReport dataset, we used each 1187

paragraph as a query and computed the retrieval 1188

score for all paragraphs (including the paragraph 1189

itself), resulting in n2 scores si,j for a document 1190

with n paragraphs. Each si,j is the score for retriev- 1191

ing pj with query pi. We compute a single score 1192

for each paragraph as s∗j =
∑n

i=0 si,j , i.e. the sum 1193

of scores to retrieve pj . The paragraphs with the 1194

highest s∗ are then selected. 1195

G Technical Details 1196

Technical setup GPT-35 and GPT-4 were ac- 1197

cessed via the Azure OpenAI API 17, all other mod- 1198

16https://sbert.net/docs/sentence_transformer/
pretrained_models.html#semantic-search-models

17https://azure.microsoft.com/en-us/products/
ai-services/openai-service
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els were downloaded and run locally via Hugging-1199

face Transformers (Wolf et al., 2020) on NVIDIA1200

A100 and H100 GPUs.1201

Rouge Scoring We used the rouge-score pack-1202

age18 to evaluate ROUGE-L1203

Compute Budget We spent around $400 to ac-1204

cess OpenAI models, including preliminary experi-1205

ments. We estimate to have spent 300 GPU hours1206

on all experiments, including fine tuning, inference1207

and attributability evaluation.1208

Use of AI assistants We used Github Copilot191209

for coding assistance.1210

18https://pypi.org/project/rouge-score/
19https://github.com/features/copilot
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Input Output

QASPER Question: Which domains do they explore? news articles related to Islam and articles dis-
cussing Islam basics

Natural Questions Question: who won the 2017 ncaa mens basket-
ball tournament

North Carolina

Evidence Inference Question: With respect to Quality of life, char-
acterize the reported difference between patients
receiving good motivation/capability and those re-
ceiving inadequate motivation/capability.Choose
between ’significantly decreased’, ’no significant
difference’, and ’significantly increased’.

no significant difference

Wice Claim: Having over 3,000 animals of nearly 400
different species, the zoo has slowly increased its
visitors and now ranks as the number one outdoor
tourist attraction in the state.
Additional Info: The Sedgwick County Zoo is an
AZA-accredited wildlife park and major attrac-
tion in Wichita, Kansas. Founded in 1971 with
the help of the Sedgwick County Zoological Soci-
ety, the zoo has quickly become recognized both
nationally and internationally for its support of
conservation programs and successful breeding
of rare and endangered species.

Partially Supported

ContractNLI Claim: Receiving Party shall not reverse engineer
any objects which embody Disclosing Party’s
Confidential Information.

not mentioned

GovReport Question: Write a one-page summary of the doc-
ument. Structure your summary according to
the following questions: 1. Why GAO Did This
Study 2. What GAO Found 3. What GAO Rec-
ommends

{summary}

Table 8: Dataset examples

QASPER You are given a Scientific Article and a Question. Answer the Question as concisely as you can, using
a single phrase or sentence. If the Question cannot be answered based on the information in the Article,
answer "unanswerable". If the question is a yes/no question, your answer should be "yes", "no", or
"unanswerable". Do not provide any explanation. (If the question can be answered, provide one or
several evidence paragraphs that can be used to verify the answer. Give as few paragraphs as possible.)

Natural Questions You are given a Wikipedia page and a question about that page. Answer the question as concisely as
you can, using at most five (5) words. If the question cannot be answered based on the information
in the article, write "unanswerable". If the question is a yes/no question, answer "yes", "no", or
"unanswerable". Do not provide any explanation. (If the question can be answered, provide one
evidence paragraph that can be used to verify the answer.)

Evidence Inference You are given a clinical study report and a question. Assess the effect of a treatment on a clinical
outcome, compared to a control treatment. The options are "significantly increased", "significantly
decreased" and "no significant difference". Do not provide any explanation. (Provide one or several
evidence paragraphs that can be used to verify the answer. Give as few paragraphs as possible.)

Wice You are given a document and a claim. Evaluate if the claim is supported by the document. You can
choose between “supported”, “partially supported” and “not supported”. Do not add any explanation.
(If you answer “supported” or “partially supported”, provide the evidence sentences from the document
that can be used to verify the answer. Give as few sentences as possible.)

ContractNLI You are given a non disclosure agreement contract and a statement. Determine the relation between
the contract and the statement. You can choose between “entailment”, “contradiction” and “not
mentioned”. Do not add any explanation. (If you answer “entailment” or “contradiction”, provide the
evidence paragraphs from the contract that can be used to verify the answer. Give as few paragraphs
as possible.)

GovReport You are given a government report document. Write a one page summary of the document. (Each
sentence in your summary should reference the source paragraphs from the document that can be used
to verify the summary sentence.)

Table 9: Task explanations for the datasets in LAB. Text in parentheses at the end was only shown when citation
approaches were used.
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Annotation Instructions
Instructions

You have received a spreadsheet with several columns. Depending on the dataset, only some
of the columns might be relevant for annotation.

- Question answering: “label”, “question”, “answer” and “predicted_evidence”.
- Summarization: “label”, “answer”, “predicted_evidence”.

Your job is to decide whether the predicted evidence fully supports the predicted answer. If it
does, put 2 into the label column. If it partly supports the answer (there is evidence for only
some of the facts in the answer), put 1 in the label column. If it does not support the answer, put
0 in the CR column

If there is no evidence, move to the next row.

To put a 2 in the CR column, the evidence should contain all necessary information in the
answer.
Example 1 (fully supports) → CR = 2

● Question: “what ner models were evaluated?”
● Predicted Answer: “Stanford NER, spaCy 2.0, and a recurrent model similar to

BIBREF13, BIBREF14”
● Predicted Evidence: “"In this section we describe a number of experiments targeted to

compare the performance of popular named entity recognition algorithms on our data.
We trained and evaluated Stanford NER, spaCy 2.0, and a recurrent model similar to
BIBREF13 , BIBREF14 that uses bidirectional LSTM cells for character-based feature
extraction and CRF, described in Guillaume Genthial's Sequence Tagging with
Tensorflow blog post BIBREF15 .”

Example 2: (fully supports, but answer is incomplete) -> CR = 2

- Question: “What is the baseline?”
- Predicted Answer: “Nearest Number”
- Predicted Evidence: “Apart from learning-based baselines, we also create two naive

baselines, one each for the Dosage and Frequency extraction tasks. For Dosage
extraction, the baseline we consider is `Nearest Number', where we take the number
nearest to the Medication Name as the prediction, and `none' if no number is mentioned
or if the Medication Name is not detected in the input. For Frequency extraction, the
baseline we consider is `Random Top-3' where we predict a random Frequency tag, from
top-3 most frequent ones from our dataset - {`none', `daily', `twice a day'}.”

Example 3 (partially supports) → CR = 1
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● Question: “How do they match words before reordering them?”
● Predicted Answer: “They use a dictionary to translate the sentences from English to the

target language before reordering them”
● Predicted Evidence: 'Since the source language and the assisting language (English)

have different word order, we hypothesize that it leads to inconsistencies in the
contextual representations generated by the encoder for the two languages. In this
paper, we propose to pre-order English sentences (assisting language sentences) to
match the word-order of the source language and train the parent model on this
pre-ordered corpus. In our experiments, we look at scenarios where the assisting
language has SVO word order and the source language has SOV word order.’

Example 4 (does not support) → CR = 0

● Question: “Which information about text structure is included in the corpus?”
● Predicted Answer: “number of paragraphs”
● Predicted Evidence: “For the webpages, a static dump of all documents was created.

Following this, the documents were manually checked to verify the language. The main
content was subsequently extracted, i.e., HTML markup and boilerplate removed using
the Beautiful Soup library for Python. Information on text structure (e.g., paragraphs,
lines) and typography (e.g., boldface, italics) was retained. Similarly, image information
(content, position, and dimensions of an image) was preserved”

If the answer is not a viable answer to the question, put 0 in the CR column.

Example 1 (off topic) → CR = 0

● Question: “How is model compactness measured”
● Predicted Answer: “15.4 MB”
● Predicted Evidence: 'Even if LangID-High does not present a more accurate result, it

does present a more compact one: LangID-High is 15.4 MB, while the combined wFST
high resource models are 197.5 MB.’

Example 2 (wrong answer) → CR = 0

● Question: "What datasets did they use?”
● Predicted Answer: “Carnegie Mellon Pronouncing Dictionary”
● Predicted Evidence: 'In order to train a neural g2p system, one needs a large quantity of

pronunciation data. A standard dataset for g2p is the Carnegie Mellon Pronouncing
Dictionary BIBREF12 . However, that is a monolingual English resource, so it is
unsuitable for our multilingual task. Instead, we use the multilingual pronunciation corpus
collected by deri2016grapheme for all experiments. This corpus consists of
spelling–pronunciation pairs extracted from Wiktionary. It is already partitioned into
training and test sets. Corpus statistics are presented in Table TABREF10 .’

Example 3 (non-sensical answer) → CR = 0

Figure 5: Annotation instructions for attributability model evaluation.
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Single statement Your reply must have the following format:
"<answer> [X] [Y]"
In your reply, replace <answer> with your solution to the task. Your reply must be followed by the ids of
the relevant segments from the document.

Multi statement Your reply must have the following format:
"<answer_sentence_1>[X] [Y] <answer_sentence_2>[Z]..."
In your reply, replace <answer_sentence_1> with your first sentence, <answer_sentence_2> with your
second sentence, and so forth. Each sentence must be followed by the ids of the segments relevant to the
sentence.

Table 10: Format explanations. Multi statement was used for GovReport, Single Statement for all other datasets.

QSP Scientific Article: {document} [End of Doc-
ument]
Question: {question}

NQ Document: {document} [End of Docu-
ment]
Question: {question}

EI Document: {document} [End of Docu-
ment]
Question: {question}

WIC Document: {document} [End of Docu-
ment]
Claim: {statement}
Additional Info: {additional_info}

CNLI Contract: {document} [End of Document]
Statement: {statement}

GR Document: {document} [End of Docu-
ment]
{question}

Table 11: Formatting of instance specific input. See
Table 8 for examples of task specific inputs.
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QSP GR
AF1 ATT UF1 Avg RL ATT Avg

Inst before and after 42 75 14 43.77 22 43 32.60
Inst before 47 70 33 50.31 25 10 17.62
Inst after 40 60 20 40.16 21 14 17.85
Inst before, 1 example 53 67 43 54.21 26 36 30.97
Inst before, 2 examples 50 59 42 50.40 26 44 35.11
Inst before, 3 examples 50 66 67 60.86 28 54 41.08

Table 12: Prompt optimization results on GPT-3.5 under the citation approach. Inst before / after refers to the
position of the instruction being before / after the task specific input. For complete instructions, see C Avg: Average
of scores for one task.

Task Explanation You are given a Scientific Article and a Question. Answer the Question as concisely as you can,
using a single phrase or sentence. If the Question cannot be answered based on the information in
the Article, answer "unanswerable". If the question is a yes/no question, your answer should be
"yes", "no", or "unanswerable". Do not provide any explanation. (If the question can be answered,
provide one or several evidence paragraphs that can be used to verify the answer. Give as few
paragraphs as possible.)

Format explanation Your reply must have the following format:
"<answer> [X] [Y]"
In your reply, replace <answer> with your solution to the task. Your reply must be followed by the
ids of the relevant segments from the document.

Example 1 Scientific Article: Automated Hate Speech Detection and the Problem of Offensive Language
Abstract {omitted} [End of Document]
Question: What type of model do they train?

Example 2 {omitted}
Example 3 {omitted}

Instance specific input Scientific Article: Combining Thesaurus Knowledge and Probabilistic Topic Models
Abstract {omitted} [End of Document]
Question: Which domains do they explore?

Table 13: Example of the final prompt format used for citation on QASPER.

Input Claim

QASPER Question, response “The answer to the question ’Which domains do they explore?’ is ’news
articles related to Islam and articles discussing Islam basics”’

Natural Questions Question, response “The answer to the question ’who won the 2017 ncaa mens basketball tourna-
ment?’ is ’North Carolina”’

"Evidence Inference Question, response “There was no significant difference between the effect of good motiva-
tion/capability and the effect of inadequate motivation/capability on quality
of life.”
“Good motivation/capability [significantly increased/significantly decreased]
quality of life compared to inadequate motivation/capability”’

"Wice Claim, response “Having over 3,000 animals of nearly 400 different species, the zoo has
slowly increased its visitors and now ranks as the number one outdoor tourist
attraction in the state.”
“The claim ’Having over 3,000 animals of nearly 400 different species, the
zoo has slowly increased its visitors and now ranks as the number one outdoor
tourist attraction in the state’ is partially supported.”

"ContractNLI Claim, response “Receiving Party shall not reverse engineer any objects which embody Dis-
closing Party’s Confidential Information.”
“Receiving Party may reverse engineer any objects which embody Disclosing
Party’s Confidential Information.”’

GovReport Response statement “Improper payments in Medicaid increased from $29.1 billion in fiscal year
2015 to $36.7 billion in fiscal year 2017.”

Table 14: Examples for claims constructed for attributability evaluation.
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TRUE premise: {evidence} hypothesis: {claim}
Attrscore Below is an instruction that describes a task, paired with an input that provides further context. Write a response

that appropriately completes the request.
### Instruction:
Verify whether a given reference can support the claim. Options: ""Attributable, Extrapolatory or Contradictory.
### Input:
Claim: {claim}
Reference: {evidence}
### Response:

Minicheck predict: {evidence}</s>{claim}

Table 15: Prompts for attributability evaluation models based on the respective publications.

#Params Reference

Gemma-7b-it 7B Team et al. (2024)
GritLM-7B 7B Muennighoff et al.

(2024)
Mistral-7B-
Instruct-v0.2

7B Jiang et al. (2023)

Vicuna-7B-v1.5-
16K

7B Chiang et al.
(2023)

Flan-T5-
XL/XXL*

3B/11B Longpre et al.
(2023)

LongChat-7B-
v1.5-32K

7B Li et al. (2023a)

Llama3-8B-
Instruct

8B See 20

Table 16: Open source models considered in selection
experiments. *: Flan-T5-XL was used in fine-tuning,
Flan-T5-XXL was used in prompting experiments.

AF1 ATT UF1 Avg

Gemma 0.41 0.28 0.25 0.27
GritLM 0.42 0.30 0.22 0.26
Mistral 0.46 0.34 0.26 0.30
Vicuna 0.42 0.31 0.24 0.28
Flan-T5-XL 0.45 0.61 0.22 0.42
LongChat 0.42 0.29 0.24 0.26
Llama3 0.44 0.37 0.25 0.31

Table 17: results of Fine-tuning Model Selection
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QASPER GovReport Avg
Model Answer F1 Attr Unans F1 R-L Attr

Gemma 22 22 0 20 1 12.51
GritLM 26 46 0 22 0 17.44
Mistral 31 47 0 0.25 0 19.33
Vicuna-7B 21 42 0 23 2 16.67
Flan-T5-XXL 26 28 36 12 1 18.32
LongChat 21 52 0 0.25 16 22.31
Llama3 17 60 0 23 0 18.78

Table 18: results of OS Prompt Model Selection

QASPER Natural Questions
AF1 ATT UF1 Avg AF1 ATT UF1 Avg

BM25 32 60 42 44.49 44 33 59 45.17
SBERT 29 69 39 45.56 47 53 60 53.36
Contriever 37 75 50 54.20 47 51 61 52.89
Dragon 39 79 52 56.65 48 48 63 52.93
GTR 36 70 46 50.54 46 48 61 51.47

Evidence Inference Wice
CF1 EF1 Avg - CF1 EF1 Avg -

BM25 77 16 46.46 - 29 36 32.71 -
SBERT 78 23 50.51 - 33 43 42.50 -
Contriever 83 29 55.71 - 26 42 33.87 -
Dragon 78 33 55.23 - 31 41 36.29 -
GTR 78 33 55.58 - 33 43 38.20 -

Contract NLI Govreport
CF1 EF1 Avg - RL ATT Avg

BM25 43 34 38.35 - 27 33 29.96 -
SBERT 42 35 38.21 - 28 36 31.79 -
Contriever 38 37 36.80 - 24 30 26.92 -
Dragon 39 37 37.64 - 21 19 20.16 -
GTR 44 39 41.39 - 23 37 30.00 -

Table 19: Retriever selection for retrieve-then-read. Retrievers were combined with GPT-3.5 and were
evaluated on 100 dev instances per dataset. The retriever that resulted in the best average score was used in all
further experiments for the respective combination of retrieve-then-read and task.
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QASPER Natural Questions
AF1 ATT UF1 Avg AF1 ATT UF1 Avg

BM25 45 67 63 58.33 42 36 59 45.69
SBERT 40 65 51 51.79 41 39 55 45.13
Contriever 48 72 65 61.64 40 42 55 45.83
Dragon 49 73 56 59.20 42 42 58 46.95
GTR 47 71 63 60.17 42 41 58 46.63

Evidence Inference Wice
CF1 EF1 Avg - CF1 EF1 Avg -

BM25 83 49 66.12 - 44 61 52.38 -
SBERT 82 50 65.75 - 40 65 52.13 -
Contriever 83 57 70.42 - 36 60 48.14 -
Dragon 87 54 70.51 - 37 64 50.49 -
GTR 86 62 73.66 - 37 62 49.75 -

Contract NLI Govreport
CF1 EF1 Avg - RL ATT Avg

BM25 42 49 45.25 - 26 51 38.29 -
SBERT 44 56 50.11 - 27 60 43.38 -
Contriever 45 58 51.42 - 23 45 33.93 -
Dragon 52 55 53.29 - 22 43 32.12 -
GTR 46 54 49.94 - 23 51 37.23 -

Table 20: Retriever selection for reduced approaches. Retrievers were combined with GPT-3.5-reduced-citation
and were evaluated on 100 dev instances per dataset. The retriever the resulted in the best average score was used in
all further experiments for the respective combination of reduced-citation / reduced-post-hoc and task.

QASPER Natural Questions
AF1 ATT UF1 Avg AF1 ATT UF1 Avg

BM25 52 65 73 63.25 41 40 57 45.92
SBERT 52 55 73 64.12 41 50 57 53.35
Contriever 52 63 73 68.42 41 54 57 55.28
Dragon 52 69 73 71.11 41 54 57 55.28
GTR 52 59 73 66.27 41 54 57 55.28

Evidence Inference Wice
CF1 EF1 Avg - CF1 EF1 Avg -

BM25 86 25 55.60 - 86 25 55.60 -
SBERT 86 20 52.94 - 86 20 52.94 -
Contriever 86 27 56.60 - 86 27 56.60 -
Dragon 86 28 57.27 - 86 28 57.27 -
GTR 86 24 55.27 - 86 24 55.27 -

Contract NLI Govreport
CF1 EF1 Avg - RL ATT Avg

BM25 46 36 41.14 - 28 73 50.55 -
SBERT 46 36 41.24 - 28 60 44.14 -
Contriever 46 39 42.69 - 28 65 46.63 -
Dragon 46 40 43.16 - 28 68 48.22 -
GTR 46 41 43.57 - 28 61 44.61 -

Table 21: Retriever selection for post-hoc approaches. Retrievers were combined with GPT-3.5-post-hoc and
were evaluated on 100 dev instances per dataset. The retriever the resulted in the best average score was used in all
further experiments for the respective combination of post-hoc and task.
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Input Query

QASPER Question, response “Which domains do they explore? news articles related to Islam and articles
discussing Islam basics”

Natural Questions Question, response “who won the 2017 ncaa mens basketball tournament? North Carolina”
Evidence Inference Question, response “There was no significant difference between the effect of good motiva-

tion/capability and the effect of inadequate motivation/capability on quality of
life.”
“Good motivation/capability [significantly increased/significantly decreased]
quality of life compared to inadequate motivation/capability”

Wice Claim “Having over 3,000 animals of nearly 400 different species, the zoo has slowly
increased its visitors and now ranks as the number one outdoor tourist attraction
in the state”

ContractNLI Claim, response “Receiving Party shall not reverse engineer any objects which embody Dis-
closing Party’s Confidential Information.”
“Receiving Party may reverse engineer any objects which embody Disclosing
Party’s Confidential Information.”

GovReport Response statement “Improper payments in Medicaid increased from $29.1 billion in fiscal year
2015 to $36.7 billion in fiscal year 2017.”

Table 22: Examples for queries for post-hoc evidence retrieval.

Input Query

QASPER Question “Which domains do they explore?”
Natural Questions Question “who won the 2017 ncaa mens basketball tournament?”
Evidence Inference Question “With respect to Quality of life, characterize the reported difference between patients re-

ceiving good motivation/capability and those receiving inadequate motivation/capability.
Choose between ’significantly decreased’, ’no significant difference’, and ’significantly
increased’.”

Wice Claim “Having over 3,000 animals of nearly 400 different species, the zoo has slowly increased
its visitors and now ranks as the number one outdoor tourist attraction in the state”

ContractNLI Claim “Receiving Party shall not reverse engineer any objects which embody Disclosing Party’s
Confidential Information.”

GovReport Paragraph “Medicaid has been on our high-risk list since 2003, in part, because of concerns
about the adequacy of fiscal oversight and the program’s improper payments—including
payments made...”

Table 23: Examples for queries for retrieve-then-read and reduced retrieval.
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