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Abstract

In financial applications, reinforcement learning (RL) agents are commonly trained
on historical data, where their actions do not influence prices. However, during
deployment, these agents trade in live markets where their own transactions can
shift asset prices, a phenomenon known as market impact. This mismatch between
training and deployment environments can significantly degrade performance. Tra-
ditional robust RL approaches address this model misspecification by optimizing
the worst-case performance over a set of uncertainties, but typically rely on symmet-
ric structures that fail to capture the directional nature of market impact. To address
this issue, we develop a novel class of elliptic uncertainty sets. We establish both
implicit and explicit closed-form solutions for the worst-case uncertainty under
these sets, enabling efficient and tractable robust policy evaluation. Experiments
on single-asset and multi-asset trading tasks demonstrate that our method achieves
superior Sharpe ratio and remains robust under increasing trade volumes, offering
a more faithful and scalable approach to RL in financial markets.

1 Introduction

Reinforcement learning (RL) has emerged as a promising decision-making framework for quantitative
trading strategies [1, 2], including portfolio optimization [3—13], automatic trading [3, 14—19], market
making [20-24], and option hedging [25-30]. RL’s appeal in finance lies in its ability to learn
adaptive strategies directly from data, without strong market assumptions [1]. This makes it well-
suited for capturing complex market dynamics and aligning with the sequential nature of financial
decision-making.

One of the primary challenges in training a robust and consistently profitable RL agent lies in handling
the market impact [31-33]; that is, the influence of the agent’s own trades on asset prices in the
deployed environment. For example, when a trader buys or sells a large volume of an asset, it can
temporarily drive the price up or down, respectively (as illustrated in Figure 1). Typically, RL agents
are trained on historical market data where market impact is absent. However, during deployment,
the environment shifts from a passive historical setting to the real market, where the agent’s actions
actively affect prices. This discrepancy between training and deployment environments undermines
the optimality and robustness of the learned policy, and leads us to the central question in this paper:

Q: Can we train RL agents on historical data while robustly accounting for
market impact during deployment?
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Figure 1: Market impact illustration using AMZN stock on June 21, 2012, based on 5-level LOBSTER
data [53]. The left panel shows the price response to executing a buy order of 100 shares at the time
t = 0 ms, which consumes ask-side liquidity within 1000 ms and induces an immediate upward shift
in price. The right panel shows the analogous impact of a sell order. This plot indicates that the
transition dynamics induced by trading are not symmetrically distributed around the nominal kernel.

To address this central question, we adopt the framework of robust RL [34-52], which is designed
to handle model misspecification; that is, the mismatch between the training and deployment envi-
ronments. The robust RL framework explicitly acknowledges that the real market environment may
differ from the simulated training environment, and it aims to learn policies that are resilient under a
range of perturbations.

However, existing robust RL approaches face a key limitations in financial applications; that is,
traditional uncertainty sets are typically symmetric, which fail to capture the directional nature of
market impact. Addressing this challenge motivates our threefold contributions:

(1) We propose a novel class of uncertainty sets, elliptic uncertainty sets (Definition 3.2), which
generalize traditional £,-norm balls to the ellipse-like structure. These sets better capture the
empirically observed directional nature of market impact as illustrated in Figure 1.

(2) On the theoretical side, we derive closed-form solutions for solving the worst-case transition
kernel under the proposed uncertainty sets (Theorem 3.4). Furthermore, under certain conditions,
we present the explicit solutions (Theorem 3.5). This development significantly broadens the
scope of tractable robust RL problems beyond symmetric (ball-shaped) uncertainty sets, enabling
more faithful representation of market impact.

(3) We empirically evaluate our approach on real-world financial data using trade-level market
impact simulations in Section 4. Experimental results demonstrate that our method consistently
outperforms the standard single-asset intra-day trading strategy and existing RL baselines in
terms of Sharpe ratio. Moreover, we validate the robustness of our method under increasing
strategy volume, confirming its effectiveness in high-volume regimes.

1.1 Related Work

Existing Approaches to Handle Market Impact The most common approach for handling market
impact is to simulate the electronic market more accurately. By applying high-fidelity market
simulators, often built upon limit order book (LOB) dynamics [31, 32, 54-56], trade-level data [57,
58], or large-scale agent-based simulators [59—-62], it captures more detailed market microstructure
and reduces the gap between the simulated and the real trading environments. Prominent approaches
to incorporating market impact into backtesting include agent-based simulation frameworks [59-62],
data-driven LOB reconstruction models [63, 64, 56], and hybrid systems that integrate historical data
replay with synthetic order flow generation [65, 66]. However, access to high-quality market data is
often limited, and simulating market environments with agent-based systems remains prohibitively
expensive. Therefore, a practical alternative is to train the agent directly on historical data without
market impact while still encouraging it to account for potential worst-case scenarios.



Robust RL in Finance Robust RL, with its intrinsic ability to handle model misspecification, pro-
vides a natural framework for incorporating market impact considerations during training. Jaimungal
et al. [3] propose a robust reinforcement learning framework based on rank-dependent utility to
address uncertainty in financial decision-making, demonstrating the effectiveness of robust RL in
portfolio allocation, benchmark strategy optimization, and statistical arbitrage. Shi et al. [S] formulate
portfolio optimization as a robust RL problem to enhance resilience. We et al. [30] extend robust
risk-aware RL to manage the risks associated with path-dependent financial derivatives, showcasing
its effectiveness in complex hedging scenarios. However, existing work primarily focuses on fully
symmetric uncertainty sets, which fail to capture the directional characteristics of financial markets.
Addressing this limitation is the central focus of our paper.

Modeling the Uncertainty Set in Robust RL  The uncertainty set captures the discrepancy between
training and deployment environments. However, robust RL becomes computationally intractable
when the uncertainty set is highly irregular [34, 50, 45, 46]. To mitigate this issue, it is common to
impose structural assumptions that enable tractable solutions. We highlight several representative
structures, with further details deferred to Appendix A.1. The R-contamination model [37] defines
an uncertainty set as a sphere of radius R centered around the nominal transition kernel, admitting
analytical solutions for robust policy evaluation. The £,-norm uncertainty sets are also widely
studied due to their closed-form solutions [45, 46]. The integral probability metric (IPM) and
double-sampling uncertainty sets have been shown to allow efficient computation [49]. Other works
include uncertainty sets based on the Wasserstein metric and f-divergence, which have also received
considerable attention [67-69].

2 Preliminaries: Robust Reinforcement Learning

We focus on the discounted infinite-horizon Markov Decision Processes (MDPs) [70], formally
defined as a five-tuple (S, A, P, , ), where S and A denote the state and action spaces?, respectively.
The transition kernel P(s’ | s, a) specifies the probability of transitioning to state s’ from state s after
taking action a. The reward function r : S — [0, 1] assigns a bounded reward to each state, and the
discount factor v € (0, 1) models the agent’s preference for immediate rewards over future ones.

Instead of assuming a fixed transition kernel IP, we account for the effects of model misspecification.
Let Py denote the nominal transition kernel, and define the (s, a)-uncertainty set Us , = RIS at the
point (s,a) € S x A as

((s, a)-Uncertainty Set) Us q 1= {us,q € RIS | usq € Cs.a, u;a1|5‘ = 0},

where C; , C RIS! is a convex set, 1 is an all-one vector with the dimension |S| (for convenience,
we will usually omit the subscript |S|). The convex set is commonly chosen as a ball-shaped set (e.g.
Cs.a = Bp(Bs.a) = {tsa € RIS |ug ], < Bs.a} for the £,-norm uncertainty set), where 3, , = 0
is a radius parameter that quantifies the allowable deviation. The zero-sum constraint u;al‘ s/ =0
ensures the perturbed transition P(- | s,a) + us, remains a valid probability distribution. The
uncertainty set U and the robust transition model are then defined as

(Uncertainty Set) U= X U, (1)
(s,a)eSxA
(Robust Transition Model) Py = {]P’u =Py + u‘ u € Z/l} , 2)

respectively. Throughout this paper, we assume the parameter of uncertainty set is chosen appro-
priately such that all elements in the robust transition model is well-defined [45, 46]. Given these
notations in place, we define the value function of the policy 7 with the uncertainty w as the value

2For theoretical analysis, we restrict our attention to MDPs with finite state and action spaces. This assumption
avoids the technical complications arising from continuous or hybrid spaces, which, although explored in some
prior work [71-74], remain analytically open without imposing additional assumptions, especially for robust
RL problems. Nevertheless, our empirical results extend to continuous settings, demonstrating the practical
applicability of our approach beyond the theoretical scope.
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Figure 2: Tllustration of the transition kernel in a simplified robust RL setting using an ¢,-norm
uncertainty set. Only one of the upward (buy) or downward (sell) shift is plausible in a given scenario;
however, the ball-shaped uncertainty set must include both shifts due to its symmetric structure,
which motivates us to propose an uncertainty set with non-symmetric structures.

function with the transition probability P,, € P:
0
Vi(s) :=E[ 2 V(s ar) | so = s, Py, 7],
t=0

The robust value function is the worst-case value function over all uncertainties; that is V7 (s) :=
miny,ey V.7 (s). Similarly, we can also define the robust Q-function and the robust advantage function
as Q™(s,a) := min, E[ >)2  7'r(ss,a¢) | so = s,a0 = a,Py, 7| and A™(s,a) := Q" (s,a) —
V™ (s), respectively.

The goal of robust RL is to learn a parameterized policy my that maximizes the worst-case value
function V™ (sg), where sq denotes the initial state. A standard approach applies the robust policy
gradient formula [34]:

VoV (s) = Eswaro anm, [Q7 (5,a) Vg logmo(als)],

where d™ is the stationary distribution induced by 7y, and Q™ denotes the robust Q-function. This
formulation reduces robust RL to a gradient-based optimization problem, shifting the main challenge
of robust RL to accurately evaluate the robust value function, which is our focus in Section 3.3.

3 Modeling Market Impact with Elliptic Uncertainty Sets

3.1 Limitations of Symmetric Uncertainty Sets

Robust MDPs offer an ideal framework to handle model misspecification by allowing the transition
kernel to deviate within a prescribed uncertainty set. However, most existing formulations adopt
symmetric structures, typically the ball defined by a specific norm, that treat all directions of
perturbation equally. While mathematically convenient, these symmetric structures often fail to
reflect the directional nature of real-world uncertainties.

Symmetry in this context typically refers to invariance under the signed permutation group (see
Appendix A.2 for details). A canonical example is the £,-norm ball:

By(B) := {ue R | ul, < B},

which satisfies the property that for any u € B,,(3), all signed permutations of  are also contained in
the set. It enforces an implicit assumption of isotropic uncertainty, equally plausible in all directions,
which often includes unrealistic perturbations. We demonstrate it in the following example:

Example 3.1 (Symmetric Sets Fail to Capture Directional Uncertainty). In financial markets, large
buy or sell orders induce directional shifts in asset prices due to liquidity consumption (see Figure 1).
In Figure 2, we consider the following classical {4-norm (s, a)-uncertainty set:

Usa:={ue R | ufo < 2, u'1 =0},



This set includes, for example, the perturbation vectors
up = [g,6,-2¢,0,0]", and wuy = [0,0,—2¢,¢,¢]".

Both u; and uy satisfy the norm and mean constraints, and since they are signed permutations of
each other, they must either both belong to U , or be excluded together. However, this symmetry
fails to reflect market realities: under a buy action, u; represents a plausible upward shift due to
liquidity-driven market impact, while us, corresponding to a downward shift, is implausible. Thus,
the symmetric structure forces inclusion of perturbations that contradict the directional market impact,
potentially leading to overly conservative or unrealistic robust policies.

This observation underscores the importance of developing a robust RL framework that can capture
the directional nature of environment shifts observed in financial markets. To this end, we introduce a
novel class of elliptic uncertainty sets, which generalize traditional norm-bounded sets by allowing
non-symmetric perturbations, while retaining closed-form tractability under certain conditions.

On the Conservativeness of Robust Policies Although our proposed elliptic uncertainty sets better
capture the directional nature of market impact, this alone does not immediately clarify why they
improve robustness. To illustrate the underlying intuition, we present a simple example:

* The robust value function V™ := min,,e; V, models the worst-case discounted future return. If
the uncertainty set I/ is larger, it is more conservative, as it yields smaller value.

* In the ideal case, the uncertainty set consists of a single element w that exactly characterizes the
MDP induced by the true market impact. Training an RL agent on the robust MDP with &/ = ug
is then equivalent to training directly on the real LOB data.

¢ In the less ideal case where U{ includes additional elements, e.g. U = {ug, u; }. The robust value
function may still achieve its minimum at ug (49 = arg min,, min,e, V,;). In this scenario, the
robust formulation reduces to the ideal case. Otherwise, if the minimum is attained at some
u # up, the robust value becomes strictly smaller than V7, making the policy more conservative.

Unfortunately, neither our approach nor standard robust RL methods can theoretically rule out this
latter “overly conservative” scenario. Our guiding intuition, however, is that smaller uncertainty
sets are less likely to contain such overly conservative elements. By trimming down the traditional
uncertainty sets, our method reduces the risk of unnecessary conservatism, though it does not
eliminate it entirely.

3.2 The Elliptic Uncertainty Sets

The elliptic uncertainty sets generalize the classical £,-norm uncertainty set by incorporating direc-
tional non-symmetry. Formally, we have the following definition:

Definition 3.2 (Elliptic (s, a)-Uncertainty Set). For each state-action pair (s,a) € S x A, the elliptic
(s, a)-uncertainty set is defined as

N
Usq:={uecR Z Ju—us?| < Boay u' 15 =04, (3)
n=1

where {u$?}N_, e RIS| are called the foci of the ellipse, 35, = 0 is the uncertainty size, and
|- | : R — R is an arbitrary norm. Particularly, when | - | is taken as the ¢,-norm (p € [1, +o0]),

U, is called the £,-ellipse uncertainty set.

Here the constraint uT1| s| = 0 ensures the perturbed transition still defines a valid probability
distribution. For convenience, we will omit the superscript in u;* and the subscript in 3, , when
the context is clear. Importantly, we note that it is unavoidable that the element in {/, , may not be a
valid probability distribution when some entries of u + Py (+|s, a) are negative. To avoid this scenario,
we include the following regular condition, which is also presented in the £,,-norm uncertainty set
literature [45, 46]:

Assumption 3.3. For the given MDP (S, A, Py, 7,7), for any set of foci {us*}N_,, there exists a

constant 3 > 0 such that for all Bs,a < B, Eq. (3) induces valid probability transitions; that is, all
entries of u + Py(+|s, a) are non-negative.



Connection to the Classical Ellipse Our definition draws directly from the geometric characteriza-
tion of an ellipse: the set of points for which the sum of distances to multiple foci is bounded by a
constant 3, ,. We show that it recovers classical structures as special cases with the following two
concrete examples:

(1) When N = 1 and u; = 0, the set Eq. (3) reduces to the ¢,-norm ball

By(B) :==A{u | ||luf, < B},
which aligns with the standard uncertainty set used in robust RL (e.g., [45, 46, 34]).

(2) When N = 2 and p = 2, Eq. (3) becomes ||u — u;[|2 + [|u — uz|]2 < 8. Defining the midpoint
U= %, there exists a matrix A such that this constraint is equivalent to a classical quadratic
form of an ellipse:

(u—1a)" A(u—1a) <1,
where the detailed derivation is given in Lemma B.10.

These examples demonstrate that our formulation significantly generalizes classical ellipses by
allowing arbitrary norms and accommodating multiple foci, thereby enabling more flexible modeling
of non-symmetric perturbations. However, such generality often comes at the cost of increased
complexity. To address this concern, in the next section, we show that, under certain parameter
choices, our proposed uncertainty set remains as trackable as traditional £,,-norm uncertainty sets.

Limitations & Potential Directions As our approach is mainly adopted from the £,-norm un-
certainty set, it does not guarantee that the resulting distributions are absolutely continuous with
respect to the nominal transition distribution even with Assumption 3.3. One potential solution is
incorporating f-divergence or distributionally robust RL techniques [75-80].

3.3 Solving the Worst-Case Uncertainty

Solving the worst-case uncertainty u* := arg min V,"(sg) plays a crucial role in efficient robust
policy evaluation. The ¢,-norm uncertainty set [45, 46] and the R-contamination model [37] are
popular as the solution u* is closed-form. When the uncertainty set is complicated, many existing
robust RL methods require an external optimization loop to determine the worst-case transition
probability, which can be impractical in real-world scenarios.

To address this issue, we derive an implicit solution (Theorem 3.4) for the worst-case uncertainty
that avoids additional interaction with the environment. Under certain conditions, we further provide
an explicit closed-form solution (Theorem 3.5), enabling direct computation without the need for
external solvers.

We start with recapping some backgrounds in robust TD learning. Let V' denote all functions mapping
from the state space S to the Euclidean space R. Given that I/ is an arbitrary uncertainty set, the
robust Bellman operator associated with the policy m, 77 : V — V, is defined as

Trv(s) = Z m(als) | 7(s,a) + v min u'v+ 7y Z Po(s'|s,a)v(s")
acA uella,a s’eS
As shown by [81, 34], when ~y € (0, 1), the robust Bellman operator is a contraction operator, which
admits the unique fixed point as the robust value function V™ € V. When U is given by the £,,-ellipse
uncertainty set (Eq. (3)), then

min ~ u'v47y 2 Po(s']s, a)v(s")
Zn Llf:]_i?z)“gﬁ s’eS

It turns out that if we can solve the optimization problem
u'v, “

Tiv(s) = > wlals) | r(s,a) +
acA

min
D lu—un|<Bs.a
uT1=0
the robust Bellman operator is just the standard Bellman operator (over the nominal transition
probability) with a solved shift. As the result, we can simply apply the standard TD-learning with
adding this correction term to solve the desired robust value function. In the following theorem, we
present a general recipe of solving this optimization problem.



Theorem 3.4 (Implicit). Let d := |S| be the cardinal of state space. Suppose that {u,}N_; < R?
for each (s,a) € S x A, the uncertainty size 3 = 0, and v € R%. Then there exists \* and p* such
that the optimization problem defined by Eq. (4) is solved by

N
u* = argmin[(v + p*1) Tu + A* Z lu — ]
u n=1
Remark. We say a solution of the optimization problem is “implicit” if it can be represented as an
equation in the form g(u, v, 3, {u,}) = 0. In this theorem, as the right-hand side

N
G(u,v, B, {un}) = (W + p* 1) Tu + X > lu—un,

n=1

is proper, convex, and coercive; we can surely re-write it as the sub-gradient form by letting
g(u, v, B, {un}) € 0uG(u,v, B, {un}).

Then we obtain the implicit representation g(u, v, 3, {u, }) = 0. Moreover, we derive the formula of
A* and p* beyond the existence; the full result is presented in Theorem B.12 with more details.

The implicit solution has already shown significant advances compared to some of existing robust
RL methods which typically require to solve the worst-case transition probability using additional
state-action sample generated from the agent-environment iteration. However, it is still (slightly)
impractical to solve additional convex optimization problems in every iteration. Fortunately, under
certain conditions, the solution can be “explicit”; that is, we can write the optimal solution in the
form of u* = f(v, 8, {un,}).

Theorem 3.5 (Explicit). Let d := |S| be the cardinal of state space. Suppose that {u,}_; < R4
for each (s,a) € S x A, the uncertainty size 3 = 0, and v € RY. The optimization problem defined
by Eq. (4) is explicitly solved in the following cases:

(a) Let N =1 and Il) + % = 1. Then the minimizer of Eq. (4) is given by

sign(v + p*1) © v + p*1|7 !

u* =u; + 8
o+ prfg™!

Here sign and | - | are coordinate-wise sign function and absolute value, respectively;  is the
coordinate-wise product; and p* := argmin ,c |v + p1|,.

(b) Let p=1and N = 2. Suppose that 8 > ||ug — u1|1. Then the minimizer of Eq. (4) is given by

! +uz B —fur —uafy

=5 D [sign(v + #*1) O Ljjyppraj—2ax}] -

Here sign, | - |, and 1 are coordinate-wise sign function, absolute value, and indicator function,
respectively; ( is the coordinate-wise product;

max,; v; + min; v;
ut = — ]32 L2 and \F =

. Inan Uj — InlIlj Uj

4

(c) Letp = 2 and N = 2. Suppose that 3 > |us — uq|2. Then the minimizer of Eq. (4) is given by

% Ul T U B2 —uz —wa3 1 4 s
= - —Q 1).

Here ) .= 1 — %('LLQ —uy)(ug — Ul)T;

AR |

1TQ-11°
Remark. This result presents a clean form of the worst-case uncertainty «* under certain conditions.
Unlike the implicit case where it takes an additional root-finding algorithm to solve an approximated
u*, in the explicit case, if the current value function v € V is given and the parameters of the
uncertainty set (u; and 3) have been determined, the uncertainty u™* can be explicitly solved. The full
proof is presented in Theorem B.13.

A= \/(v + 1) TQ (v + p*1), and p* =



3.4 Robust TD Learning Algorithm

Given Theorem 3.4 and Theorem 3.5 in place, we immediately obtain the robust TD learning
algorithm for robust policy evaluation. Given the current value function v, we can calculate u™* using
the implicit and the explicit formula; assume the current state-action pair is given as (s, a, "), then
the updated value function is given by

v'(s) =v(s) +n (r(s,a) + 72 (Po(s']s,a) + u*(s) [v(s') + yv(s')] — v(s)) N E)

We can further simplify this update rule by using an unbiased estimator of that:
v'(s) = v(s) + nyv u* + 1 (r(s,a) + yv(s') — v(s)) , (6)

where s’ ~ Py(+|s, a). The formulation leads us to Algorithm 1.

Algorithm 1: Robust Policy Evaluation

Input: The target policy m, the foci {p;}¥.; = R%, and {3, .} the uncertainty size

Sample the initial state sg from the initial distribution;
Initialize the value function vg;
fort=0,1,2,..., 7 —1do
Sample the action a; ~ 7(+|s;); Transition from s; t0 S¢41 ~ Po(+|s¢, at);
Calculate u* using {p;}Y 1, {Bs.}, and vy;
Robust TD-learning: v/(s) = v(s) + nyvTu* + 0 (r(s,a) + yo(s') — v(s));
end

Output: The final value function vp

Remark. The convergence of this algorithm, as well as its corresponding Actor-Critic-style policy
gradient algorithm, follows directly by applying the standard proof routine from the robust RL
literature (e.g. [49]). For completeness, we include the convergence result and full proof in the
supplementary material.

4 Experiments

To validate our theoretical findings and demonstrate the practical effectiveness of robust RL framework
in the environment with the market impact, we conduct experiments on two different tasks that are
closely tied to market impact: (1) minute-level single-asset strategy, and (2) large-volume portfolio
rebalancing. In minute-level trading, even small trade sizes can noticeably move prices, leading to
slippage. Similarly, large-scale portfolio rebalancing, often performed by large financial institutions,
can significantly affect asset prices due to the large order volumes involved.

4.1 Performance Comparison on Single-Asset Intra-Day Trading

We start with the single-asset minute-level trading. The non-RL baseline is chosen as the momentum
strategy [82], which is designed based on the empirical observation where assets that have performed
well in the recent past are more likely to continue performing well in the near future.

Training and Evaluation of RL Agents We implement a Gym-like RL environment [83, 84]
constructed on historical data, with full environment details provided in Appendix C.3. All RL agents
are trained on one year of earlier historical data (from May 9th, 2021 to May 9th, 2022 as the nominal
environment) without accounting for market impact. Their performances are then evaluated over
the period from June 9 to December 9, 2022, with the market impact included. To simulate market
impact, we reconstruct LOB dynamics using a short period of real trading orders and determine the
execution price via the volume-weighted average price (VWAP). A simple example illustrating this
estimation process is shown in Table 2, Appendix C.

Results As shown in Table 1, our proposed method consistently outperforms the momentum strategy,
the non-robust RL, and the symmetric robust RL baselines (based on £,-norm balls) in terms of the



Table 1: Performance comparison of different RL agents on selected assets under the simulated market
impact from June 9 to December 9, 2022. Robust RL with £,,-ellipse uncertainty set consistently
achieves the highest Sharpe ratio.

Asset Method Final Value (§) Annualized Return (%) Sharpe Ratio Max Drawdown (%)
Momentum 96 334 —7.3% —0.95 —4.2%
META Non-Robust RL 120 347 44.8% 1.74 -11.3%
Robust RL (¢,,-Ball) 97103 —5.7% —0.28 —13.4%
Robust RL (¢,-Ellipse) 138011 90.8% 2.48 -9.9%
Momentum 105163 10.6% 1.10 —5.3%
MSET Non-Robust RL 87440 —23.5% —-1.75 -16.9%
Robust RL (¢,,-Ball) 92159 -15.1% —0.82 —-11.2%
Robust RL (£,,-Ellipse) 111485 24.4% 1.20 —-10.1%
Momentum 107333 15.2% 1.69 -3.2%
SPY Non-Robust RL 91947 —15.5% —1.64 —-11.9%
Robust RL (¢,,-Ball) 100 560 1.1% 0.17 —6.4%
Robust RL (¢,-Ellipse) 109272 19.4% 1.60 —5.8%
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Figure 3: Performance comparison of trading strategies on the META stock from June 9 to December
9, 2022, under simulated market impact. The left panel compares the final portfolio values with (in
red) and without market impact (in green), illustrating the robustness of each method to execution-
related slippage. The right panel shows the cumulative returns over the evaluation period, tracking the
performance of the four strategies in Table 1, alongside the baseline performance of the META stock.

risk-adjusted return (Sharpe Ratio). These experiments validate the following key understandings:
(i) While robust RL with symmetric uncertainty sets significantly mitigates the effects of market
impact (as illustrated in the left panel of Figure 3), it often produces overly conservative strategies
that compromise profitability by taking implausible perturbations into consideration; (ii) the non-
robust RL usually suffers greater risk exposure, resulting in the highest Max Drawdown among all
methods; (iii) in contrast, the proposed /,,-ellipse uncertainty set effectively captures the directional
non-symmetry of market impact, allowing the agent to achieve a more favorable trade-off between
robustness and return.

4.2 Robustness to the Market Impact Scaling in the Trading Volume

In this subsection, we show that a policy trained in a low-volume environment continues to mitigate
market impact when transferred to portfolios with significantly larger volumes. We consider a
multi-asset portfolio allocation task, modeling the realistic setting where large volumes are traded
over short periods to maintain a low-variance portfolio. The same Gym-like RL environment and
evaluation period from the previous experiment are used. We evaluate the robustness to the market
impact using the relative portfolio gap, the normalized absolute difference in final portfolio value
with and without market impact:

|Port. Value with MI — Port. Value without MI|
Initial Cash ’

where MI represents the market impact. Additional experimental details are provided in Appendix C.

Relative Port. Gap =
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Figure 4: Robustness of RL agents to market impact under increasing trading volumes. The left three
panels show normalized portfolio values over time across initial cash levels, with dashed and solid
lines indicating performance with and without market impact, respectively. The right panel shows the
relative portfolio gap, which increases sharply for the non-robust agent but remains small and stable
for the robust RL agent with £,-elliptic uncertainty sets.

Results As shown in Figure 4, the robust RL agent with £,-ellipse uncertainty set consistently
outperforms the non-robust RL method both in return and in mitigating the effects of market impact.
While the performance gap is small at low volume, the non-robust agent degrades rapidly as volume
increases, suffering from instability and larger drawdowns. In contrast, the robust agent remains
stable and profitable even at high volume (~ 200 M), demonstrating strong scalability.

5 Conclusion & Broader Impact

This paper focuses on the market impact appearing in quantitative trading, where an agent’s actions
affect prices. By modeling the training environment as the nominal transition kernel, the proposed
novel £,,-ellipse uncertainty sets better captures the non-symmetric nature of price responses compared
to traditional symmetric sets. We established the theoretical tractability of this approach by deriving
implicit and explicit closed-form solutions for robust policy evaluation within this framework,
enabling efficient robust TD-learning algorithms that account for the market impact during training
on the nominal historical environment. Experiments on real historical data demonstrated that our
method significantly improves robustness and risk-adjusted returns over non-RL, non-robust RL, and
symmetric robust RL baselines. This work broadens the applicability of tractable robust RL and
offers a more faithful modeling approach for market impact. The broader impact involves potentially
more stable and profitable automated trading strategies.
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whether the code and data are provided or not.
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to make their results reproducible or verifiable.
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to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
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some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Justification: We include the source code and reproducing instructions in the supplementary
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* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details
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parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
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* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
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* The answer NA means that the paper does not include experiments.
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Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: Included in the appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We have reviewed this code of ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We have included this in the conclusion section.
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

e If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: The paper does not use existing assets.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: The source code is for reviewing purpose only and is not considered as the
released new asset.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Backgrounds

A.1 Common Uncertainty Sets in the Literature

When evaluating the robust Bellman operator

Tfv(s) = 2 7(als) [T(s,a) + 7 min Z P(s/s,a)v(s/)l , (7)
acA FePaa jes

the uncertainty set I/ = {Ps 4} (s,q)esx.4 Plays a crucial role. Certain structures in I/ enable efficient

robust policy evaluation. Below, we summarize several widely adopted constructions.

f-divergence The f-divergence family [68, 69] generalizes statistical distances between distribu-
tions using a convex function f : (0,00) — R with f(1) = 0. For distributions P and Py such that
P « Py, the f-divergence is defined as

Dy (P|Py) := L Po(s)f (E}%) ds.

Special cases include the Kullback-Leibler divergence (f(¢t) = tlogt), total variation distance
(f(t) = 3|t — 1)), and x*-divergence (f(t) = (t — 1)?). In robust RL, the f-divergence ball around
the nominal transition kernel Py (-|s, a) yields the uncertainty set

Poa = {P(ls,a) € AT Dy(P([s,)[Po(ls,a)) < By}

The inner minimization in Eq. (7) becomes a distributionally robust optimization problem over Py.
As the result, the robust policy evaluation under the KL-divergence often requires to repeatedly solve
an additional convex program.
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R-contamination Model The R-contamination model [37] assumes that the true transition kernel
lies within a convex mixture of the nominal model Py and an arbitrary distribution Py :

Poa = {(1= R)Po([s,a) + RP1([s,a) | P1([s,a) € A},

where R € [0, 1] quantifies the contamination level. This model leads to closed-form solutions for the
robust Bellman operator, with the worst-case distribution taking mass at the minimum of the value
function v. As a result, this setup enables efficient and model-free learning algorithms, including
robust variants of Q-learning, TD learning, and policy gradients. It is particularly well-suited for
online learning, where Py evolves with the observed data.

¢,-norm  These sets constrain the deviation from the nominal model Py(+|s, a) using the £,-norm:
P} = {P(]s,a) € AIS| [P(]s,0) = Po(ls, )l < Boa} -

When p = 1, the constraint corresponds to total variation distance, while p = o0 bounds the largest
single-coordinate deviation. These sets are commonly used due to their interpretability and explicit
analytical solution given in [45, 46]. However, their axis-aligned geometry can lead to overly
conservative policies in high dimensions.

Integral Probability Metric IPM) The IPM measures the discrepancy between distributions
through expectations over a function class F:

dr(P,Py) := sup |Ep[f] — Ep,[f]] -
feF

The corresponding uncertainty sets are:
P = {P(Is,a) € A | dr (P(15,0), Po(5.)) < Bua } -

The IPM-based uncertainty sets are particularly useful when the state space is extremely large or
continuous, as explicitly solve the minimization problem in Eq. (7) does not requires to access values
at all states [49].

Wasserstein Distance The Wasserstein distance [67], grounded in optimal transport theory, ac-
counts for the geometry of the state space. Given a cost functiond : S x & — R, and p > 1, the
p-Wasserstein distance between P and P is

1/p
W,L(P,Py) := inf d(s,s')Pd !
W)= (nt [ dssrans)

where T'(P, Py) denotes the set of joint distributions (couplings) with marginals P and Py. The
uncertainty set is then

Poa = {P([s5,0) € AT W, (P( |5, ), Po(]5,0)) < foa}

Despite their strong theoretical properties, solving the inner minimization often requires dual formu-
lations or approximation techniques.

General Uncertainty Sets There are also many techniques developed to handle the situation
where the uncertainty set is general. For example, However, [50] proposes a bilevel approach that
iteratively solves the worst-case transition kernel to approximate the robust value function. However,
as demonstrated in [34, 50, 81], solving robust RL problems in the general case is NP-hard.

A.2 The Signed Permutation Group

The signed permutation group plays a central role in characterizing the symmetry structure of
uncertainty sets in our robust RL framework. Informally, this group consists of all matrices in
RISIXIS| satisfying the following conditions:

1. Each entry is either 0, 1, or —1.
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2. Each row and each column contains exactly one nonzero entry.

In other words, every element of this group is a matrix obtained by permuting the standard basis
vectors of RIS and possibly flipping their signs. Each such matrix can be expressed as the product
DP, where D is a diagonal matrix with diagonal entries in {£1}, and P is a permutation matrix
representing an element of the symmetric group S)s|. This leads to the following formal definition:
Definition A.1 (Signed Permutation Group). Let S|s| denote the permutation group over |S| elements,

and let (Z3)!°! be the direct sum of |S| copies of the cyclic group of order 2. Then the signed
permutation group, denoted by Signed(S|s)), is the semidirect product:

Signed(S‘S‘) = (Z2)|S| X S‘S‘,
where the action of S| on (Z)!S! is given by permuting the order.

In this work, we define the “symmetry” of sets as the invariance under the group action induced by

the signed permutation group. Specifically, we say a set B < RIS| is symmetric under a group action
by Gifg-B < Bforallge G (or G- B := {g - b}sec,tep S B). This notion of symmetry leads to
the following structural property of £,,-norm balls:

Proposition A.2. Let B := {B,(8)},>1,8>0 be the family of {,-norm balls, where B,(§) := {u €
RY | ||lu|, < B}. If there exists a group G such that all elements in B are symmetric under the group
action by G, then G must be isomorphic to a subgroup of Signed(Sy).

Proof. All elements in B are symmetric under the group action by G that is, for every p > 1 and

every 3 = 0,
9(Bp(B)) = Bp(B) VYgeq.

Therefore, the act g : R? — R? is a norm-preserving bijection; by the Mazur-Ulam theorem, it must
be affine. Then as it preserves 0, it must be linear.

In particular, taking p = 1 and S = 1, each ¢g € G is an (invertible) linear isometry of the 1-norm unit
ball
Bi(1) = {fueR*: ul; < 1},

whose extreme points are exactly
{iel, +eo,. .., ied}.

Because a linear automorphism of a polytope must permute its extreme points, for each ¢ and each
g € G there must exist a sign &; € {£1} and an index o (i) € {1, ..., d} such that

glei) = €iCo(i)-
Thus in the standard basis g is represented by a signed permutation matrix:
g=DP,

where D = diag(ey,...,&4) and P is the permutation matrix corresponding to o € S,. Hence every
g € G lies in the signed permutation group Signed(Sy). In other words G < Signed(Sy), which
equivalently shows G is isomorphic to a subgroup of Signed(Sy). O

This result provides a useful insight in designing the £,-ellipse set: the signed permutation group
is the largest group under which all £,-norm balls are symmetric. Consequently, to construct a set
with less symmetry than the standard £,-norm balls (as we aim to do with our £,,-ellipse sets), it is
necessary to enlarge the family B to include non-ball shapes.

B Worst-Case Uncertainty under /,-Ellipse Uncertainty Sets
B.1 Supporting Lemmas
Definition B.1 (Minkowski sum). Given two sets A, B < R%, the Minkowski sum + : 28" x 28"

2R* is defined as
A+B={a+blacAbe B}.
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Definition B.2 (Fenchel conjugate [85]). Let g : R — R be a function over R?. Its Fenchel
conjugate is denoted as g* : R¢ — R and is defined as

g*(y) = sup {y 'z —g(z)}.

zeR4

We include the following famous Holder’s inequality without providing the proof.

Lemma B.3 (Holder’s inequality). Let p,q € [1, +o0] satisfy % + % = 1. For every f,g € R¢

FTg <1£lplglq-

Moreover, equality holds if and only if

g=0 or Ip(f),

— €
lglg

where Jy,(f) denotes any £,-unit vector that attains the maximum inner product with f:

Jp(f) = arg max f . ®)

[l p=1

Proof. The proof can be found in [86]. O

Lemma B.4. For any z,y € R and radii r,s > 0, the Minkowski sum of the two Ly-norm balls
(p=1)

By(z,r) ={ueR?|Ju—z| <r},  By(y,s)={veR!||v—y|<s}
is again a ball, namely
By(z,7) + Bp(y,s) = By(z +y, 7 + s).

Proof. For convenience, we omit p at the subscript in this proof. It suffices to show two inclusions.

* B(z,r)+ B(y,s) € Bz +y,r + s).

Take any
z=u+v, we B(x,r),ve Bly,s).

Then by the triangle inequality,
le—@+y)|=|@-—2)+ -y <|u—z|+v-y| <r+s.
Hence z € B(x + y,r + s), proving the first inclusion.
* Bz +y,r+s) < B(z,r) + By, s).
Letze B(z +y,r+ $),50 |z — (. + y)|| < r + s. Set

r s . o
o= , B= (if r + s = 0 then = s = 0 and the statement is trivial).
r+s r+s

Defineu =z + oz — (z +y)) andv = y + 8(z — (z + y)). Then

utv=z+y+(a+pB)(z—(z+y)=z+y+z—(z+y) ==z

and

lu—z| =alz=(z+y)] < (r+s)=m,

r+s

o=yl =Blz= (@ +y)| < (r+s)=s.

r+s

Thus u € B(z,r) and v € B(y,s), so z = u + v € B(x,r) + B(y, s). This proves the
reverse inclusion.

Combining (1) and (2) gives the desired equality B(z,r) + B(y,s) = B(z + y,7 + s). O

25



Lemma B.5. Ler g(u) = Zf\]:l | — w;|,. Then the Fenchel conjugate of g : R — R is

9" (u) = lyillo<1 .
+00, otherwise.

Proof. The key is that g(u) = Zf\il |u — will, is a sum of N “shifted-norms,” and the Fenchel
conjugate (Definition B.2) of a sum is the infimal convolution of the conjugates. We proceed in two
steps.

* Let f(x) = ||z|, be a single ¢,-norm mapping and g be the dual of ¢ satisfying % + é =1
By [85], it is standard that

Oa Hqu < 17

400, otherwise.

[ y) = S;lﬂsd{nyc — |lp} = {

Then we consider its “shift” by u,;. Let f;(u) := |u — u;|,. By the translation rule for
Fenchel conjugates [87, 88],

) =sup{y v — |u—wp} = Sttlp{yT(t +ui) = [tlp} =y wi + F*(y).

_

t=u—u;

y ui, lylg <1,
+o0,  otherwise.’

e 0

* As the Fenchel conjugate of ||u — u; |, has been evaluated, the Fenchel conjugate of their
sum is given by
iani yi=y Zl y;rui, Hqu <1,

9*(y) = lyilla<1 .
+00, otherwise.

Applying this infimal convolution requires each component f; : R? — R is proper, convex,
and lower semicontinuous, which is automatically satisfied by the £,,-norm.

O

Lemma B.6. Let p,, \,, @, € R? and ~, > 0 be given constants. Let % + % = 1. Then the

optimization problem
= inf  (po+ o) w

wilw]a<C

o

has the unique minimizer given by

- ‘]q(po + >\o)
Hpo + )‘OHP
. sign(pe + Ao) O Ipo + AP
|po + /\0H5_1

Wy =

)

where © represent the coordinate-wise product and | - | is the coordinate-wise absolute value. The
optimal value is solved as
Yo = —C|po + Aollp-

Proof. By Holder’s inequality,

-
(Po+Ao) w = =[po + Aofpwllg-

To make the Holder’s inequality achieve the equality, we choose w = —t.J,(p, + A,) for some ¢,
where J, is the g-unit vector defined in Eq. (8). Then by letting |w|, = C, we obtain the final
result. O

26



Lemma B.7. Suppose that v € R, {u; N, c R?, and 1 = 0, and the norm exponent % + % =1

(forp = 1). Let w = v + pl and C := |w|q. Then the optimization problem

N
min Z w; u;
{wi}N , cR? b

N
s.1. Z w; = w
i=1
[willy < C
is feasible and solves the minimizer

sign(u; + 5\) O |u; + 5\|p’1
Jug + A5

)

Wi = —|v+ plfy
fori=1,2,...,N, where \* € R% is given by

N
M* = arg min {)\Tw +wlg > us + A|,,} .
A i=1
Proof. We consider the constrained Lagrangian function

L{w;}, ) = i [ujwl + S\T"wi] —Aw.

i=1
where |w;], < C := |w],. Let the dual function 9()) := infy,,,y L({w;}, \). Define

AT
191()\) = inf (’U,Z + )\) ws.
wi

By Lemma B.6, it solves

Jq (ui + )\)

i + Allp
_Csign(ui + ) O us + AP?
Jui + A5~

Wi, =

As the result,
N
max9(\) = min {XTw +C Y fui + X|p}
b A b
Recall that w = v + p1 € R? is a given vector. Denote
N
N = arg min {S\Tw + CZ [w; + 5\|p} .
X i=1

Put it back to w; s, we obtain the final result.

Lemma B.8. Suppose that {u;}}\.; « R% 8 >0, and v € R% Let

N
A1) = =28+ inf| (v + u)Tu+ A fu— wil, |,
i=1

where p € [1,+0] and% + % = 1. Then

N

sup p(, 1) = — v + pl B + Y w] ui,
A=0 i=1
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where
sign(u; + ®u~+5\ p—1 ~ N
Wiy = —[v+ pd en(u [ 1)5\ |p11 +| , g = argmm Aw + CE lui + Alp
0 *||p i=1

Consequently, the optimal (\*, u*) of achieving supy, ,, (A, ) is given by
N
p* = argmax {|v + ul|y8 + Z w] u;. } . and N = |v+p*1,.

i=1

Proof. We take the transformation w := v + 1. Then

N
oA p) ==X+ inf[wTu + )\Z [|w— uin].
i=1
For any convex g, by the definition of Fenchel conjugate (Definition B.2), we have
inf[wu + Ag(u)] = =\ g*(—w/A)
u ———
= sup{(-w/N) "y — g(y)}
y
Here g(u) = 3, |u — w;l|p. Its conjugate is given by Lemma B.5,

g*(z) — lanz zi=2,2;[ <1 Zl Z’LTui? HZHQ <1
+00, otherwise. -

where ]% + % = 1. We put it back to inf, [w u + )\g(u)] = —Ag*(—w/X), which leads to

infwu + A f
in [w'u+ Ag(u)] = ZIE—M/AZZ U,
sz lq<1
where | ¥ |, < 1. As the result, we take w; = —\z; to obtain
X g

. N T
inf[w'u + Ag(u)] = {mfZi wi=w,wi <A 21 Wi Uiy [wlg <A
u —00, else.

Thus, the full dual becomes

. N
Ny = ) AP AHIES s <n X wlug,  Jwly <X
oA\ p) =
— 0 else.

For a fixed p1, we need A > |w|4 to keep ¢ finite, and (A, ) is decreasing in A. Hence the best
choice is

A = Jwlg = v+ pdg,
giving

sup (A, p) = —|v + plfy8 + . Ju
> 090( 0 H g 3, wi=vtpul, leHqSHvalH 2

It leads to another optimization problem infz wi=vpd, fwi g <v+uil va 1 w,; u;. We construct
another Lagrangian function to solve it. Denote w;, 4 as the minimizer given by Lemma B.7. Then
we obtain

N
max (1) = ~ v+ pd]f + Y wi s
= i=1
It recovers the optimal dual variable z is given by
L i Wi Z sign(u; + ;\*) O |u; + /~\>,<|p_1
* = EVE 3 no—
oM 4 i + Aslp

)

where

N
- arg min {S\Tw +C Z lu; + 5\|p} :

A i=1
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Lemma B.9. Suppose that {u;}7_; < R, A > 0, 3 > 0, w € R is non-zero, q € [1,+x], and
% + % = 1. Define

2
@—Iglelﬂg{uw—k)\z |u—uz}
i=1
Then when |w| < 2\, the problem is solved as
U + U2 |w]

p=w 3 +()\—7)|u1—uz|.

Proof. We start from the general case. Define f(u) = uw + A Y | [u — ug]. If [w| < AN, then the
sub-gradient is given by

N
Of(w) 3w+ A Z sign(u — u;)
i=1
-1, t<0,
where sign(t) := <0, ¢=0, Write {u;}?, < R in the increasing order:
1, t>0.

U1) S U@R) S0 S YN)-

Define k* := [N_Tw/)‘] Then

u* = U(k*)
is the explicit solution. To prove it, we consider u € (u(k*), U gk +1))§ it is larger than exactly k*
u;’s. That is,

of (u) = w+ Ak* — (N — k%)) = 0.

Whenever u < ux), the sign of sub-gradient becomes negative. As the result, f(u) is decreasing
when u < u(«) then increasing when w > u;%). Now we set N = 2. The problem gives

e sign(w)|u; — us]
5 .

When w > 0, sign(w) = +1 and

o — luy —
_ w1 tup 2|“1 ua| = min{uy, uz} = u().

'U,*

When w < 0, sign(w) = —1 and

e U1 T ug + |ur — ugl
u® = 5 = max{u, us} = ().

Therefore, this formula recovers the original general case solution. Putting it back to ¢ solves this
problem. O

The following lemma connects the sum-of-distance description to the quadratic form of an ellipse.
Lemma B.10. Suppose that {u;}?_; < R%, 3 >0, and 8 > |[u1 — uzl|2. The ellipse set is given by
&= A{u| fu—url2 +fu—uzl2 < B}

Then there exists a matrix A such that
E={u|(u—1)"Au—1a) <1},
where U 1= % More explicitly, the matrix A has the form

4 4

A= I—
B2 —fug —uil3”  B2(B% — |uz —us]3)

(UQ — ’U,l)(UQ — ul)T.
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Proof. Define

+ — —
a:u12u27 f:HU2 2U1H2, azé, b— /7a2— 27 e U2 — Uy

and decompose each u € R? by

Then u; = @ — fe, us = u + fe,and
lu —uif2 + u—uzl2 = |z + fe|2 + [z — fel2.
Hence
lu—wilz +llu—ufa <B = o+ fe|z+ |z — fel2 < 2a.
Now decompose x into
a=e¢'z, & =|z3-a?

so that
o+ fel2 = (ot )7 +€.

The inequality 1/(c + f)2 + €2 + 4/(a — f)? + €2 < 2a is equivalent, after two squarings, to

o2 2
pol + l% <1, whereb® =d%— f2
Finally, observe that
o? =z (ee)z, &2 =g" (I — eeT)x,
$O ) )
«
pel + %2 = xT<a%eeT + - eeT)>x.
Setting A = Lee' + 55(I — ee') implies (u — @) " A(u — @) < 1. It exactly characterizes
{w | lu—wu1|2 + |lu — uz|2 < B}. Simplifying the form of A leads to
4 4
A= I— U2 — U7 UQ*"U,lT.
Pl P w2
This completes the proof. O

Lemma B.11. Let v € RY, let A € R¥*? be symmetric positive definite, and let p € R?. Define

F(p) = —\/(v +p)TA (v +pl) + (v+pl)'p, peR.

Further set
a=1TA711, g=0v"A"1, y=0v'A7l, §=1T4.

If 8% < a, then F attains a unique maximizer

B 5

* 2 %

= - 4+ — oy — =

M Y A A1 B2 =pu
vl A7 175

- T A-1 TA-1p) — (vT A=11)2
1TA_11+1TA—11\/1TA—11—(1T13)2\/(1 A-11) (0T A1y) — (T A-11)2,

Proof. We begin by computing the derivative of

F(p) = =/ (0 + u)TA= (v + i) + (v + 1) Tp.
Using the notation« = 1TA'1, 8 =vTA7'1, v =v" A v, and § = 17p, one checks
(v+p1)"A (v + pl) = ap® +2Bp + 7,

S0
ap+

vap? +2Bu+ vy
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Setting F’(u) = 0 gives the stationarity condition

ap+ B =0vau?+28u+ 7,

which upon squaring yields the quadratic equation
(a2 — aéz)uz + 26(& — 62)u + (62 — (527) = 0.
Let 2 < a. Here a — 62 > 0, so dividing by a — 62 gives

2 52
au2+25u+672’y =0,
a—90
whose two roots are

B3
h= VeV

One verifies by inspecting lim,,_, + o F'(11) = ¢ F 4/ that exactly the “+” choice yields a change of
sign from + to —, and hence is the unique global maximizer. O

B.2 Implicit Solution

In this subsection, we recap and prove the full version of Theorem 3.4.
Theorem B.12. Let d := |S| be the cardinal of state space and 117 + % = 1forp,q € [1,+].

Suppose that {u;}, = RY for each (s,a) € S x A, the uncertainty size 3 > 0, and v € R%. The
solution of

min v'u
ueR4
N
st > u— i, < B, )
i=1
1Tu=0.
is given by
N
u* = argmin| (v + p*1) Tu + A* Z lu — i)
“ i=1
where

N
p* = arg max,, {_HU +plfgB+ 21 wI*uZ} )
XE = [0+ 1#1],,
) lo N
M) = axgming {AT (v + 1) + o+ ]y 204 s + Al }

sign(u;+Ag )O|ui+Asg P!
s+ Ag 5" ’

(10)

wz‘,*(ﬂ) = _HU + Mluq

Remark (The procedure of solving u*). To obtain u*, it suffices to solve u* and A* as v and all u;’s
have been given. The first step is to solve

i o .

M) = arg ming {XT(v + pu1) + v+ ity Ty s + Al }

Sign(ui+:\*)~®|ui+:\*\p71
[

wi s (p) = —=[v + plf,

b

fori =1,2,..., N. Both variables depend on the variable 1 and other values are known. The next
step is to solve

N
e = avgmax,, { —o + B + XL, wlui ),
X* = o+ 1,

Once (pu*, \*) is solved, the primal variable ;* is obtained immediately.
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Proof. Our goal is to solve the following constrained optimization problem:

min v u

ueRe
N
st > lu—ugl, < B,
i=1

1Tu=0.

As it is a constrained optimization problem, the standard approach of solving this problem is using
Lagrangian multipliers. we introduce the Lagrangian multipliers A > 0 for the inequality and € R
for the equality. The Lagrangian function is

N
L(ua /\a N) = UTU + A(Z Hu - ul”p - ﬁ) + /’L(lTu)a
i=1
with A > 0, u € R. Because this optimization problem is a standard convex optimization problem
with satisfying the Slater’s condition, we have the strong duality

inf sup L(u, \, u) = supinf L(u, A, p).
u )\7# )\7# u
—_———

original opt. prob.

Then we turn the original optimization problem into solving its dual-form problem. We let the dual
function be ¢ (\, p) := inf,, L(u, A, u). Then

N
O ) = =28+ inf[ (0 p1)Tu+ A = il |.
=1

The above formulation plays the crucial role in our proof. For the implicit solution, we will follow
Lemma B.8 to complete the remaining calculation. For the explicit solution, this dual form can be
significantly simplified in some cases.

By Lemma B.8, the dual form can be simplified as

N
max (A, 1) = = v+ p* o8+ 3wl
’ i=1
where
sign(u; + A DV Lt . 3 .
Wy 4 1= —|lv+ pl| fgn(ui + As) @ |u7_1 d . Ay =argmin{ A w + C’Z lw; + Alp ¢ -
and

N
p* = arg max {—v + uly8 + Z w;r*ul} ;N = v+,
H i=1

The optimal primary variable is given as

N
u* = argmin|(v + p*1) Tu + A* Z lu — wilp]-
“ i=1

B.3 Explicit Solution

In this subsection, we recap and prove the full version of Theorem 3.5.

Theorem B.13. Let d := |S| be the cardinal of state space. Suppose that {u;}Y , = R? for each
(s,a) € S x A, the uncertainty size 3 = 0, and v € R%. The optimization problem defined by Eq. (4)
is explicitly solved in the following cases:
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(a) Let N = 1. then
sign(v + p*1) © |v + p*1]97!
o+ p1)g! '

pr=u + 3

(b) Let p =1and N = 2. Define u = W

* Umax + VUmin

H= D)

Umax — Umin

1
and N\* = 5“1} + 1u*| e = 1

Suppose that 3 > |uz — u1|1. Then the explicit solution to the optimization problem Eq. (4) is
given as

*

B luy —ugfs
W=t —

5 [sign(v + p*1) @ Ijjy p1)=2n5} ] -

(¢) Letp =2 and N = 2. Define t = 2542,
1
Q= Qu,ug, B) = [I_Bg(u2_ul)(u2_u1)T ) (1)

AF = \/(v + ) TQ (v + p*1), and p* =

T Q11

R (12

Suppose that 8 > |ug — uil||2. Then the explicit solution to the optimization problem Eq. (4) is

given as

B% —Jug —uf3 1
2 ¥

*

u* =1u— Qv+ p*1).

Proof. We follow the standard routine used in proving Theorem B.12.

(a) When N = 1 the objective optimization problem is given by

min v'u
ueRe
st Ju—wup, <1,
1Ty =0.

We take the transformation v’ = u — uy. It still satisfies 1 Tw’ = 0. Then the problem become
min o'/
u’€RA
st o], <1,
174 = 0.
This transformation has turned this problem into the standard £,-norm structure, which has been
explicitly solved in [45, 46]. The optimal v’ is given for arbitrary p > 1 as
, osign(v 4 pF1)|v 4 pF1|e!
* -1
|v+ p*1g

)

where p* = argmin g [[v + p1],. As the result,

sign(v + p*1)|v + p*1|971
lo+ p*1)g™ .

* /
v =y +ug =u + B

(b) When p = 1, we define the order

U1, S U@2) S S YN
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We follow the same routine as Theorem B.12 and derive the dual function @ (A, u):

N
() = =28+ inf[ (0 + p1)Tu+ A Y u— i

i=1

d N d
; -8+ lnf[Z(Uj + ,LL)Uj + /\Z Z ‘Uj — uij|]
j=1

i=1j=1
d

= -\ + 2 151 [vj+uu]+)\2|uj u2]|]

j=1 i=1

where (i) decomposes the ¢1-norm by coordinates. When N = 2, by Lemma B.9, the dual
function is solved as

U

N

-8B+ Z [vj—i—uuj—f—)\znuj ulj|]

j=1 i=1

(A, 1)

Utj + Ug; lv; + pl
=>\ﬂ+j;[(vj+u)J2j+(/\ S )|u1j*U2j|]
T- T, UL — U2
=-A3+ (v+1u) a+[221 — (v+ 1p)] \T\

As the smaller A is, the larger (A, i) is. It achieves the supremum at \* = max; ”]TJ”‘ =

v + 1. Then we solve

Stipcp(%u)
1 _ Uy — U2 Uy — U2
=— §Hv + gt + (v + 1) "+ v+ Lyl o] I —(v+ 1M)T\T\
Then we have
— |l — uql . v+ )T lug —u
supsup p(p, A) = Bz e 1H1mf [|v+,u13c+( M ] +v'a.
WA 2 n B — |uz — u1

As B — |ua —uq |1 > 0, it solves

® _ 7vmax '2|_ Umin d )\

VUmax — VUmin

H 1

1
= iHU + 1ﬂ*Hoo =

Now we consider the KKT condition of the original Lagrangian function. We solve
Ou; L(u, A, 1) = Nsign(u; —u1;) + Asign(u; —ug;) +vj +p 30,

For inactive coordinate, the optimal value is attained for arbitrary u; € (u(1);,u(2);); in these

cases, we simply take u; = “iFM5  There are exactly two active coordinates matching the

corner-case condition |v; + p*| = 2A*: j* = argmaxwv; and j, = arg minv,. In these cases
J J J

we take u; as “2T"1 subtracting a drift. It finally solves

uf =u—

ﬂ — Hul — U2H1 . Umax T VUmin
f S1 H(U - f) © {jv— ”max;r'”min |= vmaxg”min}

The magnitude coefficient is used to ensure that u* belongs to |u*|; < 3
(c) By Lemma B.10, there exists a semi-positive definite matrix A such that
{ulu—uilz + u—uzlz < B} = {u] (u—a) Alu—u) < 1},

where u := “12& As the result, the objective optimization problem can be simplified as

min v u
ueRd
st. (u—u)TA(u—1) <1,
1Tu=0.

34



We follow the same routine as Theorem B.12 and derive the dual function @ (A, u):
oA p) ==+ inf[(v +ul) u+ Mu—a)" Alu — ﬂ)]
1
=-A+(w+pl)a— ﬁ(v +ul)TA (v + pd),

where the infimum is attained at u* = @ — 55 A (v + p1). Then

1
sup @(A, pt) = sup {—)\ +w+p)a— —@w+pl)T A (v + ,ul)}
bW P 4\

@ sup {—\/(1} +p)TA= v+ pl) + (v + ul)Tu}

14

where (i) applies the optimal choice A*(u) = 14/(v + p1)TA=1(v + p1) and p* is given by

Lemma B.11 to solve this maximization problem. As the result,

uwt=u—

Loy *
2)\*A (v+ pn*1)

where A* = 21/(v + p*1)TA=1(v + p*1) and

vTA711 N 175
1TATIT 1T A-11,/1TA-11 — (1Tp)2

*

ILL:

VATAT) (0T A 10) — (TA- 112,

Here, the matrix A is determined by {uy,u2}?_; and the vector v in Lemma B.10. We recall that
174 = 0. Therefore, p1* is further simplified as

. VAT
o Tma
It completes the proof in the part (c).

C Experiment Details

In this section, we include the omitted details of Section 4. All source codes and hyper-parameter
settings are available in the supplementary materials.

C.1 Hardware and System Environment

We conducted our experiments on a laptop running Windows 11 Home. The device is equipped with
32GB of RAM, 1TB SSD, an AMD Ryzen 9 7940HS processor and a NVIDIA GeForce RTX 4070
Laptop GPU. Our implementation was tested using Python version 3.10.10. Additional dependencies
are listed in the supplementary requirements. txt file.

The actual hardware requirement for running our implementation is significantly lower than the
specification listed above. Most experiments can be reproduced on consumer-grade machines with
8-16GB RAM and any CUDA-compatible NVIDIA GPU.

C.2 Task Descriptions

Multi-Asset Portfolio Rebalancing This task captures the setting where an institutional investor
reallocates capital across multiple assets over discrete time intervals to maintain a desired risk-return
profile. It reflects strategic portfolio management, such as end-of-day rebalancing or tactical asset
allocation. The task emphasizes robustness to market impact under varying capital scales, which
is critical for large-volume institutional strategies. In our experiment, we select five representative
ETFs, SPY, TLT, GLD, EFA, and VNQ, and use historical data from May 9, 2021 to May 9, 2022 for
training. Evaluation is conducted on the out-of-sample period from June 9 to December 9, 2022.
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Table 2: Example of ask-side execution from an AMZN order book snapshot (21 June 2012). This
table shows how our simulator determines the execution price for a market buy order. Instead of
using the last trade price, the simulator consumes liquidity by filling shares at each ask level in order,
starting from the best price. It calculates the VWAP based on the prices and quantities filled, and uses
this VWARP as the final executed price.

Level Price (USD) Depth (sh) Exec. 100 sh Exec. 1 000 sh
Level 1 223.95 100 100 100
Level 2 223.99 100 0 100
Level 3 224.00 220 0 220
Level 4 224.25 100 0 100
Level 5 224.40 547 0 480
VWAP paid — — 223.95 224.21

Single-Asset Intra-Day Trading This task models the decision-making process of an agent that
repeatedly buys or sells a single asset over short time intervals, such as minutes or seconds. It reflects
the setting of mid-frequency or algorithmic trading, where even small trades can shift market prices.
The goal is to maximize the risk-adjusted cumulative return while accounting for execution slippage,
making it a standard benchmark for evaluating RL-based trading strategies. We follow the exactly
same training and evaluation period as the multi-asset portfolio rebalancing task. In our experiments,
we use minute-level historical data for the assets including META, MSFT, and SPY. The observation
includes stock price, trading volume, implied volatility, and current portfolio return. During evaluate,
we reconstruct the LOB dynamics using the tick-level trade data; the execution price is then simulated
as illustrated in Table 2. Same as the multi-asset portfolio rebalancing experiment, the training data
covers the period from May 9th, 2021 to May 9th, 2022, and the evaluation period is from June 9 to
December 9, 2022. All data are accessed via the Polygon.io Stock Market APIL.

C.3 Reinforcement Learning Framework

We implemented a Gym-like RL trading environment [83, 84] using the historical data including
the stock price, trading volume, the implied volatility, and the current portfolio return. Instead of
using a single timestep data, we set lookback_period = 30 to account for 30 previous timestep;
as the result, the observed state contains lookback_period x 4 = 120 dimension. Given the state
described above, we assign the transition probability from the current state s; to the next state s, as
the probability 1, independent with the action. The action is implemented as a single float value that
determines the position size relative to the maximum possible position size based on the available
capital. The reward is a Sharpe-like ratio that consists of two components:

current_return |current_position — previous_position)|
reward = — —0 X .
current_volatility + & max_shares

where € > 0 is a small constant to ensure numerical stability, and ¢ is a tunable coefficient controlling
the strength of the transaction cost penalty. The first term encourages higher risk-adjusted return,
while the second term discourages frequent or drastic position shifts, which aligns with practical
trading considerations under market impact or slippage. We also include 0.1% transaction cost
throughout the experiment.

Uncertainty Restriction to Execution Prices Instead of perturbing the whole transition probability,
we restrict the perturbation on the execution price. The formulation of restriction is given as follows:
we denote the state s; as two components (p;, f¢), and we hope perturb the transition on p; only. We
re-write the transition probability using the conditional probability

P(st41 | Sty at) = P(Dey1, frer | 5¢,a¢)
= P(pes1 | 56, a0)P(fear | Pes1, St a0)-

Then we set the uncertainty v as the perturbation on the kernel P(p;1 | s¢, a;) instead of the whole
transition kernel P(sy11 | s¢, ay).
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Momentum Strategy The momentum strategy is a classical intra-day minute-level algorithmic
trading method that exploits intraday time-series momentum to generate trading signals. We follow
the classical implementation presented by [82]. The core idea of the momentum strategy is based on
the empirical observation where assets that have performed well in the recent past are more likely to
continue performing well in the near future, while poorly performing assets are likely to continue
underperforming.

C.4 Parameter Details

Detailed descriptions of all parameters are provided in the separate supplementary materials.

C.5 Omitted Visualization

In Figure 3, we have visualized the return curve of the META stock. In this subsection, we include
the visualization of the other two assets.
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Figure 5: Performance comparison of trading strategies on the MSFT stock and SPY ETFE.

C.6 Other Implementation Details

In this subsection, we discuss the practical implementation considerations and provide the details for
reproducing our experiments. The source codes are also provided in the supplementary material.

RL Algorithm and Value Function Approximations We use the standard Robust Actor-Critic
algorithm [49] to train the RL agent with replacing its IPM uncertainty set or doubly-sampling
uncertainty set with the £,-ellipse uncertainty set and the £,-norm uncertainty set. We adopt an
Actor-Critic architecture with a shared feature extractor and separate heads for the actor and critic.
The shared backbone consists of three fully connected layers with ReLU activations, mapping the
(flattened) input state to a high-level representation. The actor head outputs the vector with the same
dimension as the action through a two-layer MLP followed by a sigmoid/tanh activation, depending

37



on the underlying task. The critic head predicts the state value using a similar two-layer MLP. All
linear layers are orthogonally initialized to promote stable training. When updating the Actor network,
we apply the classical PPO algorithm [89].

Discretization of Execution Prices To apply the robust RL framework, we apply the discretization
to the execution price. We introduce two additional hyper-parameter to control the discretization
level: 2N + 1 represents the number of total discretization in the execution prices and J represents
the strength of each level. Given the execution price p, we have 2N + 1 potential execution prices
[p—N6,...,p—08,p,p+9,...,p+ Nd] in total. This discretization approach allows us to directly
apply the closed-form solution to solve the optimal u*.

D Limitations

Despite the promising results, this work has several limitations. First, the theoretical analysis largely
relies on the assumption of finite state and action spaces for tractability, which is primarily due to
the limited development of deep learning theory. Second, the market impact simulation during the
evaluation stage, while based on trade-level data, remains an approximation and may lack accuracy
for extreme volumes. In fact, when the volume is sufficiently high, it often triggers momentum-based
strategies deployed by other institutions in the market, resulting in higher market impact than reflected
VWARP. Third, although our experiments demonstrate the robustness of the £,,-ellipse uncertainty set
under increasing volumes, we do not test its robustness under increasing trading frequency. Designing
experiments in this setting is more challenging, as the behavior of RL agents varies significantly
across different time scales.

E Additional Supplementary Materials

In this additional supplementary material®, we provide several components omitted in our previous
technical appendix. It includes: (1) The theoretical analysis of the robust TD-learning. (2) The further
breakdown of the parameter setting and the grid-search strategy to optimize the optimal parameter.
(3) The other implementation details that are related to our robust reinforcement learning setting.

E.1 Convergence of Robust TD-Learning

Theorem (Convergence of Robust TD-Learning). If the uncertainty set is defined as the {y-ellipse
uncertainty set, then the worst-case transition probability Py (-|s,a) can be represented as

P+('|Saa) = PO("Sva) +u*

where (3 is the radius of the uncertainty set and u* is solved in Theorem 3.4 and Theorem 3.5.

Remark. For non-robust policy evaluation, variance-reduction techniques are often employed to
accelerate training [90-92]. For robust policy evaluation, the most recent progress can be found in
[93]. For simplicity, we only present a naive robust TD-learning approach.

Proof. We apply the following TD-learning update rule:

V(s) —V(s)+n|r(s,a)+yV(s) = V(s)+yV Tu* |. (13)

stand. TD err. under Py

3This section was originally submitted as a separate supplementary material. We include it here for the
reader’s convenience.
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It is easy to observe that this update rule is equivalent to the non-robust TD-learning over the
worst-case transition probability:

By~ po(s s [ (5. @) + Vi8] +7Cu*, V)

=r(s,a) + ’Y;;Po(5'|5a aJr(als)V () + 7 Lu" V()
=r(5.) +7 % Po(s s a)r(al)V () +9 35 wlal)u ()Y ()
=r(s,a) + 7;1”(@|5)[P0(S/|57 ) + V)

(s, @) 7 3 wlals) P8, )V ()
R o)

where (i) applies the worst-case transition probability we have derived. Therefore, by applying
existing TD-learning convergence analysis, we obtain that the convergence rate is also \/% O

E.2 Parameter Setting and Grid-Search

We apply grid-search to select hyperparameters to balance learning performance, computational
efficiency, and robustness to uncertainty. In this section, we detail the architectural and training
hyperparameters used across our three model variants: standard RL, elliptic uncertainty robust RL,
and ball-shaped uncertainty robust RL.

E.2.1 Model Architecture

All models share the same actor-critic network architecture, which consists of’

* Feature Extractor: Three fully-connected layers with ReL.U activation functions, each
containing 256 neurons.

* Actor Network: Two fully-connected layers (256 and 128 neurons) with the final layer
using a tanh activation function to bound actions within [—1, 1].

* Critic Network: Two fully-connected layers (256 and 128 neurons) with a linear output
layer.

+ Weight Initialization: Orthogonal initialization with a gain of 1/2 for linear layers to
improve training stability.

This architeture is selected by default and we did not further tune the model architecture.

E.2.2 Training Parameters
We employ the Proximal Policy Optimization (PPO) algorithm with the following hyperparameters:
Table 3: PPO Training Hyperparameters. The PPO clip parameter ¢ regulates the range of policy

updates to ensure stability. Policy update epochs indicate how many times each batch is reused for
learning. Batch size is the number of trajectories used per update.

Parameter Standard RL  Robust RL (Elliptic) Robust RL (Ball)
Learning Rate 3x 107 3x 1074 3x 1074
Discount Factor () 0.99 0.99 0.99

PPO Clip Parameter (¢) 0.2 0.2 0.2
Policy Update Epochs 10 10 10

Batch Size 64 64 64

We apply the grid-search on the learning rate and the PPO clip parameter; however, the grid-search
is not applied to improve the performance. Instead, we apply the grid-search to identify a default
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parameter group to ensure the algorithm convergence. In the remaining experiments, we will use the
same parameter in the robust RL method for fair comparison.

E.2.3 Robustness Parameters

For our robust RL implementations, we include another group of hyper-parameters.

Table 4: Robustness Parameters. The robust type is the string used in our codes to determine the
different types of uncertainty sets. The parameter J is used to determine the size of uncertainty set.

Parameter Robust RL (Elliptic) Robust RL (Ball)
Robust Type PIN2 P1
Uncertainty Set Parameter (3) 1x107% 1x107%
Uncertainty Dimension 3 3
Epsilon 1x1073 1x1073

We grid-search he parameter 5 from [0.1,0.01,0.001,0.0001,0.00001] and use the best result on
the training period with adopting the early stopping. Then the best model is evaluated in the testing
period to obtain the final performance.

E.3 Other Implementation Details

The learning rate scheduler employs a ReduceLROnPlateau strategy with a factor of 0.5 and patience
of 5 episodes. This adaptive approach reduces the learning rate when performance plateaus. Addi-
tionally, gradient clipping with a threshold of 0.5 is applied to prevent exploding gradients and ensure
stable training.

The choice of 3 = 1 x 10~ for both robust methods represents a balance between model performance
and robustness. Too large a value would overly emphasize worst-case scenarios, while too small
a value would not provide sufficient robustness against uncertainty. Through empirical testing,
this value demonstrated the best trade-off between trading performance and resilience to market
fluctuations.

Advantage normalization is applied prior to the policy update to stabilize training and improve
convergence. The PPO clip parameter € = 0.2 prevents excessively large policy updates, maintaining
proximity to the previous policy while allowing sufficient exploration.

Discretization of Execution Prices To apply the robust RL framework, we apply the discretization
to the execution price. We introduce two additional hyper-parameter to control the discretization
level: 2N + 1 represents the number of total discretization in the execution prices and § represents
the strength of each level. Given the execution price p, we have 2N + 1 potential execution prices
[p— Ne,...,p—¢,p,p+¢€,...,p+ Nej in total. This discretization approach allows us to directly
apply the closed-form solution to solve the optimal u*. The uncertainty dimension and the epsilon
in the robustness parameters are used to determine the discretization level of execution prices.
For example, when the discretization level is given by 3, we have three potential execution prices
[p+e€, p, p— €], which also corresponds to the uncertainty dimension. In the nominal transition kernel,
we assume the distribution over this discretized set as [0.25, 0.5,0.25], which provides sufficient
flexibility for us to choose the uncertainty w.

Uncertainty Restriction to Execution Prices Instead of perturbing the whole transition probability,
we restrict the perturbation on the execution price. The formulation of restriction is given as follows:
we denote the state s; as two components (p;, f:), and we hope perturb the transition on p; only. We
re-write the transition probability using the conditional probability

P(st41 | Sty at) = P(Dey1, frer | 8¢, a¢)
= P(pes1 | 56, a0)P(frar | Pes1, St 1)

Then we set the uncertainty u as the perturbation on the kernel P(p;11 | s¢,a;) instead of the
whole transition kernel P(s;y1 | s¢,a¢). Given that the transition of the execution price p;y1 is
discretized, the transition probability P(p;+1 | s¢, a¢) is a discrete distribution. For example, when
taking the uncertainty dimension as 3, we in fact obtain: P(p; 1 = p + € | s¢,a:) = 0.25 + ul,
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P(pir1 = p | se,a¢) = 0.25 +u?, and P(pyy1 = p — € | s¢,a;) = 0.25 + u?. By default, in the
PIN2-type robust RL, we choose the shift parameter u; = [u!, u? u®] = [0.1—1/3,-1/3, —1/3] if
the action is buying a stock and u; = [u!,u? v®] = [-1/3,—1/3,0.1 — 1/3] if the action is selling

a stock.

Solving the Worst-Case Uncertainty After restricting the domain to the discrete execution price,
we turn the original worst-case Bellman equation into the following form:

V7™(s) =r(s,a) + vmuinzz V™ (s")m(als)Pu(s'|s,a)

: iy / / ! /
—&-'ymTLln;Za:V (s"Yw(als)Pyu(p" | s,a)P(f" | p',s,a)
(s,a +’ym1nZZV” ) [Po(p' | s,a) + us,o| P(f" | D' s, 0)

(s,a +VZZV” s)Po(s'|s,a +’ym1n22uéa (als)P(f" | P/, s,a).

Moreover, we use P(f' | p’, s,a) as a deterministic transition. It is common when training in the
historical data, as (1) the observed feature f’ comes from the existing dataset and the action a does
not change its value (in our implementation, the action a will only affect the execution price), and (2)
many features are directly calculated based on the current state, action, and the execution price such
as the remaining cash. As the result, we obtain

V7 (s) = r(s,a +VZZV7T w(als)Po(s'|s,a) +ymin Y u(p)VT(s)
p',s'=(p",f")
(s,a +WZZV” m(als)Po(s']s,a) + yminu' V.
Here we still write u" V™ for convenience, while the value function V'™ represents the 2N + 1
dimensional vector with value taken on s’ = (p/, f’), where p’ takes 2N + 1 values and f’ is

deterministically determined by (p’, s, a). After making this modification, we can solve min, u' V™
using Theorem 3.4 and Theorem 3.5, or existing £,,-norm formula [45, 46].
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