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A Fast Learning-Based Surrogate of Electrical Machines using a Reduced Basis

Anonymous Authors1

Abstract

A surrogate model approximates the outputs of
a solver of Partial Differential Equations (PDEs)
with a low computational cost. In this article, we
propose a method to build learning-based surro-
gates in the context of parameterized PDEs, which
are PDEs that depend on a set of parameters but
are also temporal and spatial processes. Our con-
tribution is a method hybridizing the Proper Or-
thogonal Decomposition and several Support Vec-
tor Regression machines. This method is con-
ceived to work in real-time, thus aimed for be-
ing used in the context of digital twins, where
a user can perform an interactive analysis of re-
sults based on the proposed surrogate. We present
promising results on two use cases concerning
electrical machines. These use cases are not toy
examples but are produced an industrial compu-
tational code, they use meshes representing non-
trivial geometries and contain non-linearities.

1. Introduction
In the context of numerical simulation, a surrogate model ap-
proximates the outputs of a solver with a low computational
cost. Solvers of differential equations, for instance, those
based on finite element methods, often require long runs.
Thus, they are not well-suited for real-time applications.
In the last five years, the use of machine learning for con-
structing surrogate models has gained a lot of attention from
industry and academics. These surrogates learn from simu-
lation results and/or experimental data. Numerous methods
for building surrogates have been proposed, in section 2 we
discuss some of them, which we find representative of the
variety of learning-based surrogates currently being devel-
oped. However, after analyzing the technical literature, we
found two main limitations of the current state-of-the-art.
First, the majority of use cases correspond to toy examples.
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For instance, the 1D Burgers equation is a popular choice.
In general, the test use cases found in the literature are far
in geometric complexity and size from what computation
codes deal with in the current industrial practice. Second,
the question of the eventual scaling of the method or its
real-time capabilities is not often studied.

In this article, we propose a method to build surrogates in
the context of parameterized Partial Differential Equations
(PDEs), which depend on a set of parameters, that may
represent boundary or initial conditions, materials laws, or
other physical properties. In the general case, constructing
surrogates for parameterized PDEs is a complex task. Our
objective is to develop a learning-based surrogate that can
be used to power a Digital Twin. This surrogate should be
executed on a computer sufficiently fast to allow interactive
exploration of the parameters of the underlying PDEs but
also on space and time. This means that the surrogate should
reconstruct a scalar or vectorial field at any time step and for
any combination of the parameters. This is a state-of-the-art
problem, especially when this task is performed in real time.

We have designed a method hybridizing the Proper Orthog-
onal Decomposition (POD, see chapter 11 of (Brunton &
Kutz, 2019)) and several Support Vector Regression ma-
chines (SVR, see (Drucker et al., 1996)), where the Reduced
Basis obtained by the POD is used to facilitate the training
of our Machine-Learning system. We have designed a two-
step simple method which is very fast at inference due to
its simplicity. The method deals with geometric domains
represented by non-regular meshes. Concerning the tem-
poral discretization, it takes a direct time approach, which
means it produces the state corresponding to the time step
provided as input. This approach, which avoids iterating
over time, is faster than autoregressive methods and thus
well-adapted to real-time applications. The output of the
proposed surrogate is an array containing a whole vectorial
or scalar field, corresponding to the specified input set of
parameters.

This article is structured as follows. Section 2 discusses rele-
vant related work. Section 3 describes our proposed method
for constructing learning-based surrogates. Section 4 intro-
duces two use cases, concerning electric machines. These
use cases are not toy examples but are produced by an in-
dustrial computational code. They use meshes representing
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non-trivial geometries and contain non-linearities. Results
are shown in Section 5. Section 6 discusses the real-time
capabilities of the proposed method. Section 7 concludes
the article. Finally, a bibliography section is given, followed
by Appendix A which contains a mathematical proof for the
inference error upper bound of the proposed method.

2. Related Work
Reducing the computational complexity of numerical sim-
ulations is not a new subject. The Reduced Order Model
(ROM) community has traditionally tackled this problem.
A ROM can be considered a type of surrogate model. Con-
structing surrogates for parameterized PDEs (the problem
of this article) is, in the general case, a very complex task
(Quarteroni et al.). One of the most popular techniques for
building ROMs is the Proper Orthogonal Decomposition
(POD, see chapter 11 of (Brunton & Kutz, 2019)), which
we use in our work. On the other hand, building surrogates
of simulations by using machine learning techniques is a re-
cent research domain. From the seminal work of Raissi et al.
(Raissi et al., 2019), which introduced the so-called physics-
informed neural networks (PINNs), numerous techniques
have been developed. Most of the learning-based surrogates
found in the literature are trained in a supervised manner
from simulation data. PINNs could stand as an exception,
as they can be trained unsupervised. This is because PINNs
are trained by minimizing the residual error of the PDE at
random collocation points (Raissi et al., 2019; Sirignano &
Spiliopoulos, 2018; Wandel et al., 2021). But PINNs also
benefit from training with simulation data (Krishnapriyan
et al., 2021; Lucor et al., 2022). Our method is also a su-
pervised learning method that learns from the results of an
ensemble of pre-executed numerical simulations.

Building learning-based surrogates still presents several im-
portant challenges, which are associated with different as-
pects of the numerical simulations. In the following, we
discuss some of these aspects.

Spatial discretization. When the meshes supporting the nu-
merical simulations are regular, they can be seen as images
and convolutional networks can be employed successfully
(Zhu et al., 2019; Ronneberger et al., 2015; Kasim et al.,
2021). For instance, U-Net architectures are employed in
(Thuerey et al., 2020; Wang et al., 2020), or auto-encoders
in (Kim et al., 2019). For non-regular meshes Graph Neural
Networks (GNNs) (Bronstein et al., 2017; Battaglia et al.,
2018; Brandstetter et al., 2022) have been used. As an ex-
ample, Deep-Mind introduced a GNN-based framework
for learning mesh-based simulations (Pfaff et al., 2020;
Sanchez-Gonzalez et al., 2020). Our method also supports
the use of non-regular meshes.

Time discretization. Not only does the space discretization

influence the design of the architectures, but the handling of
the time dimension also distinguishes autoregressive from
direct models. Autoregressive models mimic the iterative
process of traditional solvers, where the current state is used
as input to predict the next one. One of the challenges for
autoregressive models is the error accumulation along a tra-
jectory, leading to various mitigation strategies (Brandstetter
et al., 2022; Pfaff et al., 2020; Takamoto et al., 2022). Some
researchers have also integrated the time dimension using
recurrent architectures (Tang et al., 2020) or attention mech-
anisms (Li et al., 2023). Direct models produce the state
corresponding to the time step provided as input. PINNs
are an example of direct models, our proposed method also
uses this approach.

Respecting physical laws. From (Karniadakis et al., 2021),
three main ways allow a learning system to represent correct
physical laws: observational, inductive, and learning biases.
PINNs (Raissi et al., 2019) focus on the learning biases by
introducing physical constraints on the loss function. Tech-
niques such as GNNs (Pfaff et al., 2020; Sanchez-Gonzalez
et al., 2020) focus on designing specialized neural network
architectures that implicitly embed prior knowledge about
the problem (in this case information about the spatial do-
main) thus using inductive biases. Observational bias is the
fact that the data used for training the system contains rele-
vant and correct physical information. In this article, we use
observational bias by preparing designs of experiences that
execute an ensemble of meaningful numerical simulations
(Santner et al., 2003).

Operators. PDEs are theoretically treated in the context
of operators, which are maps between infinite-dimensional
function spaces. However, neural networks learn mappings
between finite-dimensional Euclidean spaces or finite sets
(Kovachki et al., 2023). Efforts exist to create the so-called
Neural Operators, which are neural networks aiming to map
between functional spaces. Examples of this approach are
techniques such as DeepONets (Lu et al., 2021), Graph Ker-
nel Networks for PDEs (Li et al., 2020), or Fourier neural
operators (Li et al., 2021). Neural operators aim at building
surrogates of parametrized PDEs. Our method cannot be
strictly considered a Neural Operator but it certainly maps
from a parameter’s space to a discretized functional space.

In summary, the method proposed in this article aims at
building surrogates of parametrized PDEs. It is a direct time
method that supports irregular meshes. The method learns
from the results of an ensemble of pre-executed numerical
simulations, thus using observational bias. A difference
with the current literature is that its focus is not only on the
quality of the reconstruction but also on the speed of the
inference.
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3. Proposed Method
This section presents the technical details of the conceived
algorithm that combines model reduction via the POD and
support vector regression (SVR). It consists of two main
steps: first, a reduced basis is found using the POD, and
second several SVRs are trained. We remark that before
these two steps, an ensemble of N simulations should be
run in order to create the dataset necessary for the learning.
This step is not specific to our method, any learning-based
surrogate needs a dataset to be trained on.

3.1. Finding a Reduced Basis

We obtain a Reduced Basis using the Proper Orthogonal
Decomposition (POD), see chapter 11 of (Brunton & Kutz,
2019) or chapter 6 of (Quarteroni et al.). The fundamen-
tal step of the POD is the application of a Singular Value
Decomposition (Gilbert & Strang, 1993) to a so-called snap-
shot matrix. Thus we define here how we construct this
matrix for parameterized problems.

Snapshot matrix for a parametric problem: When deal-
ing with parametric and spatio-temporal problems, we pre-
compute an ensemble of N spatio-temporal simulations.
Each simulation contains t times steps and has a different
vector of parameters λ. Afterward, we can build the snap-
shot matrix as follows:

X =

 Xλ1,t1 . . . Xλ1,tT . . . XλN ,t1 . . . XλN ,tT


(1)

where each column Xλi,tj of X contains a vector xi,j in-
dexed by (λi, tj). Thus, discretized and linearized fields,
representing a physical quantity provided by the solver, are
contained in each vector xi,j . We can build a matrix of
snapshots X of size (n,m) by concatenating these vec-
tors. Note that n is equal to the number of mesh cells (or
nodes) used by the simulations multiplied by the number
of components of the field (one for a scalar field, 2 or 3
for vectorial fields); a column of the matrix contains a spa-
tially discretized field with its components stacked inside.
The matrix has m = NT columns, where N is the number
of pre-computed simulations and T is the number of time
steps.

SVD: A description of the singular value decomposition
(SVD) can be found in any introductory linear algebra book,
such as (Gilbert & Strang, 1993). Let X ∈ Rn×m, U ∈
Rn×n,Σ ∈ Rn×m, V ∈ Rm×m the SVD of X is the de-
composition X = U · Σ · V T , where U and V are unitary
matrices and Σ is a diagonal matrix containing the singular
values of X , which are ordered by decreasing value.

Applying a Singular Value Decomposition to the snapshot
matrix allows for finding an orthogonal basis. However, this
basis is of the same size as the original non-transformed
problem. The key to finding a Reduced Basis (RB) comes
from the fact that not all the principal components need
to be kept. Keeping only the first r principal components,
produced by using only the first r eigenvectors, gives the
truncated transformation. The value r is typically found by
looking at the accumulated energy, which is defined by:

E =
σ1 + σ2 + ...+ σr

σ1 + σ2 + ...+ σm
(2)

where the σi (i = 1...m) values are the diagonal elements
of the matrix Σ. Once the value r is chosen we obtain the
following approximation of the matrix X:

Xr = Ur · Σr · V Tr. (3)

3.2. Training the SVRs

The SVR being a supervised learning algorithm, it is neces-
sary to constitute (input, output) pairs for its training. In
figure 1, we depict what a single SVR takes in and out. The
SVR accepts (t, λ) as inputs, where t is a time step and λ
is a vector of parameters. The SVR outputs a prediction ĉi,
corresponding to the i-th coefficient on the reduced space,
i = 1...r.

SV R ĉi
t

λ

Figure 1. A SVR takes as input a time step t and a vector of pa-
rameters λ. It outputs a prediction ĉi, corresponding to the i-th
coefficient on the reduced space, i = 1...r.

Preparing for the training phase. Our idea is to project
the snapshot matrix X into the reduced space C. For this,
we use Ur from equation 3 but we call this projection matrix
Ur
POD to reinforce the fact that it is obtained by the POD.

Consequently, the operation C = Ur
POD · X projects the

snapshot matrix on the reduced space. However, we need
not only a matrix for training but also a matrix for validation.
The matrix X is therefore subdivided into Xtrain and Xval,
thus

X =
[
Xtrain Xval

]
(4)

We can then construct the corresponding matrices of coeffi-
cients C = [ Ctrain Cval ] by matrix product:

C =
[
Ur
POD ·Xtrain Ur

POD ·Xval

]
(5)
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At this point, we have defined how to form the training and
validation sets (matrices in this case) for the outputs of the
SVR. In figure 1, we observe that the SVR accepts (t, λ) as
inputs. These inputs can be coded in the following matrix:

x =


t1 t2 . . . tP . . . t1 t2 . . . tP

λ1 λ1 . . . λ1 . . . λN λN . . . λN


(6)

where each column Xλi,tj of X (in equation ) is associated
with a vector xi,j = (λi, tj). Thus the matrix x encodes the
time and parameters in exactly the same way as X . Sim-
ilarly, x is therefore subdivided into xtrain and xval, thus
x =

[
xtrain xval

]
. Now it is possible to constitute

the training and validation datasets which are respectively
(xtrain, Ctrain) and (xval, Cval).

Training of r SVRs The second stage of the training phase
is to train r SVRs, one for each element of the vector Ctrain.
For example, the first SVR is trained to predict the first
element of Ctrain from xtrain. In other words, we can say
that the i-th SVR is led to predict the value of the parametro-
temporal coefficients of the i-th mode in the reduced space
generated by Ur

pod, from the parameter values contained in
xtrain. We note that it is in general necessary to center and
reduce the training and validation data sets before training
the SVRs.

3.3. Tuning the hyperparameters of the SVRs

The SVR method contains several hyperparameters that
should be tuned. In this work, we have used the SVR im-
plementation of Scikit-Learn (Pedregosa et al., 2011) and
performed tuning for three important parameters:

• Epsilon in the epsilon-SVR model. It specifies the
epsilon-tube within which no penalty is associated with
the training loss function with points predicted within
a distance epsilon from the actual value.

• The regularization parameter associated with a squared
penalty term.

• We decided to fix the kernel used in the algorithm,
which is a Gaussian. Thus, the standard deviation σ of
the Gaussian must be tuned.

We use the Optuna package (Akiba et al., 2019) for tun-
ing the above-presented parameters. We specifically use
Optuna’s implementation of the Tree-structured Parzen esti-
mator (TPE) algorithm (Bergstra et al., 2011), a Bayesian

Table 1. Comparison of the two use cases concerning: the number
of cells in the mesh, number of time steps, number of runs per-
formed by the design of experiments, and size of the data stored
on disk.

USE CASE CELLS STEPS RUNS STORAGE

TRANSFORMER 88,072 40 327 26G
INDUCTION 30,047 10 750 5.3G

optimization method widely used in recent parameter tuning
frameworks.

We remark that SVRs can take several scalar inputs but
they generate a unique scalar output. This implies that our
method should train r SVRs, where r is the dimension of
the reduced space. Thus a question arises concerning the
3r parameters to be optimized: is each SVR going to be
treated independently, or can the 3r parameters be jointly
tuned? We have found that, when jointly optimizing for the
worst validation error, an upper bound on the error of the
reconstructed fields exists.

We have proven that the reconstruction error of the phys-
ical field ∥Xp − X̂p∥2, computed at each cell p ≤ n, has
an upper bound that is linearly proportional to the highest
validation error of all r SVR machines (the whole prove is
given in Appendix A). Thus:

∥Xp − X̂p∥2 ≤ Kp.e

where Kp is a positive real number, and e is the error. The
constant Kp comprises terms of the projection matrix Ur

POD

and standardization elements: Si is the standard deviation
and Ei is the mean of the coefficient vectors Ci. It is written
as Kp =

√
A+ 2B where:

A =
k=r∑
k=1

(Sk.U
r
PODpk

)2

B =
∑

1≤h<l≤r

|Sh.U
r
PODph

|.|Sl.U
r
PODpl

|

4. Description of the use cases
We present two electrical machines use cases generated
by Code Carmel (code-carmel.univ-lille.fr), which is an
industrial computational code. Table 1 shows a comparison
of these use cases concerning: the number of cells in the
mesh, number of time steps, number of runs performed by
the design of experiments, and size of the data when stored
on disk (compressed).
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4.1. An induction plate

In the first use case, we are interested in a magneto-
quasistatic phenomenon by the modeling of a magnetic
electric current inductor. This could represent several ap-
plications, such as an induction hotplate in a kitchen or the
induction charger of a mobile phone. The inductor is a
coil of 700 turns at which a current is injected with a sinu-
soidal frequency f . The intensity of the current in the coil
is calculated from the electrical voltage U imposed and a
characteristic resistance of the inductor Rind via a standard
circuit equation. The plate, made of copper, has an electrical
conductivity of σ = 5 · 107S ·m−1.

Figure 2. Mesh of the induction plate use case.

Design of experiments. Four parameters are considered
in this use case: f , U , Rind, and the time t. We run 750
simulations, each one corresponding to a parameter set. The
values of f , U , Rind are sampled from a non-informative
uniform distribution. The sampling of t is given by the
computational code.

Why this use case? The choice of this use case is motivated
by two factors. First, the dynamics of the problem impose a
time resolution of the finite elements model which can be
computationally expensive. Then, we are interested in the
accuracy of the proposed method for time-dependent prob-
lems, as it might provide large calculation speedups. Sec-
ond, the calculation of the source current through a circuit
equation impacts the dynamical evolution of the problem.
Therefore, we aim to evaluate the capacity of the proposed
method to adapt not only to the electromagnetic dynamics
but also to changes in the circuit equation parameters (f , U ,
Rind).

4.2. A three-phase transformer

A power network is a complex system, with a large variety of
voltage levels at generation, transmission, and distribution
points. In this context, transformers are vital components,
as they allow transitioning from one voltage level to the
other, ensuring the transmission of electric energy through
the network. They are static devices, consisting of one or
multiple windings and a magnetic core, used extensively by
electric companies in all types of production sites. For these
reasons, power transformers are the subject of numerous

numerical simulations for diagnosis and design review pur-
poses, and surrogate models have been proposed in recent
years to reduce computational costs (Henneron & Clenet,
2014).

Figure 3. Mesh of the three-phase transformer use case.

Figure 3 shows the mesh used in the finite elements simula-
tions: grey voxels belong to the core, red voxels to the pri-
mary windings, and blue voxels to the secondary windings.
The space around the core and windings is also meshed but
not represented. In this figure, we can see the three columns
of a three-phase transformer, each of them associated with
two windings. A high voltage is imposed in the primary cir-
cuit, associated with a high amplitude electric current, which
generates a magnetic flux traveling through the core. The
core consists of an arrangement of ferromagnetic laminated
sheets, associated with a non-linear magnetic anhysteretic
permeability as shown in Figure 4. It will be approximated
using the so-called Frohlich model (Fröhlich, 1881):

µ(H) = µ0 +
α

β +H
(7)

In this configuration, we are interested in the magnetic flux
density distribution present in the transformer and around it,
when the secondary circuit is short-circuited I2 = 0. The
problem is parameterized by the current amplitude I of the
primary windings and by the coefficients α and β of the
Frohlich approximation (equation 7).

Design of experiments. Four parameters are considered
in this use case: the intensity I , the two coefficients α and
β of the behavior law of the core, and the time t. We run
327 simulations, each one corresponding to a parameter set.
The values of I are sampled from a beta distribution cen-
tered around 1.4A, this is done to better learn a known non-
linearity physically appearing at this current value. Parame-
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Figure 4. Non-linear behavior law of the transformer core.

ters α and β are sampled from a non-informative uniform
distribution. The sampling of t is given by the computational
code.

Why this use case? The choice of this use case is motivated
by several main arguments. First, it is a 3D model initially
created for the industrial purpose of design review. Then,
applying the proposed method to this use case gives us
useful insight, into its capacity to generate accurate results
for real-life engineering problems. Second, the non-linear
behavior law of the magnetic core is not often well known
by engineers when performing numerical simulations for
diagnosis or design review purposes. Then, we aim not
merely to evaluate the accuracy of the proposed method on a
nonlinear problem, but also to assess the possibility of using
this method to solve inverse problems for the deduction of
the parameters of the non-linear behavior law. Third, in the
literature, we can find recent works on surrogate models
(Henneron & Clenet, 2014) and deep learning (Gong &
Tang, 2022) developments for similar devices, setting a
favorable context for future comparison.

5. Results
In this section, we jointly discuss the results of the three use
cases described in section 4. We start by presenting, in table
2, the number of modes necessary to represent the solutions
while keeping 95% , 98%, and 99% of the accumulated
energy, as specified in equation 2. By comparison with the
number of cells given in table 1, we observe that the POD
(which is the first step of our algorithm) introduces a strong
compression on the vector fields associated to the simulation
mesh. This can be considered a sort of spatial compression,
which is induced by the coding we have chosen for the
snapshot matrices.

We calculated, for each of our use cases, the relative RMSE
(Root Mean Square Error) and relative AME (Absolute
Mean Error). These errors are calculated as follows:

Table 2. Comparisson of the two use cases concerning the number
of modes necessary to represent the problem, for three levels of
cumulated energy (95%, 98%, and 99%).

USE CASE # MODES # MODES # MODES
95% 98% 99%

INDUCTION 2 3 3
TRANSFORMER 4 7 10

δRMSE =
1
N

∑N
k=1

1
T

∑T
j=1

1
n

∑n
i=1 ∥v̂ − v∥22

1
N

∑N
k=1

1
T

∑T
j=1

1
n

∑n
i=1 ∥v∥22

(8)

δAME =
1
N

∑N
k=1

1
T

∑T
j=1

1
n

∑n
i=1 | v̂ − v |

1
N

∑N
k=1

1
T

∑T
j=1

1
n

∑n
i=1 | v |

(9)

where δ indicates ”relative”, v is a reference vector from
the test set, v̂ is the estimate provided by our method, N is
the number of simulations in the design of experiences, T
is the number of time steps, and n is the number of mesh
cells. We choose to explicitly write three sum signs to
remark on the parametric and spatio-temporal nature of the
estimated vectorial fields. Table 3 shows these errors, which
are multiplied by 100 to express percentages, for the test
sets of each use case.

Table 3. Errors obtained by the surrogate models, on the simula-
tions test sets, for two levels of cumulated energy (95% and 98%).

USE CASE δ RMSE δ AME δ RMSE δ AME
95% 95% 98% 98%

INDUCTION 4.5% 4.3% 0.98% 0.97%
TRANSFORMER 2.9% 3.2% 2.3% 2.5%

Figure 5 presents a visual comparison between the modu-
lus of a reconstructed magnetic field (top image) and the
reference magnetic field (bottom image), on the test set of
the three-phase transformer introduced in Section 4.2. For
the shown time step and set of parameters, the magnetic
field is oscillating on the core. We observe positive values
in red, negative in blue, and grey indicates near zero values.
We observed that reconstructed and reference images are
visually very similar, which was one of the objectives of the
proposed surrogate. More importantly, the relative errors
shown in Table 3 are very satisfactory.

6. Real-Time Inference
We recall that our final objective is to develop a surrogate
that can be used to power a Digital Twin. This surrogate

6
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Figure 5. Visual comparison between the modulus of a recon-
structed magnetic field (top image) and the reference magnetic
field (bottom image), on the test set of the three-phase transformer
use case introduced in Section 4.2.

should be executed on a computer sufficiently fast to allow
the interactive exploration of its outputs. The introduced
method fulfills this objective for several reasons. First, when
coding the snapshot matrix as indicated in equation 3.2, the
POD acts as a spatial compression system. This means
that simulations based on large meshes can potentially be
reduced to a vector of relatively few coefficients. Thus the
SVRs can perform the estimation of these coefficients very
fast. Once the coefficients are obtained, a simple matrix
multiplication reconstructs the desired scalar or vectorial
field. Second, the Direct Time approach avoids iterating
overtime at the inference step.

When designing a visualization system for a Digital Twin,
performing an interactive exploration of the results imposes
constraints on the response time of the surrogate model.
Response times in human-computer interactions have been
studied for years, see for instance (Shneiderman, 1984). A
classical reference (Nielsen, 1994) stated that 0.1 second is
about the limit for having the user feel that the system is
reacting instantaneously. Thus, we performed an analysis
of the response times of the proposed surrogate. For this,
we measured the time of inference of a single parameter set,
which corresponds to computing a discretized vectorial field
for a fixed time step and fixed parameters. We perform this
testing in a single node of a cluster, this node contains an
Intel-Xeon Platinum 8260 processor operating at 2,40 GHz,
and it does not contain GPUs. No special optimization has
been performed on the code, composed of Phyton scripts
run sequentially. The results are shown in Table 4, times
are given in milliseconds. Each shown time is the mean of
100 measurements, the standard deviations are always on
the scale 105 thus we consider the measurement reliable.

We observe that, for all our use cases the inference time
is approximately 2ms, thus around 50 times less (in our
slower case) than the time necessary for a fluid real-time
user interaction.

Table 4. Execution time of the surrogate.

USE CASE # MODES # MODES
95% 98%

INDUCTION 0.43 MS 0.56 MS
TRANSFORMER 1.23 MS 2.2 MS

7. Conclusion
We have conceived a novel method that combines model
reduction via the Proper Orthogonal Decomposition (POD)
and Support Vector Regression (SVR). The aim is the con-
struction of a learning-based surrogate model for parameter-
ized PDEs, which are also temporal and spatial processes.
We found an error upper bound of the proposed method
and a mathematical proof of this bound is included. We
have performed tests on two use cases concerning electrical
machines. These use cases are not toy examples. They are
produced by an industrial computational code, they use 3D
meshes representing non-trivial geometries and contain non-
linearities. The obtained results show a good reconstruction
accuracy. Furthermore, we have studied the response time of
the proposed surrogate. The tests indicate that it is adapted
to real-time tasks.

The current results indicate that the method can be applied
to the interactive exploration of use cases based on much
larger meshes or for higher intrinsic complexity. Indeed,
the slower case we treated was 50 times faster than needed
for interactive exploration. Moreover, no code optimiza-
tion has been performed yet. Thus, the proposed method
presents great potential for building parameterized surro-
gates of industrial-level numerical simulations.
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A. Appendix: inference error upper bound
A.1. Notation

• Let X ∈ Rn×m be a snapshot matrix and X̂ its inferred equivalent.

• Let C, Ĉ ∈ Rr×m be their coefficient matrices which are the projection of X, X̂ by Ur
POD ∈ Rr×n. They verify :

X = Ur
POD.C

X̂ = Ur
POD.Ĉ

(10)

• We denote Xp = (Xp1, ..., Xpm)⊤ , X̂p = (X̂p1, ..., X̂pm)⊤ the snapshot values of X and X̂ at the cell p ≤ n.

• Similarly, we define Ck = (Ck1, ..., Ckm)⊤ and Ĉk = (Ĉk1, ..., Ĉkm)⊤ the k-th component of the original and the
inferred matrices for any k ≤ r.

• By centering and reducing Ck = (Ck1, ..., Ckm)⊤, we derive ck and ĉk which correspond to the training vector and
the output of the k-th SVR respectively. They verify :

Ck = Sk.ck + Ek

Ĉk = Si.ĉk + Ek

(11)

where Ek is the mean of Ck and Sk its standard deviation.

A.2. Introduction

SVR machines are trained with respect to the Root Mean Square Error of inference ek evaluated between the output ĉk and
the standardized k-th component of the original coefficient matrix ck. Thus:

ek = ∥ck − ĉk∥2

To optimize the learning hyper-parameters λ1, λ2, ... of the metamodel, we aim to minimize an objective function e, equal
to the highest of validation errors (e1, e2, ..., er) recorded among all r SVR machines such as :

e = max
1≤k≤r

ek (12)

In fact, we can prove that the root mean square error of inference of X computed at any cell p ≤ n has an upper bound that
is linearly proportional to e (Theorem A.1).

Theorem A.1. ∀p ≤ n ∃Kp > 0 that verifies

∥Xp − X̂p∥2 ≤ Kp.e

Thus, minimizing the objective function contributes to shrinking the validation error evaluated at any component p ≤ n of
the snapshot matrix.
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A.3. Proof

At first, we remind the analytical formulation of ∥Xp − X̂p∥2 :

∥Xp − X̂p∥22 =
1

m

j=m∑
j=1

(Xpj − X̂pj)
2

To find an upper bound, we start by expressing the relative error of inference ∆Xpj = Xpj − X̂pj of the j − th snapshot at
the cell p in terms of inference errors of all SVR machines.

∀p ∈ [1, N ] ∀j ∈ [1,m] :

∆Xpj = Xpj − X̂pj

(1) =⇒ =

k=r∑
k=1

Ur
PODpk

(Ckj − Ĉkj)

(2) =⇒ =

k=r∑
k=1

Ur
PODpk

(Skckj + Ek − Sk ĉkj − Ek)

=

k=r∑
k=1

Sk.U
r
PODpk

(ckj − ĉkj)︸ ︷︷ ︸
∆ckj

=⇒ ∆Xpj =

k=r∑
k=1

Sk.U
r
PODpk

∆ckj (13)

By squaring ∆Xpj , we obtain :

∆X2
pj = (

k=r∑
k=1

Sk.U
r
PODpk

∆ckj)
2

=

k=r∑
k=1

(Sk.U
r
PODpk

)2∆c2kj + 2
∑

1≤h<l≤r

(Sh.U
r
PODph

).(Sl.U
r
PODpl

).∆chj∆clj

∆X2
pj ≤

k=r∑
k=1

(Sk.U
r
PODpk

)2∆c2kj + 2
∑

1≤h<l≤r

|Sh.U
r
PODph

|.|Sl.U
r
PODpl

|.|∆chj∆clj |

Then, we sum over j:
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j=m∑
j=1

∆X2
pj ≤

j=m∑
j=1

k=r∑
k=1

(Sk.U
r
PODpk

)2∆c2kj + 2

j=m∑
j=1

∑
1≤h<l≤r

|Sh.U
r
PODph

|.|Sl.U
r
PODpl

|.|∆chj∆clj |

≤
k=r∑
k=1

(Sk.U
r
PODpk

)2
j=m∑
j=1

∆c2kj︸ ︷︷ ︸
1

+2
∑

1≤h<l≤r

|Sh.U
r
PODph

|.|Sl.U
r
PODpl

|
j=m∑
j=1

|∆chj∆clj |︸ ︷︷ ︸
2

We recall that ∀k ∈ [1, r] :

e2k = ∥ck − ĉk∥22 =
1

m

j=m∑
j=1

∆c2kj (14)

Thus, term 1 immediately becomes
∑j=m

j=1 ∆c2kj = me2k ≤ me2.

By virtue of Hölder’s inequality and (5), we establish the following about term 2 :

j=m∑
j=1

|∆chj∆clj | ≤

j=m∑
j=1

∆c2hj

1/2

·

j=m∑
j=1

∆c2lj

1/2

≤ (me2h)
1/2 · (me2l )

1/2

≤ meh · el ≤ me2

By introducing the new bounds on term 1 and 2 , the latter inequality becomes :

j=m∑
j=1

∆X2
pj ≤

k=r∑
k=1

(Sk.U
r
PODpk

)2 · (me2) + 2
∑

1≤h<l≤r

|Sh.U
r
PODph

|.|Sl.U
r
PODpl

| · (me2)

≤

k=r∑
k=1

(Sk.U
r
PODpk

)2 + 2
∑

1≤h<l≤r

|Sh.U
r
PODph

|.|Sl.U
r
PODpl

|

 ·me2

1

m

j=m∑
j=1

∆X2
pj ≤

k=r∑
k=1

(Sk.U
r
PODpk

)2 + 2
∑

1≤h<l≤r

|Sh.U
r
PODph

|.|Sl.U
r
PODpl

|

 · e2

∥Xp −Xp∥2 ≤

k=r∑
k=1

(Sk.U
r
PODpk

)2 + 2
∑

1≤h<l≤r

|Sh.U
r
PODph

|.|Sl.U
r
PODpl

|

1/2

· e

Hence :

∥Xp −Xp∥2 ≤ Kp · e

where Kp =
(∑k=r

k=1(Sk.U
r
PODpk

)2 + 2
∑

1≤h<l≤r|Sh.U
r
PODph

|.|Sl.U
r
PODpl

|
)1/2
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