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Abstract

We introduce a new approach to agent programming, the development of LLM-
based agents. Current approaches to agent programming often entangle two aspects
of agent design: the core workflow logic and the inference-time strategy (e.g., tree
search). We introduce probabilistic angelic nondeterminism (PAN), a programming
model that disentangles these two concerns, allowing the programmer to describe
the agent workflow and independently experiment with different inference-time
strategies by simply changing a few inputs. We provide an implementation of
PAN in Python as the ENCOMPASS framework, which uses a Python decorator to
compile agent workflow programs into a search space. We present three case studies
that demonstrate how the framework lets the programmer quickly improve the
reliability of an agent and easily switch between different inference-time strategies,
all with little additional coding.

1 Introduction

Recent work has shown the power of scaling inference-time compute for LLMs [1, 2], where popular
strategies include best-of-N sampling [3, 4, 5], refinement [6, 7], and tree search [8, 9]. In LLM-based
agents — systems that define how LLMs and other components interact to solve a task — these same
strategies have become common ways of improving performance and reliability. Furthermore, several
works have demonstrated the utility of applying sophisticated search and backtracking strategies in
AI agents to improve performance in various tasks [8, 10, 11, 12, 13, 14].

While various frameworks have been developed to simplify the low-level interaction between the
program and the LLM [15, 16, 17, 18], a framework for agent inference-time strategies has been
absent. Our goal is to develop an inference-time strategy framework: a framework that makes it easy
to experiment with different inference-time strategies independently of the design and implementation
of the underlying agent workflow. Such a framework is intended not to replace, but to be used in
conjunction with LLM prompting and tool use frameworks, such as LangChain [15] or DSPy [16].

We target “program-in-control” style agents, where one defines the workflow in code and uses
the LLM to accomplish specific subtasks [14, 19, 20, 21, 22].2 In these agents, inference-time
strategies have traditionally been limited to sampling and refinement loops [6, 7, 19, 20], whereas
more sophisticated strategies such as beam search and tree search have been rarely explored [14].

∗Work performed as a consultant for Asari AI
2This “program-in-control” style contrasts with the “LLM-in-control” style where the LLM decides the full

sequence of operations (tool calls) in the workflow [8, 9, 10, 11, 12, 13].
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Figure 1: An ENCOMPASS program specifies an agent workflow, which is compiled into a search
space object, and inference-time scaling is accomplished through search over the nondeterministic
execution paths of the agent workflow.

We identify the key bottleneck to be the entanglement of the inference-time scaling strategy with
the core workflow logic when programming the agent. Programmers typically bake the inference-
time strategy into the agent workflow [14, 19, 20, 22], which is inflexible, reduces readability, and
limits the kinds of inference-time strategies that can be easily implemented. Therefore, we aim to
design a framework that cleanly separates the representation of the core workflow logic from the
inference-time scaling strategy. The programmer could then make minimal modifications to their
agent to flexibly experiment with different inference-time strategies. Also, different agents would no
longer require custom implementations of the same inference-time strategy, but can instead reuse a
common implementation.

Our key insight is that inference-time strategies can be viewed as instances of search over different
execution paths of a nondeterministic program. We developed the ENCOMPASS Python programming
framework (“enhancing agents with compiled agent search”), depicted in Figure 1. Figure 1a and
Figure 1b show an agent program and its corresponding workflow, respectively. The user specifies
the “locations of unreliability” in their agent source code using branchpoint() statements. A
location of unreliability is an operation such as an LLM call where repeated invocations produce
outputs of varying quality. Since these different outputs give rise to multiple possible futures of the
program’s execution, the program has a tree of possible execution paths. ENCOMPASS compiles
the program into a search space object (Figure 1c) so that search can be conducted over this tree of
execution paths to find the path with the highest score (Figure 1d). We call this programming model
probabilistic angelic nondeterminism (PAN). As a form of angelic nondeterminism [23], PAN lets the
programmer write their program pretending the unreliable operations always produce good outputs,
and the runtime searches the space of possible execution paths for one where the operations indeed
produced good outputs.

Our work makes the following concrete contributions:

• We introduce the PAN programming model (Section 2.1), which uses angelic nondetermin-
ism to separate inference-time algorithms (search policy) from the underlying logic of the
agent (specification of the search space).

• We present ENCOMPASS, a Python library that implements PAN (Section 2.2), providing
1. primitives like branchpoint() that the programmer can use inside their ENCOMPASS
function, 2. a Python function decorator that compiles an ENCOMPASS function into a
search space object at run-time, and 3. common search algorithms, as well as an interface
for implementing custom search algorithms.

• We illustrate how ENCOMPASS provides a unifying framework for common inference-time
strategies and agentic patterns, which are special cases of search over nondeterministic
execution paths of ENCOMPASS programs (Section 3). ENCOMPASS also provides a natural
generalization of these inference-time strategies.

• We present case studies showing how ENCOMPASS enables easy experimentation of various
inference-time search strategies over an underlying agent workflow, allowing one to quickly
identify the best-performing strategy (Section 4). ENCOMPASS opens up new possibilities
for inference-time scaling of program-in-control style agents, where inference-time strategies
that were previously considered too cumbersome to implement are now made possible by
ENCOMPASS.
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2 ENCOMPASS, a Python framework for PAN

In this section, we introduce the PAN programming model (Section 2.1) and describe its Python im-
plementation in the ENCOMPASS framework (Section 2.2). For simplicity, we will ignore the feature
of memory sharing across different program execution paths (see Section 3.2). The documentation
for ENCOMPASS is in Appendix B and the ENCOMPASS compiler is described in Appendix C.

2.1 Probabilistic angelic nondeterminism (PAN)

The core idea of PAN is to search over the tree of possible execution paths of a probabilistic program
— where some operations (e.g., LLM calls) have randomness — to find the path that optimizes a
user-specified objective. Given a probabilistic program with branchpoints at certain locations in the
program, we model its computation as a Markov chain over the space of possible program states. The
Markov chain consists of the following components:

• Branchpoints and the end of the program constitute a set of marked locations in the program.
In Figure 1, branchpoints are denoted by blue dots .

• A program state is a pair consisting of a marked location of the program and a memory state,
which is a mapping from variables to values.

• The code that executes from one marked location to the next defines a probabilistic transition
function that maps from a program state to the next program state. Program states at the end
of the program are final, i.e., they have no next states. In Figure 1, transitions are denoted by
colored boxes .

• The initial state is the program state resulting from executing the program from the start
until hitting the first branchpoint.

Normally, executing the probabilistic program results in one sampled trajectory of program states
(Figure 1b). In PAN, however, we search over the space of possible trajectories (Figure 1d). Our
search tree initially has just one node: the initial program state. At every step, the search policy
chooses a node in the current search tree, makes a copy of the program state stored at that node,
samples a next program state according to the probabilistic transition function, and adds it to the
search tree as a child of that node. The goal is to reach a final program state that optimizes a
user-specified objective.

Note that search here is formulated differently from the usual graph search formulation because we
don’t have access to all the children of any given node — we can only stochastically sample children
of a parent node. However, existing graph search algorithms can be converted to algorithms in PAN
by specifying each node’s branching factor, i.e., the number of children to sample. For example,
depth-first search (DFS) with branching factor 3 involves sampling 3 next states from the current
state and recursing on each child.

This way of adapting graph search algorithms is currently the dominant approach in LLM-based
agents that have tree search with an unenumerable action space of LLM outputs [8, 13, 24, 25].
However, we believe it is worth exploring search strategies beyond fixing the branching factor in an
existing graph search algorithm, and Case Study 3 (Appendix A.2) explores this direction by showing
that a simple strategy — repeatedly choosing the highest-scoring program state and sampling one
next state — can work quite well.

2.2 ENCOMPASS

The ENCOMPASS framework provides an instantiation of the PAN programming model in Python. It
is implemented as the @encompass.compile function decorator, which makes several new primitive
keywords available in the body of the decorated function; the full list is given in Appendix B.1. The
decorator compiles the function body into a search space object, which provides an interface for
implementing search algorithms (Appendices B.2 and B.3). The compiler is described in Appendix C.

Core primitives The two most important primitives that are available in the body of an ENCOM-
PASS-decorated function are branchpoint() and record_score().

branchpoint(**branchpoint_params)
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This statement marks a PAN branchpoint (Section 2.1), a location in the program where the
program state is added as a new node in the search tree and the program’s execution may branch
into multiple execution paths.
Branchpoint parameters provide information to the external search algorithm about the branch-
point. For example, branchpoint(name="foo") gives the branchpoint a name that can be
used to refer to the branchpoint in the search algorithm.

record_score(score)

This records the numerical “score” used to guide the search process in many search algorithms
(e.g., the heuristic in best-first search and value function in MCTS). Furthermore, the final
score (the last score recorded before returning) usually specifies the final evaluation score to be
maximized by the search algorithm.

Inference-time search Having defined an ENCOMPASS-decorated function func, the programmer
can now apply search over its nondeterministic execution paths by calling

func(...).search(algo, **search_config)

where algo is a string such as "dfs" or "beam" specifying the search algorithm. This returns the
function’s return value on the best execution path that search algorithm algo could find. Appendix B.4
lists all algorithms that ENCOMPASS provides out-of-the-box.

Custom search algorithms The user can also define and register their custom search algorithm so
that it can be invoked through the same search interface. The Checkpoint class wraps the program
state and provides an interface for implementing custom search algorithms. Its step() method
samples a next program state: it resumes execution of the program from the current state until hitting
the next branchpoint or a return statement, returning the new program state (cf. the probabilistic
transition function from Section 2.1). The Checkpoint object’s score attribute contains the score
of the program state as recorded through record_score(). See Appendix B.3 for more details.

3 Agent inference-time strategies in ENCOMPASS

While ENCOMPASS appears most suitable for implementing tree search in agents, other common
inference-time strategies can also be cleanly implemented as search in ENCOMPASS. Furthermore,
natural generalizations of these strategies that are otherwise difficult to implement are also easily
represented in ENCOMPASS.

3.1 Best-of-N sampling and beam search

Given an agent agent_forward(...) and an evaluator evaluate(...) that evaluates the output
of the agent, best-of-N (BoN) samples N times and chooses the output with the highest evaluation
score. In ENCOMPASS, this is done by adding a branchpoint at the beginning of the function and
recording the evaluation score at the end:

1 @encompass.compile
2 def agent_forward(...):
3 branchpoint()
4 ... # Original body of agent
5 record_score(evaluate(result))
6 return result
7
8 result = agent_forward(...).search(...)

This defines a search tree with depth 1, where almost any search algorithm would sample several
children from the root node and return the best child, thus reproducing best-of-N sampling.

We call the above global best-of-N (GBoN) to contrast it with local best-of-N (LBoN), where an
agent with multiple verifiable steps has best-of-N sampling applied to each of them. In ENCOMPASS,
this is implemented by adding branchpoint() before each step and applying beam search with
beam width 1:
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1 @encompass.compile
2 def agent_forward(...):
3 branchpoint()
4 ... # Step 1
5 record_score(evaluate_step1(...))
6 branchpoint()
7 ... # Step 2
8 record_score(evaluate_step2(...))
9 ...

10 branchpoint()
11 ... # Step k
12 record_score(evaluate_stepk(...))
13 return stepk_result
14
15 N = ... # the "N" in best-of-N
16 result = agent_forward(...).search("beam", beam_width=1, default_branching=N)

Note that the two types of best-of-N sampling described in this section—global and local sampling—
are the two limiting cases of beam search. Global best-of-N sampling is beam search with beam
width N and branching factor 1,3 whereas local best-of-N sampling is beam search with beam width
1 and branching factor N . General beam search can thus be viewed as interpolating between global
and local resampling. This has the benefit of effectively constraining the search space with local
verification while also not losing global variety. Increasing the branching factor makes sure each step
is completed correctly to help prevent compounding errors, while increasing the beam width can help
increase variety and thus improve reliability to mitigate potential errors made in earlier steps. In Case
Study 1 (Section 4.1), we empirically demonstrate that beam search indeed scales better than global
best-of-N or local best-of-N alone in complex agent workflows.

The ENCOMPASS implementation of beam search over an agent workflow also benefits from flexibility
in modifying the step granularity. Increasing the granularity (dividing steps up into smaller substeps)
or decreasing the granularity (merging multiple steps into one) is as simple as adding or removing
branchpoints in ENCOMPASS, whereas a plain Python implementation would require structural
changes to the code.

3.2 Refinement and backtracking with memory

Refinement can be viewed as sampling but with additional feedback from past sampling attempts.
In ENCOMPASS, this is accomplished by adding a branchpoint to generate multiple samples and a
memory of past attempts shared across the different sampled execution paths:

1 @encompass.compile
2 def agent_forward(...):
3 ... # stuff that comes before
4 # Step with refinement
5 feedbacks: NoCopy = []
6 branchpoint()
7 result = do_step(..., feedbacks)
8 score, feedback = get_score_and_feedback(result)
9 feedbacks.append(feedback)

10 record_score(score)
11 ... # stuff that comes after
12
13 result = agent_forward(...).search("beam", beam_width=1, default_branching=n_refine + 1)

Here, the NoCopy type annotation tells the ENCOMPASS compiler that the different execution paths
should share the same reference to the feedbacks variable, so that appending feedback is seen
across all branches.4

By adding another branchpoint() right before “feedbacks: NoCopy = []”, we create multiple
parallel refinement loops, thus interpolating between fresh sampling and refinement and maintaining
variety that may otherwise be lost from an agent that focuses too heavily on the past feedback. This is
not unlike how beam search interpolates between global best-of-N and local best-of-N (Section 3.1).
In Case Study 3 (Appendix A.2), we demonstrate how a different approach to interpolating between
refinement and sampling — by adding branchpoints to a refinement loop written in plain Python —
can result in better scaling than refinement alone.

3Except that the root node has branching factor N .
4This effect is lost if feedbacks.append(feedback) is replaced with feedbacks = feedbacks + [

feedback], since that creates a new list instead of modifying the original one.

5



Note that refinement is the simplest case of backtracking with memory: backtracking to a previous
step while remembering what happened in previous attempts. In ENCOMPASS, the general pattern
for backtracking with memory is to create a shared mutable data structure right before a branchpoint,
which serves as a memory shared across all execution paths that follow.

3.3 Self-consistency and group evaluation

Given an agent program agent_forward(input), self-consistency samples N times and chooses
the output that appeared the most times (the majority vote) [26]. This can be implemented as best-of-
N sampling with an evaluation function that evaluates a group of results at once. The ENCOMPASS
record_score() supports this:

1 def majority_vote(results):
2 counts = defaultdict(int)
3 for result in results:
4 counts[result] += 1
5 return [
6 counts[result] for result in results
7 ]
8

9 @encompass.compile
10 def agent_forward(...):
11 branchpoint()
12 ...
13 record_score(majority_vote, result, label=None)
14 return result
15
16 result = agent_forward(...).search(...)

In general, allowing the evaluation function to evaluate a group of results at once is helpful when it is
difficult to evaluate one result on its own. Another example of this is CodeT [27], which evaluates a
group of LLM-generated code samples against multiple LLM-generated unit test cases by considering
both the number of unit test pass rate and agreement among code samples on which test cases they
pass.

Inference-time strategies like self-consistency and CodeT are examples of the more general search
with evaluation of a group of execution paths in tandem. When one writes

record_score(group_evaluator, evaluation_target, label=group_label)

the scores of all program states where record_score() was called with label group_label are
computed as group_evaluator(evaluation_targets), where evaluation_targets is the list
of the evaluation_target variables across all the program states.

4 Case studies

We implemented and extended 3 program-in-control style agents from the literature in ENCOMPASS.
These case studies aim to answer the following research questions:

• Does ENCOMPASS make it easier to implement inference-time strategies and search in
program-in-control style agents, and if so, how?

• Does ENCOMPASS simplify experimenting with different inference-time strategies and
search in program-in-control style agents, and if so, how?

Our case studies suggest that ENCOMPASS enables the exploration of inference-time strategies that
are otherwise left unexplored due to their complexity of implementation — potentially unlocking
better scaling laws.

Case Study 1 is our main case study and is presented in the main text here. Case Studies 2 and 3 are
smaller and more didactic in purpose, and are presented in Appendix A.

In Case Study 1 (Section 4.1), we implement a Java-to-Python code repository translation agent
with a high-level architecture based on that of Syzygy [28]. We then add branchpoints before LLM
calls and, by toggling a few parameters, we experiment with a variety of search strategies including
local/global best-of-N sampling and beam search at the file level and individual method level. We
demonstrate these experiments on Java repositories from the MIT OCW Software Construction
class. We find that beam search outperforms simpler sampling strategies, thus demonstrating how
one can use ENCOMPASS to discover better inference-time scaling laws. Furthermore, we show
how the equivalent plain Python implementation of the ENCOMPASS agent involves defining the
search graph as a state machine, where the agent workflow is significantly obscured and modularity
is compromised, whereas ENCOMPASS solves these issues.
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Table 1: Code modifications to implement search in our case studies, without ENCOMPASS vs. with
ENCOMPASS. Metrics include the number lines/words added, changeda, and removed, the number of
new function definitions, and the number of lines of the original code where the indentation level was
changed. For context, we also give the number of lines of code used to implement the core logicb of
the original base agent. All code is found in Appendix D with the modifications annotated.
a This excludes changes to the indentation level of existing code. b The “core logic” is defined as the functions that
require modification when implementing search, hence excluding unmodified code like helper/utility functions
and prompt templates.

Case Study Added Changed Removed New Indent
lines (words) lines (words) lines (words) f’ns changed

1. Code Repo Translation −ENCOMPASS +423 (+2735) 24 (-62/+186) -9 (-28) +20 189
LoC = 597 +ENCOMPASS +75 (+514) 8 (-0/+40) -0 (-0) +1 0

2. Hypothesis Search −ENCOMPASS +21 (+120) 3 (-1/+13) -0 (-0) +2 10
LoC = 11 +ENCOMPASS +8 (+27) 1 (-0/+9) -0 (-0) +0 0

3. Reflexion −ENCOMPASS +27 (+181) 6 (-13/+31) -0 (-0) +2 8
LoC = 20 +ENCOMPASS +9 (+32) 3 (-4/+13) -0 (-0) +0 0

In Case Study 2 (Appendix A.1), we implement a simplified Hypothesis Search agent [19]. We start
with a simple agent with two LLM calls. By adding a branchpoint before each LLM call and applying
multithreaded BFS out of the box, we reproduce a parallelized version of Hypothesis Search. We
demonstrate how to use ENCOMPASS to experiment with different search strategies (BFS vs. global
best-of-N ), and find that they perform equally well on a subset of the ARC benchmark [29], the
benchmark that Hypothesis Search used. We show how, despite the simplicity of the original agent,
the equivalent program in plain Python already noticeably obscures the underlying agent workflow.

In Case Study 3 (Appendix A.2), we start with Reflexion [7], a simple agent with a refinement
loop. We add a branchpoint at the beginning of the agent and at the beginning of the body of the
refinement loop, and apply both global best-of-N and a variant of best-first search. Following the
original Reflexion paper, we evaluate on LeetCodeHard. We find that increasing N in best-of-N or
the number of search steps in best-first search scales better than increasing the number of refinement
iterations in vanilla Reflexion. We also show how the equivalent program in plain Python obscures
the control flow and data flow of the underlying agent.

Table 1 and Appendix D compare the code modifications required to implement search with EN-
COMPASS vs. without ENCOMPASS. On average, ENCOMPASS saves 3–6x of coding in terms of the
number of lines/words that are added or changed.

Note that since ENCOMPASS targets program-in-control style agents, our case studies do not include
benchmarks of LLM-in-control style agents such as SWEBench [30] or WebArena [31].

4.1 Case Study 1: Code Repository Translation Agent

In this case study, we demonstrate how to use ENCOMPASS to add branchpoints and implement
search in a Java-to-Python code repository translation agent based on the Syzygy agent architecture
[28]. By comparing with the equivalent plain Python implementation, we identify several concrete
benefits of the separation of concerns offered by ENCOMPASS. We also demonstrate experimenting
with different search strategies on one repository to find the best-performing strategy (“fine-grained”
beam search), and we apply this strategy to other repositories to obtain strong performance compared
to simpler strategies (global/local best-of-N ).

Base agent We built an agent that translates a Java repository into Python (Listing 18). The agent
translates the repository file-by-file in dependency order. For each file, the agent calls the LLM to
write the skeleton of the Python file, and for each Java method the agent calls the LLM to translate it
into Python. Every translation is followed by validation of the translation by 1) asking the LLM to
write a script that generates random test case inputs; 2) asking the LLM to write Java code to run the
Java method on those inputs; 3) asking the LLM to write Python code to run the translated Python
method on those inputs; and 4) comparing the Python and Java outputs to see if they match.
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The ENCOMPASS agent In ENCOMPASS, we modify the base agent by adding a branchpoint
before each of the 5 LLM calls present in the program (Listing 19). To prevent different branches
of the search from overwriting the same folder, we use Git to manage the repository, and write a
wrapper branchpoint_git_commit() around the built-in branchpoint() (Listing 19, L5–15).
We consider search at two different levels of the translation workflow: the file level (“coarse”),
and the method level (“fine”). By adjusting the search parameters, we experimented with different
search strategies at each level as well as different parameters to the search strategies. We applied 6
combinations of search strategies: “global best-of-N”, “local best-of-N (coarse)”, “local best-of-N
(fine)”, “beam (coarse)”, “local best-of-N (coarse) + beam (fine)”, and “beam (coarse) + beam (fine)”.

This was as simple as changing a couple of parameters: the file-level search strategy is specified
at line 278 of Listing 19 and the method-level search strategy is specified at line 264. Section 3.1
explains the search algorithm and parameters passed to the .search_multiple(...) method to
implement global BoN, local BoN, and beam search.

Comparison with equivalent plain Python We demonstrated how ENCOMPASS lets an agent
programmer easily switch between different search algorithms. To replicate this flexibility in plain
Python, we need to explicitly define the search graph that the ENCOMPASS function defines. The
search graph takes the form of a state machine where the states correspond to the branchpoints and
the transitions follow the control flow of the program. We maintain a dictionary frame with all the
local variables of the program as we go through the transitions of the state machine. The result is
Listing 20, which is long and difficult to read, so we illustrate this with a simplified version of our
code repository translation agent that iterates through functions in a source file, translating each of
them one-by-one:

1 @encompass.compile
2 def translate_functions(source):
3 for source_fn in source:
4 branchpoint()
5 target_fn = translate(source_fn)
6 compile_success = compile_(target_fn)
7 record_score(compile_success)
8
9 branchpoint()

10 unit_test_score = run_unit_test(target_func)
11 record_score(unit_test_score)

The equivalent state machine in plain Python is given here with minor simplifications.
1 class State(Enum):
2 TRANSLATE = auto()
3 UNIT_TEST = auto()
4
5 def step(state: State, frame: dict[str, Any]):
6 frame = frame.copy()
7
8 if state == State.TRANSLATE:
9 frame["target_fn"] = translate(frame["source_fn"])

10 compile_success = compile_(frame["target_fn"])
11 return State.UNIT_TEST, frame, compile_success
12
13 if state == State.UNIT_TEST:
14 unit_test_score = run_unit_test(frame["target_fn"])
15 frame["source_fn"] = next(frame["source"])
16 return State.TRANSLATE, frame, unit_test_score

Notice that the high-level control flow of “repeatedly translate and unit-test the translation” is no
longer obvious from the code; it is difficult to know whether any given variable access frame[...]
might throw a KeyError; and linters and static type checkers can’t be applied because variables are
accessed through the frame dictionary. Furthermore, simple changes to the ENCOMPASS function
such as moving or removing a branchpoint would require significant structural changes to the state
machine code that further create an opportunity for bugs. All these issues are exacerbated as we
increase the complexity of the agent program, so the state machine approach to defining agent search
graphs is not scalable. This can be seen in Listing 20 (Appendix D.1), which applies the state machine
approach to the original code repository translation agent.

Evaluation setup To make it affordable to run comprehensive experiments comparing the scaling
behaviors of various inference-time strategies, we first validated on a small repository consisting of
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Figure 2: Results of using ENCOMPASS to apply different inference-time scaling methods to the
code repository translation agent. All error bars show standard errors of the mean over 5 runs. (a) A
comprehensive hyperparameter search for ps0; (b) For ps1 to ps4, we applying global best-of-N
(“GBoN”), file-level local best-of-N (“LBoN (c.)”), and beam search at the file and method level
(“beam (c.) + beam (f.)”) while controlling for cost.

622 lines of Java code. The repository contains solutions to the first homework (ps0) from the Spring
2016 version of the MIT Software Construction class available on MIT OpenCourseWare [32, 33].

Because of the scarcity of test cases in the original repository, we use self-validation (%) as the
evaluation metric, which is calculated as the percentage match of the Python and Java outputs on the
automatically generated test inputs, averaged across all translated non-test methods. If any step of the
validation process failed (e.g., test input generation), then the match percentage is considered to be 0.

After identifying the inference-time strategy that scales best on ps0, we evaluated it on the other 4
repositories from the class (ps1 to ps4). Each of them contains between 1100 and 1900 lines of code,
and all 4 repositories combined contain 5756 lines of code.

For all experiments, we set the LLM temperature to 0.0 for the base agent (no inference-time
strategies), and 0.5 for the ENCOMPASS agent (with inference-time strategies).

Evaluation results Figure 2a shows a log-linear plot of the scaling of various inference-time strate-
gies on ps0. Consistent with prior work on inference-time scaling [4, 5], we find that performance
scales linearly with the logarithm of the cost (all χ2 p-values > 0.3). The best scaling is achieved
with beam search applied at both the file level and the individual method level (“beam (coarse), beam
(fine)”), outperforming the second best strategy “beam (coarse)” with a p-value of 0.2 and all other
strategies with statistical significance (p < 0.03).

Notably, the best-performing strategy (“beam (coarse), beam (fine)”) also happens to be the most
difficult one to implement in plain Python. It requires the programmer to break up the entire workflow
into all the individual LLM-calling steps where each step explicitly stores and retrieves variables
from a frame dictionary. This finding further demonstrates the merits of having a framework like
ENCOMPASS where experimenting with different search strategies can be done via simply changing
a few parameters. Combinations of agent and inference-time strategy that have better scaling but that
programmers would otherwise choose not to implement due to their complexity of implementation,
are now made possible by ENCOMPASS.

We then evaluated the best-performing strategy “beam (coarse), beam (fine)” on ps1 through ps4 and
compared it with two simpler baselines (“global best-of-N”, “local best-of-N”) while controlling
for cost. For beam search, we used a file-level beam width of 2 and a method-level beam width of
3, whereas we used N = 16 for both global and local best-of-N . The average cost of a run was
$20–$20.5 for ps1, $27–$30 for ps2, $36–$39 for ps3, and $13.5–$14 for ps4. The results are
shown in Figure 2b. Overall, “beam (coarse), beam (fine)” continues to outperform the other two
simpler strategies.

To conclude, we have demonstrated the advantages of the separation of concerns offered by ENCOM-
PASS. Implementing an inference-time strategy in ENCOMPASS mainly involves adding branchpoints
before LLM calls, whereas without ENCOMPASS, significant source code modification that obscures
the underlying workflow is often necessary. Furthermore, experimenting with different inference-time
strategies in ENCOMPASS is often as simple as changing a few search parameters.
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5 Related work

Inference-time strategies for LLMs and agents [2] provides a comprehensive review of algo-
rithms used during LLM inference to improve its reliability and performance. Examples include
best-of-N sampling [3, 4, 5], refinement [6, 7], self-consistency [26], and tree search [8, 9, 13],
which are also commonly used in LLM-based agents [10, 11, 12, 14]. Section 3 demonstrates how
ENCOMPASS unifies and generalizes these inference-time scaling strategies for agents.

AI agent frameworks Several LLM-based agent frameworks have been developed to abstract
away boilerplate code and other low-level concerns, and provide abstractions for common agentic
patterns and components. AutoGen [18] simplifies multi-agent conversation workflows with tool
use, LangChain [15] simplifies linear workflows with RAG and tool use, LangGraph [34] simplifies
the creation of agent workflows as state machines, and DSPy [16] automates prompt engineering.
Complementary to these efforts, our framework, ENCOMPASS, simplifies applying inference-time
scaling strategies to agents. Since ENCOMPASS involves adding statements such as branchpoint()
to an existing agent written in Python, it can be flexibly incorporated into agents built with an existing
Python agent framework.

Angelic nondeterminism Previous implementations of angelic nondeterminism include John
McCarthy’s amb operator in Common Lisp [35] and the list monad in Haskell [36]. The main
conceptual difference is that ENCOMPASS implements a probabilistic form of angelic nondeterminism,
which samples from a probability distribution such as an LLM instead of choosing from a given set
of choices.

Probabilistic programming Our work is also inspired by probabilistic programming, a program-
ming paradigm that separates the two main concerns of probabilistic inference: specifying the
probabilistic model and implementing the inference algorithm. (See, e.g., [37] for a review.) This
allows the programmer to efficiently specify a probabilistic model in code while independently
experiment with different probabilistic inference algorithms. Similarly, ENCOMPASS aims to separate
the two main concerns of agent programming: specifying the core agent workflow and implementing
the inference-time search strategy.

6 Limitations

ENCOMPASS targets program-in-control style agents, where implementations without ENCOMPASS
typically force the programmer to entangle the underlying agent and the overlaying search strategy.
ENCOMPASS is not meant for LLM-in-control style agents, where the two aspects are already
decoupled. Nevertheless, there has been increased interest in “LLM+program-in-control” hybrid
style agents which involve an LLM writing a program-in-control style agent [38, 39, 40]. It would be
interesting to explore using ENCOMPASS to make it easier for the LLM to implement inference-time
strategies in LLM-calling programs that it writes.

Although ENCOMPASS simplifies the source code modifications needed to apply inference-time
strategies to an existing agent, modifications are still needed. There remains the engineering challenge
of choosing the correct places to add branchpoints, adding sufficient and good-quality intermediate
reward/verification signal, and designing a good search algorithm. ENCOMPASS could be improved
to eliminate the need for source code modifications entirely, where it solves the the majority of these
remaining challenges by potentially using a flexible LLM-based search strategy.

7 Conclusion

This work introduced the ENCOMPASS programming framework, which decouples the two fundamen-
tal aspects of agent programming: defining the core agent workflow and designing the inference-time
scaling strategy. By enabling the integration of sophisticated search strategies into complex agent
workflows, ENCOMPASS opens up new possibilities for inference-time scaling of AI agents. Looking
ahead, we anticipate that the ability to seamlessly combine agent workflows with powerful search
techniques — enabled by ENCOMPASS — will unlock new scaling laws and drive the development
of reliable LLM-augmented systems for solving complex real-world tasks.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract summarizes the problem and the proposed solution; the introduc-
tion defines the scope, identifies the problem, and summarizes the proposed solution and
contributions.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: See Limitations section.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

14



Answer: [NA]
Justification: The paper proposes a programming framework and makes no theoretical
claims.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: Compiler details are in Appendix C. Case studies describe experimental setup.
Agent programs of case studies are in Appendix D.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [No]
Justification: Company code
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: See case study sections.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: See case study sections, including tables and figures.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Case study sections describe LLM costs and CPU used.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: No aspect of the research violated the Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: Foundational research with standard expectations in regards to societal impact

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: No release of data/models with a high risk for misuse

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: Existing agents and benchmarks cited and license terms followed

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: No new assets released.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: No human subjects involved.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: No human subjects involved.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: LLMs were not used to help produce this research other than as a coding and
writing tool.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Additional case studies

This appendix presents Case Studies 2 and 3. In these case studies, we study agents much simpler
than the code translation agent in our main case study (Case Study 1) so that we can more explicitly
compare code written in ENCOMPASS vs. plain Python. Our objective is to illustrate and under-
stand how the modularity that ENCOMPASS provides lets programmers more easily implement and
experiment with different inference-time scaling strategies for their agent.

Experiments for all case studies were conducted on a Macbook Pro with an M3 chip and 18 GB of
RAM. All LLM calls were made through the OpenAI API.

A.1 Case Study 2: Hypothesis Search Agent

In this case study, we use a simple two-step agent for ARC-AGI [29] to illustrate how ENCOMPASS
enables the programmer to quickly implement inference-time search.

Base agent A task in ARC-AGI shows the agent around 3 validation examples of input-output grid
pairs, and the objective is to find the rule that transforms input grids into output grids and apply the
rule to a test input grid. A simple agent for solving ARC-AGI tasks is as follows (Listing 1): 1. ask
the LLM for a natural language hypothesis of the transformation rule; 2. ask the LLM to implement
the hypothesis in code.

1 def two_step_agent(task_info):
2 # Step 1: Get natural language hypothesis
3 ...
4 hypothesis = hypothesis_agent([task_info], hypothesis_instruction)
5

6 # Step 2: Implement the hypothesis in code
7 ...
8 code = solver_agent([task_info, hypothesis], solver_instruction)
9 return get_test_output(code)

Listing 1: Simple 2-step agent for ARC

The ENCOMPASS agent To convert this agent into a ENCOMPASS program, we identify the
points of unreliability: the two LLM calls. Before each LLM call, we can add a branchpoint to
allow the external search algorithm to search over different samples from the LLM. Finally, we add
a final verification step that evaluates the generated code on the validation grid pairs, so that the
search algorithm knows which execution paths did better. Here is the resulting ENCOMPASS agent
(Listing 2):

1 @encompass.compile
2 def two_step_agent(task_info):
3 # 1st branchpoint results in multiple samples of the natural language hypothesis
4 branchpoint()
5 # Step 1: Get natural language hypothesis
6 ...
7 hypothesis = hypothesis_agent([task_info], hypothesis_instruction)
8

9 # 2nd branchpoint results in multiple code samples for each hypothesis
10 branchpoint()
11 # Step 2: Implement the hypothesis in code
12 ...
13 code = solver_agent([task_info, hypothesis], solver_instruction)
14

15 # Evaluate
16 percent_correct, feedback = run_validation(code)
17 record_score(n_correct)
18 if percent_correct == 1.0:
19 early_stop_search()
20

21 return get_test_output(code)
22
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23 two_step_agent(task_info).search("parallel_bfs", default_branching=8)
Listing 2: Two-step agent with BFS in ENCOMPASS reproduces Hypothesis Search

Here, we’ve chosen 8 samples of subsequent execution from each branchpoint and apply parallelized
breadth-first search (parallel BFS) over all program execution paths, In particular, BFS samples
8 natural language hypotheses following the first branchpoint, and for each hypothesis samples
8 code implementations from the second branchpoint. It then chooses the result from the 64
implementations with the highest evaluation score (recorded by record_score). This replicates a
version of Hypothesis Search [19] without the hypothesis summarization step and execution feedback
loop.

We also consider an agent with only the first of the two branchpoints. This gives rise to global
best-of-N sampling, i.e., running the base agent N times in parallel and keeping the best run.

Comparison with equivalent plain Python In implementing the ENCOMPASS agent, because the
changes made to the original agent are minimal, the underlying logic of the agent is clearly portrayed
by the code, with the external search logic (sampling) indicated by a few branchpoint statements.

We now compare this with the equivalent agent in plain Python. For the one-branchpoint hypothesis
search agent (best-of-N ), it is still relatively straightforward to implement it in plain Python by
running N copies of the agent in N parallel threads until we find a solution that passes validation.

However, to further add the second branchpoint — which is just an additional line of code in
EnCompass — the equivalent implementation in plain Python of parallel BFS requires significant
structural changes. In defining the tasks to be executed in a multithreaded fashion, the underlying
agent workflow has been broken up and the program flow obscured, even though the agent only
contains two steps (Listing 3).

1 from concurrent.futures import ThreadPoolExecutor, as_completed
2
3
4 def two_step_agent(task_info, branching):
5 results = []
6 full_solved = False
7
8 with ThreadPoolExecutor() as executor:
9

10 def run_one_forward_pass():
11 if full_solved:
12 return
13 # Step 1: Get natural language hypothesis
14 ...
15 hypothesis = hypothesis_agent([task_info], hypothesis_instruction)
16
17 def implement_in_code():
18 nonlocal full_solved
19
20 if full_solved:
21 return
22
23 # Step 2: Implement the hypothesis in code
24 ...
25 code = solver_agent([task_info, hypothesis], solver_instruction)
26
27 # Evaluate
28 percent_correct = run_validation(code)
29 if percent_correct == 1:
30 full_solved = True
31 results.append((get_test_output(code), percent_correct))
32
33 futures = [executor.submit(implement_in_code) for _ in range(branching)]
34 for future in as_completed(futures):
35 future.result()
36
37 futures = [executor.submit(run_one_forward_pass) for _ in range(branching)]
38 for future in as_completed(futures):
39 future.result()
40
41 return max(results, key=lambda x: x[1])[0]
42
43
44 two_step_agent(task_info, branching=8)

Listing 3: Parallelized BFS in plain Python, obscuring the underlying two-step agent workflow

22



Table 2: Percentage accuracy of a simple two-step agent on a subset of ARC with progressively more
ENCOMPASS branchpoints: no branchpoints, 1 branchpoint at the top, and 2 branchpoints before the
2 LLM calls. Accuracy improves quickly as more branchpoints are added. We also compare with the
best agent discovered through meta-agent search (ADAS [39]).

Base model GPT-3.5 GPT-4o
Acc. (%) Total cost Acc. (%) Total cost

Two-step agent 4.3 ± 0.9 $0.41 24.0 ± 1.5 $2.85
+ global best-of-N , N = 8 (ours) 11.7 ± 0.8 $3.29 36.3 ± 1.1 $22.76

+ global best-of-N , N = 36 (ours) 16.0 ± 1.0 $14.81 38.7 ± 1.1 $95.98
+ BFS, branching = 8 (ours) 15.0 ± 0.9 $15.81 38.3 ± 1.2 $88.69

ADAS best agent (reported)† 13.7 ± 2.0 — 30.0 ± 2.6 —
ADAS best agent (reproduced) 10.7 ± 0.8 $2.11 32.7 ± 1.1 $27.85

†The reported results use a different checkpoint of GPT-4o and the errors are estimated differently, using a bootstrapping confidence interval.

Evaluation The purpose of this evaluation section is to complete our demonstration of using
ENCOMPASS to implement and compare different inference-time scaling strategies.

We use a subset of the ARC-AGI benchmark corresponding to the 60 tasks sampled from the “Public
Training Set (Easy)” that ADAS [39] used. We report the mean evaluation score as well as its standard
error over 5 seeds.

We evaluate the following agents on this ARC-AGI subset:

• The two-step agent (base agent)
• Global best-of-N applied to the two-step agent (one branchpoint), where N = 8, 36

• The Hypothesis Search agent [19], i.e., parallelized BFS applied to the two-step agent (two
branchpoints), with branching factor 8.

The LLM temperature was set to 0.8 for all experiments.

The evaluation results are shown in Table 2. The results show how scaling inference-time compute by
adding branchpoint() statements and adjusting search parameters quickly increases the evaluation
accuracy to results better than the best agent discovered by costly meta-agent search (ADAS) [39].
Comparing the two scaling strategies, we find that best-of-N and BFS are comparable.

A.2 Case Study 3: Reflexion Agent

In this case study, we show how applying ENCOMPASS to an existing agentic pattern provides a new
dimension for the cost-efficient scaling of inference-time compute.

Base agent As our baseline, we use Reflexion [7] as a coding agent (Listing 24), which uses an
LLM to iteratively reflect on past attempts and their feedback to improve the response. Feedback
includes both LLM-generated self-reflection and results from running LLM-generated unit tests.

The ENCOMPASS agent In ENCOMPASS, we modify Reflexion by adding two branchpoints
(Listing 25): one before the initial code generation, and one at the top of the body of the for loop (i.e.,
before each iteration of self-reflection plus generation). Pass rate on the LLM-generated unit tests
feedback is used as the verification score in record_score() in the ENCOMPASS agent. We apply
two search strategies: one is global best-of-N , and the other one is “reexpand best-first search”, our
variant of best-first search (BeFS) where the strategy is to simply always choose the node with the
highest verification score to step.

Comparison with equivalent plain Python Implementing best-of-N sampling in plain Python is
straightforward — simply wrap the agent in a for loop. However, to implement reexpand best-first
search in the Reflexion agent, a plain Python implementation requires structural changes to the code
when ENCOMPASS only requires adding two branchpoints. In particular, the initial sampling step and
the self-reflection step are put into separate functions, corresponding to the 2 actions that the agent
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is allowed to take (Listing 26 in Appendix D.3). The agent maintains a search tree and iteratively
chooses the best node to expand: if the chosen node is the root node, then a new code sample is
drawn from the LLM, whereas if the node is not the root, then a self-reflection step is applied to it.

Furthermore, separating the two actions into separate functions loses the natural logical ordering
between them (the initial sampling step should occur before the self-reflection step). For more
complex agent workflows like the code repository translation agent in Section 4.1, the original
underlying agent workflow becomes heavily obscured.

Evaluation The purpose of this evaluation section is to complete our demonstration of using
ENCOMPASS to implement and compare different inference-time scaling strategies.

LeetCode is a website with programming exercises to help prepare for software engineer interviews,
and the LeetCodeHard benchmark is a collection of 40 hard LeetCode problems [7]. A problem
typically has a few dozen test cases (occasionally a few hundred or over a thousand test cases). While
the LLM agent does not see these test cases, it can use LLM-generated test cases. We calculate the
evaluation score as the average pass rate over all 40 problems, where the pass rate for any given
problem is the fraction of test cases passed.

For both the base agent and the ENCOMPASS BeFS agent, we consider 3 different cost settings (low,
medium, high) where the number of code generations n = 5, 8, 13. In the base agent, we vary the
number of feedback loops to be 4, 7, 12, whereas for the BeFS agent, the number of feedback loops
is fixed at 4 but the total number of code generations is controlled by the external search algorithm
algorithm. In the best-of-N agent, we have 2 cost settings (low, high) by adjusting N = 1, 2. The
temperature of the LLM is set to 0.0 in the base agent and 0.5 (n = 5, 8) or 1.0 (n = 13) in the
ENCOMPASS agent.

As shown in Table 3, controlling inference-time scaling through the external search algorithm in
ENCOMPASS scales in a more cost-efficient manner than scaling the number of feedback loops in
Reflexion: the same performance is achieved at a lower cost. Comparing the two scaling strategies,
we find that BeFS and best-of-N are comparable.

Table 3: Increasing the number of search steps in the ENCOMPASS Reflexion agent scales better
than scaling the number of refinement loops in the vanilla Reflexion agent: the same performance is
achieved at a lower cost. All errors are standard errors of the mean over 5 runs.

Cost setting Low Medium High

Acc. (%) Cost/task ($) Acc. (%) Cost/task ($) Acc. (%) Cost/task ($)

Reflexion 35.5 ± 1.0 0.279 ± 0.005 35.9 ± 1.3 0.449 ± 0.005 38.2 ± 1.2 0.736 ± 0.010
+best-of-N 35.5 ± 1.0 0.279 ± 0.005 — — 37.6 ± 1.7 0.508 ± 0.013

+BeFS 36.1 ± 2.1 0.168 ± 0.004 36.1 ± 1.1 0.289 ± 0.007 38.1 ± 1.3 0.512 ± 0.006
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B Documentation of ENCOMPASS

ENCOMPASS is an instantiation of the PAN programming framework in Python. It is implemented
as the @encompass.compile function decorator, which makes several new keywords primitives
available in the body of the decorated function. Appendix C describes how the decorator compiles
the function body into an object that provides an interface for search.

This appendix is organized as follows:

• Appendix B.1 lists all ENCOMPASS keyword primitives that are made available inside a
function with the @encompass.compile decorator.

• Appendix B.2 describes the interface of the compiled search space object created by the
@encompass.compile decorator.

• Appendix B.3 describes the interface of the Checkpoint object that represents the program
state at a branchpoint or return statement.

• Appendix B.4 describes the search algorithms that ENCOMPASS provides out-of-the-box,
as well as the abstract Search class that the user can subclass to define their own custom
search algorithms.

B.1 ENCOMPASS primitives

The following is the complete list of the 12 ENCOMPASS keyword primitives in alphabetical order.
They are available in any function or async function with the @encompass.compile decorator.

branchpoint(**branchpoint_params)

This statement marks a branchpoint. When combined with proper verification signal from
record_score statements (see below), this creates the illusion that the stochastic operations
that follow are now biased to more desirable outputs, and unreliable operations (e.g., LLM calls)
have become more reliable.
This illusion (angelic nondeterminism) is accomplished through search over the different non-
deterministic branches of the program’s execution. More specifically, when the program’s
execution reaches a branchpoint, the program will branch into multiple copies of itself and
an external search algorithm implemented using the Checkpoint interface searches over the
multiple branches of the program.
branchpoint_params can include the following keyword arguments (all are optional):

• name: Any: A name to label the branchpoint
• max_protection: int | None: The maximum number of times stepping to the next

branchpoint is allowed to raise an exception that gets protected (see documentation for
protect()).

• message_to_agent: Any: A message to send to the agent (see below for messaging).
Other available keyword arguments depend on the specific search algorithm being used. For
example, algorithms derived from graph search algorithms by fixing the branching factor allow
the programmer to provide a branchpoint-specific branching factor branching and maximum
amount of parallelization max_workers when sampling the next state.
Example usage: The simplest use case is to add one branchpoint() statement at the top of the
function body (Listing 4), which amounts to best-of-N sampling (Section 3.1):

1 @encompass.compile
2 def branchpoint_example(...):
3 branchpoint()
4 ... # Do something
5 record_score(...)
6

7 # Sample 10 times and output the result with the highest score
8 branchpoint_example(...).search("sampling", num_rollouts=10)
9

Listing 4: branchpoint example: Best-of-N sampling
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branchpoint() also supports messaging with the controller (user of the Checkpoint interface)
with a syntax similar to that of Python yield. This lets the programmer implement highly
customized search algorithms optimized for their particular agent workflow — decisions on node
selection and backtracking can now depend on the details of the execution state of the agent that
are sent to the search process via this messaging interface.
Example usage: Listing 5 illustrates how messaging can be used to let the controller decide
whether to backtrack based on the execution state of the underlying agent.

1 @encompass.compile
2 def branchpoint_messaging(task):
3 branchpoint()
4 solution = ...
5 feedback = ...
6 # Python equivalent: response = yield (...)
7 response = branchpoint(message_to_controller=(task, solution, feedback))
8 print(response)
9

10 # Python equivalent: generator = branchpoint_messaging(); next(generator)
11 checkpoint0 = branchpoint_messaging().start()
12 # Python equivalent: task, solution, feedback = next(generator)
13 checkpoint1 = checkpoint0.step()
14 task, solution, feedback = checkpoint1.message_from_agent
15 # Decide whether to backtrack
16 should_backtrack = decide_backtrack(task, solution, feedback)
17 if should_backtrack:
18 # Backtrack and retry last step - no Python equivalent
19 checkpoint1 = checkpoint0.step()
20 # Python equivalent: generator.send(f"backtracked: {should_backtrack}")
21 checkpoint2 = checkpoint1.step(
22 message_to_agent=f"backtracked: {should_backtrack}"
23 )

Listing 5: Example of branchpoint with agent-controller messaging

branchpoint_choose(choices: Iterable, **branchpoint_params):

This is a variant of branchpoint where the resulting branches have the branchpoint_choose
(choices) expression evaluate to the elements in the iterable choices. In other words, this
implements regular angelic nondeterminism.
Example usage: The following function (Listing 6) guesses a path from a start node to a goal in
a graph. Conducting search over the nondeterministic execution branches becomes equivalent to
actual search over the graph.

1 @encompass.compile
2 def graph_search(graph, start_node, goal):
3 """
4 Guess a path from `start_node` to `goal` in a `graph` represented as an

adjacency list.
5 """
6 cur_node = start_node
7 path = [cur_node]
8 cost_so_far = 0
9 while cur_node != goal:

10 next_node = branchpoint_choose(graph[cur_node], identity=cur_node)
11 path = path + [cur_node]
12 cost_so_far += get_edge_cost(cur_node, next_node)
13 total_estimated_cost = cost_so_far + estimate_cost_to_go(next_node, goal

)
14 record_score(-total_estimated_cost)
15 cur_node = next_node
16 return path
17

18 # Conduct best-first search -> shortest path with A* search
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19 graph_search(my_graph, my_start_node, my_goal).search("best_first", top_k_popped
=1, default_branching=None)

20

Listing 6: Graph search example with branchpoint_choose

early_stop_search()

This early-stops the external search process because, e.g., a correct answer has been found.
Example usage: (also see Case Studies 2 and 3)

1 @encompass.compile
2 def early_stop_search_example(...):
3 ... # Do something before
4 branchpoint()
5 # Ask LLM to generate answer
6 answer = llm.generate(...)
7 # Check answer
8 success = check_answer(answer)
9 if success:

10 early_stop_search()
11 return answer
12

Listing 7: early_stop_search example

kill_branch(err=None)

This kills the current branch of program execution. For example, if the LLM generated something
irreparably bad, instead of recording a large negative score (i.e., record_score(-1000)), one
can simply kill the current branch.
Example usage:

1 @encompass.compile
2 def kill_branch_example(...):
3 ... # Do something before
4 branchpoint()
5 # Ask LLM to do something
6 response = llm.generate(...)
7 sanity_check_passed = sanity_check_llm_response(response)
8 if not sanity_check_passed:
9 kill_branch()

10 ... # Do something after
11

Listing 8: Example usage of kill_branch

var: NeedsCopy var: NeedsCopy = expr

This tells the ENCOMPASS compiler that the variable named var needs to be copied upon
branching. In other words, this type annotation declares a variable that is independent across all
future execution paths of the program, assuming no “var: NoCopy” declaration ever occurs in
the future.
By default, all local variables need copying, so NeedsCopy is typically only used to undo an
earlier NoCopy declaration.
Global variables are never copied. In fact, using “var: NeedsCopy” in a Python function will
actually declare a local variable named var that needs copying.
Note that variable assignment without a NeedsCopy or NoCopy declaration will not change
whether it is NeedsCopy or NoCopy.
Example usage: In this example, the programmer wishes to reuse the name of a NoCopy variable
for something that needs copying (Listing 9):
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1 @encompass.compile
2 def needs_copy_example(task):
3 # Step 1: Iterative refinement using NoCopy
4 feedbacks: NoCopy = []
5 branchpoint()
6 ...
7 score, feedback = get_score_and_feedback(...)
8 feedbacks.append(feedback)
9 record_score(score)

10

11 # Step 2: Summarize every feedback in `feedbacks`
12 feedbacks: NeedsCopy # Different summary attempts mutate differently --- so

we want copies of `feedbacks` on different search branches
13 branchpoint() # Sample multiple summary attempts
14 for i, feedback in enumerate(feedbacks):
15 feedbacks[i] = summarize_feedback(feedback)
16 ...
17

18 result = agent_forward(task).search("dfs", default_braching=5)
19

Listing 9: NeedsCopy example

var: NoCopy var: NoCopy = expr

This tells the ENCOMPASS compiler that the variable named var need not be copied upon
branching. In other words, this type annotation declares a variable that is shared across all future
execution paths of the program, assuming no “var: NeedsCopy” declaration ever occurs in the
future.
By default, all local variables need copying, so NoCopy is needed to declare a variable to be
shared across future execution paths.
Global variables are never copied, so there is no need to use “var: NoCopy” to specify a global
variable that doesn’t need copying. In fact, this declaration would actually declare a local variable
named var that doesn’t need copying.
Note that variable assignment without a NeedsCopy or NoCopy declaration will not change
whether it is NeedsCopy or NoCopy.
Example usage: The simplest use case is to modify the best-of-N (one branchpoint at the top)
by initializing a shared memory of feedback from past attempts. This gives rise to iterative
refinement (Section 3.2).

1 @encompass.compile
2 def no_copy_example(task):
3 feedbacks: NoCopy = []
4 branchpoint()
5 result = perform_task(task, feedbacks)
6 score, feedback = get_score_and_feedback(result)
7 feedbacks.append(feedback)
8 record_score(score)
9

10 # Sample 10 times and output the result with the highest score
11 result = agent_forward(task).search("sampling", num_rollouts=10)

Listing 10: Iterative refinement

optional_return(return_value)

This signals to the external search process that, although the program execution hasn’t finished,
an output return_value has already been produced and should be treated as a possible return
value of the program.
Example usage: (also see Listing 25 in Case Study 2)

1 @encompass.compile
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2 def optional_return_example(...):
3 answer = llm.generate_answer(...)
4 optional_return(answer)
5 refined_answer = llm.refine_answer(answer, ...)
6 return refined_answer
7

Listing 11: optional_return answer

protect(expr, exception, max_retries=None)

If evaluating an expression expr may raise exception exception, then wrapping it in protect
(...) creates the illusion that it no longer raises the exception. The illusion is created by
resampling from the most recent branchpoint until evaluating the expression no longer raises the
exception. max_retries, if not None, sets an upper limit on the number of retries.
Example usage: One example use case is parsing output from an LLM. The following example
extracts the Python code block from an LLM and parses it. Both steps could error out because of
the unreliability of the LLM, so we can wrap them in protect.

1 @encompass.compile
2 def parse_llm_output_example(...):
3 ... # Do something before
4 branchpoint()
5 # Ask LLM to generate Python code
6 response = llm.generate(...)
7 # Extract Python code
8 python_code = protect(response.split("```python\n", 1)[1]
9 .split("```", 1)[0], IndexError)

10 # Parse Python code
11 python_ast = protect(ast.parse(python_code), SyntaxError)
12 ... # Do something after
13

Listing 12: protect example: Safely parsing output from an LLM

record_costs(**costs)

This lets the user track various kinds of cost, e.g., LLM usage. The costs are aggregated and
accessed through the dictionary func.aggreagte_costs where func is the compiled function.
Example usage:

1 @encompass.compile
2 def record_costs_example(...):
3 response, cost = llm.generate(...)
4 record_costs(llm_cost=cost, llm_num_calls=1)
5 return response
6

Listing 13: record_costs example

record_score(score)

This is the main means for providing reward/verification signal to the external search algorithm
by recording a score. The exact semantics of this score will depend on the search algorithm used
(e.g., heuristic for best-first search, value function for MCTS).
Example usage: The simplest example is best-of-N sampling, which samples the agent workflow
multiple times and selects the result with the highest score recorded by record_score.

1 @encompass.compile
2 def branchpoint_example(...):
3 branchpoint()
4 ... # Do something
5 record_score(...)
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6

7 # Sample 10 times and output the result with the highest score
8 branchpoint_example(...).search("dfs", default_branching=10)
9

Listing 14: record_score example: Best-of-N sampling

record_score(group_evaluator, eval_target, label=eval_label)

This overloading of record_score enables evaluation that compares across multiple program
execution branches. The simplest use case for this is self-consistency majority voting, where
evaluating a result must be done relative to all results (Section 3.3).

searchover(func(...))

This is the syntax for calling an ENCOMPASS function func inside another ENCOMPASS
function. This is similar to the await func(...) syntax for calling an async function inside
another async function, where instead of await we use searchover.
Example usage: (also see Listing 19 in Case Study 1)

1 @encompass.compile
2 def helper_function(...):
3 ...
4

5 @encompass.compile
6 def searchover_example(...):
7 ... # Do something before
8 helper_result = searchover(helper_function(...))
9 ... # Do something after

10

Listing 15: searchover example

searchover_await(async_func(...))

This is the asynchronous counterpart to searchover(). In other words, it is used to call an asyn-
chronous ENCOMPASS function async_func from within another asynchronous ENCOMPASS
function.
Example usage:

1 @encompass.compile
2 async def async_helper_function(...):
3 ...
4

5 @encompass.compile
6 async def searchover_await_example(...):
7 ... # Do something before
8 helper_result = searchover_await(async_helper_function(...))
9 ... # Do something after

10

Listing 16: searchover_await example

B.2 Compiled search space interface

The interface of the compiled search space allows the user to either step through the program or
search over its nondeterministic execution paths.

In what follows, func represents a function compiled with the @encompass.compile decorator,
and func(...) represents the search space object created from calling the compiled function on
some arguments.

func(...).start() -> Checkpoint
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This begins execution of the function with the given arguments until the first branchpoint, i.e., a
branchpoint() or branchpoint_choose(), which could be inside a nested searchover()
function call. The program state at that point is wrapped into a Checkpoint object, which can
be used to step through the function, creating checkpoints at branchpoints. A partial interface of
Checkpoint is given in Appendix B.3.

async_func(...).async_start() -> AsyncCheckpoint

(async method) Async equivalent of func(...).start() for async ENCOMPASS functions.

func(...).search(search_algo: str, **search_params) -> Any

This conducts search over the compiled search space using the given search algorithm and
returns the final result, which is usually the return value (from either return return_value
or optional_return(return_value)) from the branch with the highest latest recorded score.
Search algorithms available in ENCOMPASS are detailed in Appendix B.4.

async_func(...).async_search(search_algo: str, **search_params) -> Any

(async method) Async equivalent of func(...).search() for async ENCOMPASS functions.

func(...).search_multiple(search_algo: str, **search_params) -> list[tuple]

This is the same as search(), except it returns all results and not just the best one. Results are
returned as a list of pairs (rv, score) where rv is the return value of a branch and score is
its score.

async_func(...).async_search_multiple(search_algo, **search_params) -> list
[tuple]

(Async method) Async equivalent of func(...).search_multiple() for async ENCOMPASS
functions.

func.aggregate_costs: dict[str, float|int]

This is a dictionary containing the aggregate costs from all record_cost statements. Key
"<cost_name>" is mapped to the sum of all costs recorded with that name via record_cost
(<cost_name>=...).

func.branchpoint_step_counts: dict[Any, int]

This is a dictionary that maps the name of a branchpoint to the number of times step() has
been called on a checkpoint of that branchpoint, over all calls to func since the last time
zero_branchpoint_counts() was called (see below). The dictionary will only contain step
counts for named branchpoints, i.e., branchpoints with a name parameter (i.e., branchpoint(
name=...) or branchpoint_choose(choices, name=...)).

func.zero_branchpoint_counts() -> None

This zeros out the recorded total step counts of each named branchpoint.

B.3 Checkpoint object interface

A Checkpoint holds the program state at a branchpoint or return statement of an ENCOMPASS
program’s execution.

class Checkpoint

step(max_protection=None, score_db_flush_queue=True) -> Checkpoint
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This continues execution of the program starting from the stored program state until the next
time a branchpoint is hit, returning a new Checkpoint object.
Any expressions protected by a protect(expr, exception) will trigger resampling
whenever the exception occurs, up to a maximum of max_protection resamplings if it is
not None.
If score_db_flush_queue is False, then pending evaluations recorded through the group-
evaluation version of record_score will not be processed.
Multiple step() calls on the same Checkpoint are mostly independent: while variable
assignments are independent, references to variables declared as NoCopy are shared, so that
mutations to a NoCopy object created before the current checkpoint are seen by all execution
branches descended from this checkpoint.
If the branchpoint is a branchpoint_choose(choices: Iterable) instead of a regualar
branchpoint() statement, then multiple step() calls iterate through choices, and the
resultant branches see the branchpoint_choose(choices) call evaluate to the elements
in choices.

step_sampler(max_samples=None, max_protection=None, score_db_flush_queue
=True) -> Generator[Checkpoint, None, None]

This calls step() repeatedly and yields the resultant Checkpoint objects. This is done at
most max_samples is not None; otherwise it samples forever, or until the list of choices
have been exhausted in branchpoint_choose.
max_protection specifies the total number of resamplings allowed for protected expres-
sion evaluations.
See Checkpoint.step() above for score_db_flush_queue.

parallel_step_sampler(max_samples=None, chunk_size=None, max_protection
=None, max_workers=None, score_db_flush_queue=True) -> Generator[
Checkpoint, None, None]

Multithreaded version of Checkpoint.step_sampler(), where max_workers specifies
the maximum number of threads to use and chunk_size, if given, does parallel samplings
in batches of that size.

status: Status

The status of the checkpoint object. One of Status.RUNNING, Status.DONE_STEPPING,
Status.RETURNED, and Status.KILLED. The Status.DONE_STEPPING status is only
possible at a branchpoint_choose with a finite set of choices.

has_return_value: bool

Whether there’s a return value from return return_value (if the checkpoint is at a return
statement) or optional_return(return_value) (if the checkpoint is at a branchpoint).

return_value: Any

The return value of the function if it exists (i.e., if the checkpoint is at a return statement,
or it is at a branchpoint following an optional_return statement without an intervening
branchpoint).

early_stopped_search: bool

Whether an early_stopped_search() statement has been called on any branch of the
program’s execution.

score: float|int

The most recent score recorded through record_score().
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branchpoint_params: dict

This is a dictionary containing the parameters of the branchpoint as specified
through branchpoint(**branchpoint_params) or branchpoint_choose(choices
, **branchpoint_params).

For async ENCOMPASS functions, there’s a corresponding AsyncCheckpoint with the
same interface, except that certain methods are now async, and step_sampler() and
parallel_step_sampler() have been merged into one async_step_sampler().

class AsyncCheckpoint

async_step(max_protection=None, score_db_flush_queue=True) -> Checkpoint

(async method) Async equivalent of Checkpoint.step().

async_step_sampler(max_samples=None, chunk_size=None, max_protection=
None, max_workers=None, score_db_flush_queue=True) -> AsyncGenerator[
Checkpoint, None, None]

(async method) Async equivalent of Checkpoint.step_sampler() and Checkpoint.
parallel_step_sampler().

status: Status

See Checkpoint.status.

has_return_value: bool

See Checkpoint.has_return_value.

return_value: Any

See Checkpoint.return_value.

early_stopped_search: bool

See Checkpoint.early_stopped_search.

score: float|int

See Checkpoint.score.

branchpoint_params: dict

See Checkpoint.branchpoint_params.

B.4 Search interface and search algorithms

Search algorithms are implemented over the Checkpoint interface. Parameters to a search al-
gorithm can be specified both in the arguments to search() when invoking a compiled search
space object as well as in branchpoint parameters specified as arguments to branchpoint() and
branchpoint_choose() within the ENCOMPASS function.

ENCOMPASS provides several common search algorithms out-of-the-box. The async implementations
take advantage of the I/O-bound nature of LLM applications, whereas the non-async implementations
use multithreaded parallelism, which the user can disable if they wish (e.g., to prevent race conditions
when there are NoCopy variables). Here is the complete list of search algorithms in the current version
of ENCOMPASS:

• Depth-first search (DFS)
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• Breadth-first search (BFS)
• Best-first search (BeFS)
• Beam search
• Monte-Carlo tree search (MCTS), with a given value function
• Reexpand best-first search, a variant of BeFS where an expanded node can be expanded

again. This was used in Case Study 3 (Appendix A.2).
• Explorative reexpand best-first search, a variant of reexpand BeFS where a UCB-like

exploration bonus is added to the score.

The user can also implement and register their custom search algorithm by subclassing the abstract
Search class. Here, we provide a template for defining and registering a custom search algorithm:

1 @register_search_algo(is_async=False) # or `is_async=True` if subclassing `AsyncSearch`
2 class MySearch(Search): # or `MySearch(AsyncSearch)`
3 name = "my_search"
4 param_names = ["param1", "param2"] # names of branchpoint parameters that I will use
5
6 def __init__(self, *, config1, config2, default_param1, default_param2):
7 self.config1 = config1
8 self.config2 = config2
9 self.default_param1 = default_param1

10 self.default_param2 = default_param2
11
12 def search_generator(
13 self,
14 init_program_state: Checkpoint
15 ) -> Generator[tuple[Any, ScoreWithCallback], None, None]:
16 # or `async def async_search_generator(self, init_program_state: AsyncCheckpoint)`
17 # if subclassing `AsyncSearch`
18 """
19 Yields pairs (return_value: Any, score_with_callback: ScoreWithCallback)
20 as they are found.
21
22 ScoreWithCallback is a wrapper around a program state's score
23 - it is needed for group evaluation to work properly.
24 """
25 # REPLACE CODE BELOW WITH YOUR CUSTOM SEARCH ALGORITHM
26 next_program_states = init_program_state.parallel_step_sampler(...)
27 for next_program_state in next_program_states:
28 param1 = next_program_state.get_branchpoint_param("param1", self.default_param1)
29 if next_program_state.has_return_value:
30 yield next_program_state.return_value, next_program_state._score_with_callback
31 ...
32 ...
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C The ENCOMPASS compiler

The ENCOMPASS compiler syntactically transforms an ENCOMPASS function into an equivalent
regular Python program by conversion to continuation-passing style (CPS) and applying tail-call
optimization.

For simplicity, we only describe how we compile ENCOMPASS functions that are not async. The
compiler transformations for async ENCOMPASS functions are nearly identical.

C.1 CPS for branchpoints

In this subsection, we describe how to convert a piece of code containing branchpoints (but not any
of the other EnCompass keyword primitives) into CPS.

In its simplest form, transforming a piece of code into CPS results in a function

cps_function(frame: Frame, rest: Frame -> None) -> None

which runs the piece of code on the variable mapping frame to get a new variable mapping, followed
by calling the callback rest on that new variable mapping. Here, the callback rest, called the
continuation, represents the rest of the program.

For a piece of code that doesn’t contain any branchpoints, it suffices to transform variable accesses
and assignments to explicitly use frame. For example,

1 x = 1
2 y = x + 1

is compiled into

1 frame['x'] = 1
2 frame['y'] = frame['x'] + 1
3 rest(frame)

Note that we omit the def cps_function(frame, rest): in the compiled code, so technically
we’re compiling to the body of the CPS function. We will call this the CPS body to distinguish it
from the CPS function. We defer the job of wrapping the CPS body into a function to whoever asked
for the compilation. This simplifies the issue of naming CPS functions and referring to them with the
correct name.

Since the compiled CPS function explicitly runs the continuation rest(frame), adding a branch-
point immediately after the piece of code amounts to modifying the continuation to incorporate
the search process. So we replace rest(frame) with branchpoint_callback(frame, rest),
which defines the rest of the program when we hit a branchpoint, where rest here now represents
the rest of the program when we resume from the branchpoint. Taking the example above and adding
a branchpoint at the end,

1 x = 1
2 y = x + 1
3 branchpoint()

gets compiled into the following CPS body:

1 frame['x'] = 1
2 frame['y'] = frame['x'] + 1
3 branchpoint_callback(frame, rest)

Here, branchpoint_callback(frame, rest) first stores the current program state (frame,
rest) as a node in the search tree, then uses the search algorithm to decide a node (frame1, rest1
) in the search tree to expand, and call rest1(frame1.clone()) to run the rest of the program
resuming from the branchpoint that saved the state (frame1, rest1). Cloning frame1 is needed
because otherwise multiple calls to rest1(frame1) would modify the same frame1 object.

So far we’ve only defined how to transform programs with no branchpoints and programs with one
branchpoint at the end. The transformation of a general program with branchpoints in arbitrary
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locations can be defined recursively with these two base cases. For example, a program with a
branchpoint in the middle,

1 x = 1
2 branchpoint()
3 y = x + 1

Listing 17: Program with a branchpoint in the middle

is a concatenation of two programs:
1 A :
2 x = 1
3 branchpoint()

and
1 B :
2 y = x + 1

where we can apply the recursive transformation rule for concatenation,
1 def rest(frame):
2 CPS(B)
3 CPS(A)

to obtain the CPS body
1 def rest(frame):
2 frame['y'] = frame['x'] + 1
3 finish_callback(frame)
4 frame['x'] = 1
5 branchpoint_callback(frame, rest)

Note that we have replaced rest(frame) with finish_callback(frame) in the compilation
of B to avoid name collision with the def rest(frame). As a result, the compiled CPS
function of the complete top-level program (AST root node) also has to reflect this name
change in its signature: top_level_cps_function(frame, finish_callback) instead of
top_level_cps_function(frame, rest). So, if Listing 17 is our entire program, then its CPS
function is

1 def top_level_cps_function(frame, finish_callback):
2 def rest(frame):
3 frame['y'] = frame['x'] + 1
4 finish_callback(frame)
5 frame['x'] = 1
6 branchpoint_callback(frame, rest)

As a more complicated example, consider the following code:
1 i = 0 # A
2 branchpoint() # A
3 j = 0 # B
4 while i < 10: # B
5 j -= 1 # B - X
6 branchpoint() # B - X
7 i += 1 # B - Y
8 print(j) # C

We’ve chunked up the statements at the top level into 3 pieces: A, B and C. Each chunk consists of
zero or more branchpoint-free statements followed by a statement containing a branchpoint, except
for the last chunk C which is branchpoint-free. We apply the concatenation rule to A and (B;C),
which recursively applies the concatenation rule to B and C. This then recursively compiles the last
statement of B — the while loop. Compiling the while loop using the while loop rule recursively
compiles the body of the while loop using the concatenation rule on the chunks X and Y .

The concatenation rule as applied to chunks X and Y gives
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1 def rest(frame):
2 # CPS body of Y
3 frame['i'] += 1
4 continue_callback(frame)
5 # CPS body of X
6 frame['j'] -= 1
7 branchpoint_callback(frame, rest)

where to avoid name collision we replaced rest(frame) with continue_callback(frame).

Applying the while loop rule gives

1 def body_cps_function(frame, continue_callback, break_callback):
2 # CPS body of (X; Y) (from above)
3 def rest(frame):
4 # CPS body of Y
5 frame['i'] += 1
6 continue_callback(frame)
7 # CPS body of X
8 frame['j'] -= 1
9 branchpoint_callback(frame, rest)

10 def while_cps_function(frame, rest):
11 if frame['i'] < 10:
12 body_cps_function(frame, lambda frame: while_cps_function(frame, rest))
13 else:
14 rest(frame)
15 while_cps_function(frame, rest)

Finally, applying the concatenation rule twice in (A; (B;C)) gives the CPS body of the entire
program:

1 # CPS body of (A; B; C)
2 def rest(frame):
3 # CPS body of (B; C)
4 def rest(frame):
5 # CPS body of C
6 print(frame['j'])
7 finish_callback(frame)
8 # CPS body of B
9 frame['j'] = 0

10 ... # CPS body of the while loop (from above)
11 # CPS body of A
12 frame['i'] = 0
13 branchpoint_callback(frame, rest)

And, as usual, to get the CPS function of this program, we simply wrap the above CPS body into a
def top_level_cps_function(frame, finish_callback) function.

Note that the general solution to dealing with name collision is to add the correct version of rest(
frame) to the end of each “body” in the AST during preprocessing, so that we don’t have to deal
with it during conversion to CPS:

• At the end of the top-level program, add finish_callback(frame) during prepro-
cessing. During conversion to CPS, the signature of the CPS function of a top-level
program will be top_level_cps_function(frame, finish_callback) instead of
top_level_cps_function(frame, rest).

• At the end of the body of a for/while loop, add continue_callback(frame) during
preprocessing. During conversion to CPS, the signature of the CPS function of the
body of a for/while loop will be body_cps_function(frame, continue_callback,
break_callback) instead of body_cps_function(frame, rest). Note that this also

specifies the names of the callbacks that continue and break statements in the body get
converted to during conversion to CPS — two birds with one stone.

• At the end of the body of an if or an else, add if_else_callback(frame
). During conversion to CPS, the signature of the CPS function of the body
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of an if will be if_body_cps_function(frame, if_else_callback) instead of
if_body_cps_function(frame, rest), and similarly for else.

• At the end of the body of a function, add return_callback(frame.caller_frame)
. During conversion to CPS, the signature of the CPS function of the body of a func-
tion will be function_body_cps_function(frame, return_callback) instead of
function_body_cps_function(frame, rest).

We are now ready to formally write down the full set of transformations for EnCompass programs with
the simplest version of EnCompass that only has branchpoints. For simplicity, we only describe the
transformations done for synchronous code (no async/await) where only loops, if/else statements and
function definitions have branchpoints (with, try-except, and match statements are all branchpoint-
free).

Preprocessing The preprocessing stage consists of the following steps:

1. Convert all names var to frame['var'].
2. Add finish_callback(frame) to the end of the program.
3. Add continue_callback(frame) to the end of the body of every for/while loop.
4. Add if_else_callback(frame) to the end of the body of every branch of every if-else

statement.
5. Add return_callback(frame.caller_frame) to the end of the body of every function

that doesn’t already end in a return statement.
6. Make the following replacements:

• continue→ continue_callback(frame)
• break→ break_callback(frame)
• return rv→ return_callback(frame.caller_frame, rv)

Conversion to CPS Here are the general transformation rules for compiling a top-level program or
the body of a function, after the preprocessing steps described above have been completed.

1. Base case — branchpoint-free: If A has no branchpoints, make no changes. In other words,
CPS(A) = A.

2. Base case — branchpoint: A branchpoint

1 branchpoint()

becomes

1 branchpoint_callback(frame, rest)

3. Concatenation: For (A;B) where A = (A′; a) with A′ branchpoint-free and a a single
statement containing one or more branchpoints (a branchpoint or a for/while/if/else statement
containing a branchpoint, but not e.g. a function definition containing a branchpoint),

1 A′ # zero or more branchpoint-free statements
2 a # single statement containing one or more branchpoints
3 B # zero or more statements

the compiled CPS body is

1 def rest(frame):
2 CPS(B)
3 A′

4 CPS(a)

4. While loops: For a while loop containing one or more branchpoints,

1 while e:
2 A # contains one or more branchpoints

the compiled CPS body is
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1 def body_cps_function(frame, continue_callback, break_callback):
2 CPS(A)
3 def while_cps_function(frame, rest):
4 if e:
5 body_cps_function(
6 frame,
7 lambda frame: while_cps_function(frame, rest),
8 rest
9 )

10 else:
11 rest(frame)
12 while_cps_function(frame, rest)

5. For loops: For a for loop containing one or more branchpoints,

1 for i in e:
2 A # contains one or more branchpoints

the compiled CPS body is

1 def body_cps_function(frame, continue_callback, break_callback):
2 CPS(A)
3 def for_cps_function(frame, rest):
4 try:
5 i = next(frame.iterables[-1])
6 except StopIteration:
7 frame.iterables.pop()
8 rest(frame)
9 return

10 def break_callback(frame):
11 frame.iterables.pop()
12 rest(frame)
13 body_cps_function(
14 frame,
15 lambda frame: for_cps_function(frame, rest),
16 break_callback
17 )
18 frame.iterables.append(iter(e))
19 for_cps_function(frame, rest)

6. If-else statements: For an if-else statement containing one or more branchpoints,

1 if e:
2 A
3 else:
4 B

the compiled CPS body is

1 def if_body_cps_function(frame, if_else_callback):
2 CPS(A)
3 def else_body_cps_function(frame, if_else_callback):
4 CPS(B)
5 if e:
6 if_body_cps_function(frame, rest)
7 else:
8 else_body_cps_function(frame, rest)

C.2 Tail-call optimization

There are two issues with the compiled CPS representation. One issue is performance — the extra
function calls cause overhead, and long for/while loops become deep recursive calls that can exceed
Python’s recursion depth limit. The second issue is that defining the search algorithm by defining
branchpoint_callback(frame, rest) is unnatural and difficult. Typically, a search algorithm
is implemented assuming access to a step method that returns a child of a node, new_state =
step(state).
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We solve both issues via tail-call optimization. More specifically, every branchpoint_callback(
frame, rest) is replaced with return frame, rest, and rest(frame) no longer resumes from
a branchpoint to execute the rest of the program, but only executes until the next branchpoint is
hit, at which point the frame, rest at that branchpoint is returned. In other words, new_frame,
new_rest = rest(frame.clone()) is exactly the new_state = step(state) that we need,

where we identify state with (frame, rest).

With this modification, reproducing the execution of the program when all branchpoints are ignored
now involves a while loop that keeps stepping until the program finishes:

1 frame = {}
2 rest = lambda frame: top_level_cps_function(frame, lambda frame: (frame, None))
3 while rest is not None:
4 frame, rest = rest(frame)

And a simple DFS looks like this:

1 frame = {}
2 rest = lambda frame: top_level_cps_function(frame, lambda frame: (frame, None))
3 stack = [(frame, rest)]
4 results = []
5 while stack:
6 frame, rest = stack.pop()
7 for _ in range(branching_factor):
8 new_frame, new_rest = rest(frame.clone())
9 if new_rest is None:

10 results.append(frame)
11 else:
12 stack.append((new_frame, new_rest))

We can wrap the state (frame, rest) into a Checkpoint object that provides a step method
wrapping new_frame, new_rest = rest(frame.clone()), and any search algorithm can now
be implemented using the Checkpoint interface.

We also need to modify the CPS transformation rules to return the next state instead of running the
entire continuation to completion. The details of the modifications are as follows:

1. Base case — branchpoint-free: No change.
2. Base case — branchpoint: A branchpoint

1 branchpoint()

is now compiled to

1 return frame, rest

3. Concatenation: No change.
4. While loops: Prepend return to these 3 lines:

1 ...
2 def while_cps_function(frame, rest):
3 if e:
4 return body_cps_function(...) # <-
5 else:
6 return rest(frame) # <-
7 return while_cps_function(frame, rest) # <-

5. For loops: Prepend return to these 3 lines:

1 ...
2 def for_cps_function(frame, rest):
3 ...
4 ...
5 return rest(frame) # <-
6 ...
7 return body_cps_function(...) # <-
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8 ...
9 return for_cps_function(frame, rest) # <-

6. If-else statements: Prepend return to these 2 lines:

1 ...
2 if e:
3 return if_body_cps_function(frame, rest) # <-
4 else:
5 return else_body_cps_function(frame, rest) # <-

C.3 Other keywords

Most other ENCOMPASS primitives provide auxiliary information, which we store in a dictionary
info. We modify our transformation rules so that info always occurs alongside frame, so the
Checkpoint object is now a wrapper around the 3-tuple (frame, info, rest). The Checkpoint
class implements the intended semantics of these additional ENCOMPASS keywords using the

information stored inside info — details which we will omit.

Note that info is copied upon Checkpoint.step() similar to how frame gets cloned. In
other words, stepping is now implemented as new_frame, new_info, new_rest = rest(frame
.clone(), info.copy()).

For keywords that are used as standalone statements, preprocessing is done to convert these keywords
into statements that modify info. The only exception is kill_branch(), which is transformed into
a finish_callback() call. Here, we list the preprocessing transformations for all keywords that
are used as standalone statements:

• early_stop_search()→ info["early_stop_search"] = True

• kill_branch(e)→ finish_callback(frame, e, info, killed=True)

• v: NeedsCopy→
var = v; if var in info["nocopy"]: info["nocopy"].remove(var)
An annotated assignment is broken into two statements — the annotation and the assignment
— before this transformation on the annotation occurs.

• v: NoCopy→ info["nocopy"].add(v)
An annotated assignment is broken into two statements — the annotation and the assignment
— before this transformation on the annotation occurs.

• optional_return(e)→ info["optional_rv"] = e

• record_costs(keywords)→ info["costs"] = dict(keywords)

• record_score(args)→
info["score"] = info["score_db"].submit_score(args)
Here info["score_db"] is a ScoreDB object whose submit_score() method returns a
thunk that represents the eventual value of the score. This extra complexity is needed to
implement group evaluation (Section 3.3).
Without group evaluation,
record_score(e)→ info["score"] = e

would suffice.

Now, the remaining keyword primitives — branchpoint(), branchpoint_choose(),
searchover() and protect() — are all used as expressions that can be part of a larger expression
or a statement.5 A statement that contains one or more of these keyword primitives needs to be
partially converted to A-normal form [41], where the return value from a keyword primitive is first
assigned to a temporary variable, and its occurrence in the statement is replaced with that temporary
variable. This is done recursively for keywords nested within keywords. For example, the statement

5While Appendix C.1 treated branchpoint() as a statement, in fact it can be used to communicate with the
controller (user of the Checkpoint interface), where messages from the controller appear as the return value of
branchpoint().
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1 answer = get_answer(
2 branchpoint_choose([searchover(agent1(task)), protect(agent2(task), ValueError])
3 )

when converted to A-normal form will become

1 frame.tmp_vars[0] = searchover(agent1(task))
2 frame.tmp_vars[1] = protect(agent2(task), ValueError)
3 frame.tmp_vars[2] = branchpoint_choose([frame.tmp_vars[0], frame.tmp_vars[1]])
4 answer = get_answer(frame.tmp_vars[2])

After conversion to A-normal form, each statement that assigns the output of a keyword primitive to
a temporary variable is further transformed as follows:

• frame.tmp_vars[N] = branchpoint(kwargs)→ [no change]

• frame.tmp_vars[N] = branchpoint_choose(e, kwargs)→

1 iterable = e
2 iterator, iterator_copy = tee(iterable)
3 try:
4 next(iterator_copy)
5 except StopIteration:
6 info["done_stepping"] = True
7 frame.tmp_vars["iterator_list"] = [iterator]
8 frame.tmp_vars[None] = branchpoint(kwargs) # discard message from

controller - not yet supported by branchpoint_choose()
9 try:

10 frame.tmp_vars[N] = next(frame.tmp_vars["iterator_list"][0])
11 except StopIteration as e:
12 raise FinishedSteppingError from e
13 frame.tmp_vars["iterator_list"][0], iterator_copy = tee(
14 frame.tmp_vars["iterator_list"][0])
15 try:
16 next(iterator_copy)
17 except StopIteration:
18 info["last_branchpoint_done_stepping"] = True

• frame.tmp_vars[N] = searchover(e)→ [no change]

• frame.tmp_vars[N] = protect(expr, err)→

1 try:
2 frame.tmp_vars[N] = expr
3 except err:
4 finish_callback(frame, err, info, killed=True, protected=True)

Finally, note that we have to modify the CPS transformation rule for branchpoints from Appendix C.2,
as well as adding a CPS transformation rule for searchover. The new rules are:

• frame.tmp_vars[N] = branchpoint(kwargs)
→

1 def branchpoint_rest(frame, info, message_to_agent):
2 frame.tmp_vars[N] = message_to_agent
3 rest(frame, info)
4 return frame, info, branchpoint_rest, dict(kwargs)

So now, sampling a next program state is now implemented as frame, info,
branchpoint_rest, branchpoint_params = branchpoint_rest(frame.clone()
, info.copy(), message_to_agent).

• frame.tmp_vars[N] = searchover(e)
→
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1 def return_rest(frame, rv, info):
2 frame.tmp_vars[N] = rv
3 rest(frame, info)
4 func_call = e
5 if not isinstance(func_call, SearchSpaceWithArgs):
6 raise SearchoverTypeError(f"searchover(...) expects a '

SearchSpaceWithArgs' object, instead got {type(func_call)}")
7 func_call.compiled_cps_function(
8 Frame(
9 locals=func_call._args_dict,

10 caller_frame=frame,
11 enclosing_frame=Frame.from_closurevars(
12 getclosurevars(func_call._search_space._wrapped_fn)
13 )
14 ),
15 info,
16 return_rest,
17 )
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D Code comparisons for case studies: base agent vs. ENCOMPASS agent vs.
equivalent plain Python implementation

In this appendix, for each case study, we show the code for the underlying base agent, the agent
augmented with search in ENCOMPASS, and the equivalent agent implemented in plain Python. We
annotate the changes made relative to the base agent:

• # +n: This line was added and it has n words (a word is as defined in Vim).
• # x (-m+n): This line was changed; and m words were removed and n words were added.
• # -m: This line was removed and it contained m words.
• # <-k: This line (or group of omitted lines) was indent to the left by k indentation levels.
• # ->k: This line (or group of omitted lines) was indent to the right by k indentation levels.

We do not count lines added that don’t contain any code (i.e., that are blank or only contain a
comment).

We see that, while changes made to the base agent to support search in ENCOMPASS are minimal, sig-
nificant changes are needed to support search in the plain Python implemenation, thus demonstrating
the representational advantage of ENCOMPASS.

We will omit code that remains unchanged between the base agent, the ENCOMPASS agent, and
the ENCOMPASS agent’s plain Python implementation. Code segments that have been omitted are
indicated by ellipses “...”.
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D.1 Case Study 1: Code Repository Translation Agent

Base agent:
1 def run_code_and_compare(method, target_code, source_code, translation_unit):
2 ... # Logging; define some variables
3
4 if method.type == "main":
5
6 test_inputs = None
7 if "System.in" in source_code:
8 # STEP 1: Write test input generation script and generate test inputs
9

10 ... # Prompt LLM
11
12 ... # Get test input format specification from LLM response
13 if fatal_error:
14 return 0.0
15
16 ... # Get test input generation script from LLM response
17 if fatal_error:
18 return 0.0
19
20 ... # Generate test inputs
21 if fatal_error:
22 return 0.0
23
24 # STEP 2: Directly run codes and compare them if tested component is main function
25 ...
26 match = ...
27 return float(match)
28
29 # Otherwise, we have to write a main function to test the component
30
31 ... # Define some variables
32
33 # STEP 1: Write test input generation script and generate test inputs
34
35 ... # Prompt LLM
36
37 ... # Get test input format specification from LLM response
38 if fatal_error:
39 return 0.0
40
41 ... # Get test input generation script from LLM response
42 if fatal_error:
43 return 0.0
44
45 ... # Generate test inputs
46 if fatal_error:
47 return 0.0
48
49 # STEP 2: Run the target code with the test inputs
50
51 ... # Prompt LLM
52
53 ... # Get output format specification from LLM response
54 if fatal_error:
55 return 0.0
56
57 ... # Get target main function code from LLM response
58 if fatal_error:
59 return 0.0
60
61 ... # Parse target main function code
62 if fatal_error:
63 return 0.0
64
65 ... # Extract target main function AST node
66 if fatal_error:
67 return 0.0
68
69 ... # Add target main function to target code
70 ... # Run target code with main function on test inputs
71
72 # STEP 3: Generate source code main function and run it
73
74 ... # Prompt LLM
75
76 ... # Get source main function code from LLM response
77 if fatal_error:
78 return 0.0
79
80 ... # Parse and extract source main function AST node
81 if fatal_error:
82 return 0.0
83
84 ... # Add target main function to target code
85 ... # Run target code with main function on test inputs
86
87 matches = ...
88 match_fraction = sum(matches) / len(matches)
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89
90 return match_fraction
91
92
93 def translate_class(translation_unit):
94 ... # Some setup (e.g., read and parse code files)
95 methods_to_translate = ...
96 num_methods_to_translate = len(methods_to_translate)
97 translate_success_count = 0
98 pass_tests_count = 0
99 for method in methods_to_translate:

100 target_code, translate_success = translate_method(method, target_code, source_code, translation_unit)
101 if translate_success:
102 translate_success_count += 1
103
104 ... # save target code
105
106 if translation_unit.is_test:
107 pass_tests_count += run_test_module(target_code, translation_unit)
108 else:
109 pass_tests_count += run_code_and_compare(
110 method,
111 target_code,
112 source_code,
113 translation_unit,
114 )
115
116 # Separately test main function (Python `if __name__ == "__main__"` block) if it's present
117 if not translation_unit.is_test and ...:
118 num_methods_to_translate += 1
119 translate_success_count += 1
120 pass_tests_count += run_code_and_compare(
121 "main",
122 target_code,
123 source_code,
124 translation_unit,
125 )
126
127 ... # logging and saving progress
128
129 return pass_tests_count, translate_success_count, num_methods_to_translate, new_branch
130
131
132 def setup_antlr4(source_code_root, target_code_root, temperature):
133 source_subdir = 'src/main/antlr4'
134 num_successful_translations = 0
135 num_successful_parses = 0
136 for root, dirs, files in os.walk(source_code_root / source_subdir):
137 for file in files:
138 ... # Read antlr4 grammar file
139
140 ... # LLM modification if needed
141
142 ... # Write to target directory
143
144 ... # Run antlr4 to generate target Python classes
145
146 ... # Check if the generated files can be parsed
147
148 return num_successful_translations + num_successful_parses
149
150
151 def code_translation_agent(source_code_root, target_code_root, args):
152 ... # Set up logging and git repo for saving progress
153
154 # 0.1. Copy resource files (src/main/resources and src/test/resources)
155 copy_resource_files(source_code_root, target_code_root)
156
157 # 0.2. Set up antlr4 if applicable (src/main/antlr4)
158 setup_antlr4(source_code_root, target_code_root, args.temperature)
159
160 # 1. Get class names in topological order
161 translation_units = get_translation_order_and_dependencies(source_code_root, target_code_root)
162
163 for translation_unit in translation_units:
164 # 2. Generate stubs for the class
165 generate_stubs_success = generate_stubs(translation_unit)
166
167 # 3. Translate each class
168 pass_tests_count, translate_success_count, num_methods_to_translate, new_branch = translate_class(translation_unit)
169
170 ... # Log results
171
172 ... # Final logging and saving
173
174 return final_commit
175
176
177 code_translation_agent(...)

Listing 18: Code repository translation agent
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With ENCOMPASS:

1 import uuid # +2
2 import encompass # +2
3
4
5 @encompass.compile # +4
6 def branchpoint_git_commit(target_code_root, log_str="Branchpoint reached", new_branch_name="branch", **branchpoint_params):

# +17
7 repo = Repo(target_code_root) # +6
8 with open(target_code_root / "commit.log", "a") as f: # +16
9 f.write(log_str + '\n') # +9

10 repo.git.add(".") # +6
11 repo.git.commit("-m", log_str) # +10
12 cur_commit = str(repo.head.commit) # +10
13 branchpoint(**branchpoint_params) # +4
14 repo.git.checkout(cur_commit) # +8
15 repo.git.switch("-c", f"{new_branch_name}-{uuid.uuid4()}") # +16
16
17
18 @encompass.compile # +4
19 def run_code_and_compare(method, target_code, source_code, translation_unit, base_score): # x (-0+2)
20 ... # Logging; define some variables
21
22 if method.type == "main":
23
24 test_inputs = None
25 if "System.in" in source_code:
26 searchover(branchpoint_git_commit( # +4
27 translation_unit.target_code_root, # +4
28 f"Generate test inputs for and test {translation_unit.target_module_path}:{component_name}", # +15
29 f"bp-gen_inputs_test_main-{translation_unit.target_module_path}-{component_name}", # +12
30 )) # +1
31
32 # STEP 1: Write test input generation script and generate test inputs
33
34 ... # Prompt LLM
35
36 ... # Get test input format specification from LLM response
37 if fatal_error:
38 return 0.0
39
40 ... # Get test input generation script from LLM response
41 if fatal_error:
42 return 0.0
43
44 ... # Generate test inputs
45 if fatal_error:
46 return 0.0
47
48 # STEP 2: Directly run codes and compare them if tested component is main function
49 ...
50 match = ...
51 return float(match)
52
53 # Otherwise, we have to write a main function to test the component
54
55 ... # Define some variables
56
57 searchover(branchpoint_git_commit( # +4
58 translation_unit.target_code_root, # +4
59 f"Generate test inputs for {translation_unit.target_module_path}:{method}", # +13
60 f"bp-gen_inputs-{translation_unit.target_module_path}-{method}", # +12
61 )) # +1
62
63 # STEP 1: Write test input generation script and generate test inputs
64
65 ... # Prompt LLM
66
67 ... # Get test input format specification from LLM response
68 if fatal_error:
69 # pad branchpoints
70 searchover(branchpoint_git_commit(translation_unit.target_code_root)) # +8
71 searchover(branchpoint_git_commit(translation_unit.target_code_root)) # +8
72 return 0.0
73
74 ... # Get test input generation script from LLM response
75 if fatal_error:
76 # pad branchpoints
77 searchover(branchpoint_git_commit(translation_unit.target_code_root)) # +8
78 searchover(branchpoint_git_commit(translation_unit.target_code_root)) # +8
79 return 0.0
80
81 ... # Generate test inputs
82 if fatal_error:
83 # pad branchpoints
84 searchover(branchpoint_git_commit(translation_unit.target_code_root)) # +8
85 searchover(branchpoint_git_commit(translation_unit.target_code_root)) # +8
86 return 0.0
87
88 record_score(base_score + 0.01) # +8
89
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90 searchover(branchpoint_git_commit( # +4
91 translation_unit.target_code_root, # +4
92 f"Running target code for {translation_unit.target_module_path}:{method}", # +13
93 f"bp-run_target-{translation_unit.target_module_path}-{method}", # +12
94 )) # +1
95
96 # STEP 2: Run the target code with the test inputs
97
98 ... # Prompt LLM
99

100 ... # Get output format specification from LLM response
101 if fatal_error:
102 # pad branchpoints
103 searchover(branchpoint_git_commit(translation_unit.target_code_root)) # +8
104 return 0.0
105
106 ... # Get target main function code from LLM response
107 if fatal_error:
108 # pad branchpoints
109 searchover(branchpoint_git_commit(translation_unit.target_code_root)) # +8
110 return 0.0
111
112 ... # Parse target main function code
113 if fatal_error:
114 # pad branchpoints
115 searchover(branchpoint_git_commit(translation_unit.target_code_root)) # +8
116 return 0.0
117
118 ... # Extract target main function AST node
119 if fatal_error:
120 # pad branchpoints
121 searchover(branchpoint_git_commit(translation_unit.target_code_root)) # +8
122 return 0.0
123
124 ... # Add target main function to target code
125 ... # Run target code with main function on test inputs
126
127 record_score(base_score + 0.02) # +8
128
129 searchover(branchpoint_git_commit( # +4
130 translation_unit.target_code_root, # +4
131 f"Running source code for {translation_unit.target_module_path}:{method}", # +13
132 f"bp-run_source-{translation_unit.target_module_path}-{method}", # +12
133 )) # +1
134
135 # STEP 3: Generate source code main function and run it
136
137 ... # Prompt LLM
138
139 ... # Get source main function code from LLM response
140 if fatal_error:
141 return 0.0
142
143 ... # Parse and extract source main function AST node
144 if fatal_error:
145 return 0.0
146
147 ... # Add target main function to target code
148 ... # Run target code with main function on test inputs
149
150 matches = ...
151 match_fraction = sum(matches) / len(matches)
152
153 return match_fraction
154
155
156 @encompass.compile # +4
157 def translate_class(translation_unit):
158 ... # Some setup (e.g., read and parse code files)
159 methods_to_translate = ...
160 num_methods_to_translate = len(methods_to_translate)
161 translate_success_count = 0
162 pass_tests_count = 0
163 for method in methods_to_translate:
164 searchover(branchpoint_git_commit( # +4
165 translation_unit.target_code_root, # +4
166 f"Begin {translation_unit.source_class_path} translation of {method}.", # +13
167 f"bp-translate-{translation_unit.source_class_path}-{method}", # +12
168 )) # +1
169
170 target_code, translate_success = translate_method(method, target_code, source_code, translation_unit)
171 if translate_success:
172 translate_success_count += 1
173 record_score(translate_success_count + pass_tests_count) # +6
174
175 ... # save target code
176
177 if translation_unit.is_test:
178 pass_tests = run_test_module(target_code, translation_unit)
179 pass_tests_count += pass_tests
180 else:
181 pass_tests_count += searchover(run_code_and_compare( # x (-0+2)
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182 method,
183 target_code,
184 source_code,
185 translation_unit,
186 base_score = translate_success_count + pass_tests_count # +5
187 )) # x (-0+1)
188 record_score(translate_success_count + pass_tests_count) # +6
189
190 # Separately test main function (Python `if __name__ == "__main__"` block) if it's present
191 if not translation_unit.is_test and ...:
192 num_components_to_translate += 1
193 translate_success_count += 1
194 pass_tests_count += searchover(run_code_and_compare( # x (-0+2)
195 "main",
196 target_code,
197 source_code,
198 translation_unit,
199 base_score = translate_success_count + pass_tests_count # +5
200 )) # x (-0+1)
201 record_score(translate_success_count + pass_tests_count) # +6
202
203 ... # logging and saving progress
204
205 return pass_tests_count, translate_success_count, len(methods_to_translate), new_branch
206
207
208 @encompass.compile # +4
209 def setup_antlr4(source_code_root, target_code_root, temperature):
210 source_subdir = 'src/main/antlr4'
211 num_successful_translations = 0
212 num_successful_parses = 0
213 for root, dirs, files in os.walk(source_code_root / source_subdir):
214 for file in files:
215 ... # Read antlr4 grammar file
216
217 searchover(branchpoint_git_commit( # +4
218 target_code_root, # +2
219 f"Translate antlr4 grammar {source_file_path.stem}", # +10
220 f"bp-translate_antlr4_grammar-{source_file_path.stem}", # +10
221 )) # +1
222
223 ... # LLM modification if needed
224
225 ... # Write to target directory
226
227 ... # Run antlr4 to generate target Python classes
228
229 ... # Check if the generated files can be parsed
230
231 record_score(num_successful_translations + num_successful_parses) # +6
232
233 return num_successful_translations + num_successful_parses
234
235
236 @encompass.compile # +4
237 def code_translation_agent(source_code_root, target_code_root, args):
238 ... # Set up logging and git repo for saving progress
239
240 # 0.1. Copy resource files (src/main/resources and src/test/resources)
241 copy_resource_files(source_code_root, target_code_root)
242
243 # 0.2. Set up antlr4 if applicable (src/main/antlr4)
244 total_score = searchover(setup_antlr4(source_code_root, target_code_root, args.temperature)) # x (-0+5)
245
246 # 1. Get class names in topological order
247 translation_units = get_translation_order_and_dependencies(source_code_root, target_code_root)
248
249 for translation_unit in translation_units:
250 searchover(branchpoint_git_commit( # +4
251 target_code_root, # +2
252 f"Begin {translation_unit.source_class_path} translation.", # +10
253 f"bp-translate-{translation_unit.source_class_path}", # +10
254 )) # +1
255
256 # 2. Generate stubs for the class
257 generate_stubs_success = generate_stubs(translation_unit)
258
259 total_score += generate_stubs_success # +3
260 record_score(total_score) # +4
261
262 # 3. Translate each class
263 searchover(branchpoint_git_commit(translation_unit.target_code_root, branching=1)) # +12
264 translate_class_results = translate_class(translation_unit).search_multiple("beam", beam_width=2, default_branching

=2) # x (-0+14)
265 (pass_tests_count, translate_success_count, num_methods_to_translate, new_branch), _ = branchpoint_choose(

translate_class_results, branching=len(translate_class_results)) # x (see above)
266
267 # "+1" to prevent agent from "cheating" (have very few e.g. zero stubs to implement)
268 total_score += pass_tests_count / (num_methods_to_translate + 1) # +9
269 record_score(total_score) # +4
270
271 ... # Log results
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272
273 ... # Final logging and saving
274
275 return final_commit
276
277
278 code_translation_agent(...).search("beam", beam_width=3, default_branching=3) # x (-0+13)

Listing 19: Beam search in ENCOMPASS, 5 branchpoints excluding padding
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Without ENCOMPASS: Explicitly defining a state machine to support general search not only sig-
nificantly obscures the underlying agent logic, but is also prone to bugs such as KeyError when
accessing the dictionary cur_state that stores all the variables. A lot of newly added code is for
bookkeeping to maintain a persistent state, which is implemented as a dictionary that stores the
variables of the base agent.

1 import uuid # +2
2 import numpy as np # +4
3
4
5 def git_commit(target_code_root, log_str="Branchpoint reached"): # +10
6 repo = Repo(target_code_root) # +6
7 with open(target_code_root / "commit.log", "a") as f: # +16
8 f.write(log_str + '\n') # +9
9 repo.git.add(".") # +6

10 repo.git.commit("-m", log_str) # +10
11 cur_commit = str(repo.head.commit) # +10
12 return cur_commit # +2
13
14
15 def checkout_new_branch(target_code_root, cur_commit, new_branch_name="branch"): # +11
16 repo = Repo(target_code_root) # +6
17 repo.git.checkout(cur_commit) # +8
18 repo.git.switch("-c", f"{new_branch_name}-{uuid.uuid4()}") # +16
19
20
21 def run_code_and_compare_prelude(cur_state, cur_commit, cur_score): # x (-8+6)
22 # Get used variables from `cur_state`
23 method = cur_state["method"] # +6
24 target_code = cur_state["target_code"] # +6
25 source_code = cur_state["source_code"] # +6
26 translation_unit = cur_state["translation_unit"] # +6
27
28 ... # Logging; define some variables
29
30 if method.type == "main":
31
32 test_inputs = None
33
34 # Store new variables to `new_state`
35 new_state = cur_state.copy() # +6
36 new_state["method"] = method # +6
37 new_state["run_code_log_path"] = run_code_log_path # +6
38 new_state["test_inputs"] = test_inputs # +6
39 new_state["dependency_files_str"] = dependency_files_str # +6
40 new_state["fatal_error"] = fatal_error # +6
41
42 if "System.in" in source_code:
43 # git commit
44 commit = git_commit( # +4
45 translation_unit.target_code_root, # +4
46 f"Generate test inputs for and test {translation_unit.target_module_path}:{method}", # +15
47 ) # +1
48
49 return new_state, run_code_and_compare_gen_test_inputs_existing_main, cur_score, commit # +8
50
51 return run_code_and_compare_run_target_source_codes_existing_main(new_state, cur_score, cur_commit) # +9
52
53 ... # Define some variables
54
55 # Store newly defined variables to `new_state`
56 new_state = cur_state.copy() # +6
57 new_state["method"] = method # +6
58 new_state["run_code_log_path"] = run_code_log_path # +6
59 new_state["num_test_inputs"] = num_test_inputs # +6
60 new_state["target_code_without_main"] = target_code_without_main # +6
61 new_state["target_code_with_dummy_main"] = target_code_with_dummy_main # +6
62 new_state["dependency_files_str"] = dependency_files_str # +6
63 new_state["fatal_error"] = fatal_error # +6
64
65 # git commit
66 commit = git_commit( # +4
67 translation_unit.target_code_root, # +4
68 f"Generate test inputs for {translation_unit.target_module_path}:{method}", # +13
69 ) # +1
70 return new_state, run_code_and_compare_gen_test_inputs, cur_score, commit # +8
71
72
73 def run_code_and_compare_gen_test_inputs_existing_main(cur_state, cur_commit, cur_score): # +9
74 # Get used variables from `cur_state`
75 method = cur_state["method"] # +6
76 translation_unit = cur_state["translation_unit"] # +6
77 run_code_log_path = cur_state["run_code_log_path"] # +6
78 dependency_files_str = cur_state["dependency_files_str"] # +6
79 fatal_error = cur_state["fatal_error"] # +6
80
81 checkout_new_branch( # +2
82 cur_commit, # +2
83 f"bp-gen_inputs_test_main-{translation_unit.target_module_path}-{method}", # +12
84 ) # +1
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85
86 # Prepare for next step
87 new_state = cur_state.copy() # +6
88
89 # Write test input generation script and generate test inputs
90
91 ... # Prompt LLM # <-2
92
93 ... # Get test input format specification from LLM response # <-2
94 if fatal_error: # <-2
95 return new_state, translate_class_postlude_2, cur_score, None # <-2 # x (-3+7)
96
97 ... # Get test input generation script from LLM response # <-2
98 if fatal_error: # <-2
99 return new_state, translate_class_postlude_2, cur_score, None # <-2 # x (-3+7)

100
101 ... # Generate test inputs # <-2
102 if fatal_error: # <-2
103 return new_state, translate_class_postlude_2, cur_score, None # <-2 # x (-3+7)
104
105 # Store newly defined variables to `new_state`
106 new_state["stdin_format"] = stdin_format # +6
107 new_state["gen_inputs_code"] = gen_inputs_code # +6
108 new_state["test_inputs"] = test_inputs # +6
109 new_state["fatal_error"] = fatal_error # +6
110
111 return run_code_and_compare_run_target_source_codes_existing_main(new_state, cur_score, cur_commit) # +9
112
113
114 def run_code_and_compare_run_target_source_codes_existing_main(cur_state, cur_commit, cur_score): # +9
115 # Get used variables from `cur_state`
116 method = cur_state["method"] # +6
117 translation_unit = cur_state["translation_unit"] # +6
118 run_code_log_path = cur_state["run_code_log_path"] # +6
119 dependency_files_str = cur_state["dependency_files_str"] # +6
120 stdin_format = cur_state["stdin_format"] # +6
121 test_inputs = cur_state["test_inputs"] # +6
122 fatal_error = cur_state["fatal_error"] # +6
123
124 # Directly run codes and compare them if tested method is main function
125 ... # <-1
126 match = ... # <-1
127
128 # Store new variables to `new_state`
129 new_state = cur_state.copy() # +6
130 new_state["pass_tests_count"] += float(match) # +9
131
132 # Compute new score; decide next step
133 score = new_state["translate_success_count"] + new_state["pass_tests_count"] # +11
134 return new_state, translate_class_postlude_2, score, None # <-2 # x (-3+7)
135
136
137 def run_code_and_compare_gen_test_inputs(cur_state, cur_commit, cur_score): # +9
138 # Get used variables from `cur_state`
139 method = cur_state["method"] # +6
140 translation_unit = cur_state["translation_unit"] # +6
141 run_code_log_path = cur_state["run_code_log_path"] # +6
142 num_test_inputs = cur_state["num_test_inputs"] # +6
143 target_code_without_main = cur_state["target_code_without_main"] # +6
144 dependency_files_str = cur_state["dependency_files_str"] # +6
145 fatal_error = cur_state["fatal_error"] # +6
146
147 checkout_new_branch( # +2
148 cur_commit, # +2
149 f"bp-gen_inputs-{translation_unit.target_module_path}-{method}", # +12
150 ) # +1
151
152 # STEP 1: Write test input generation script and generate test inputs
153
154 ... # Prompt LLM
155
156 ... # Get test input format specification from LLM response
157 if fatal_error:
158 commit = git_commit(translation_unit.target_code_root) # +8
159 return cur_state, run_code_and_compare_idle_1, cur_score, commit # x (-3+7)
160
161 ... # Get test input generation script from LLM response
162 if fatal_error:
163 commit = git_commit(translation_unit.target_code_root) # +8
164 return cur_state, run_code_and_compare_idle_1, cur_score, commit # x (-3+7)
165
166 ... # Generate test inputs
167 if fatal_error:
168 commit = git_commit(translation_unit.target_code_root) # +8
169 return cur_state, run_code_and_compare_idle_1, cur_score, commit # x (-3+7)
170
171 # Store newly defined variables to `new_state`
172 new_state = cur_state.copy() # +6
173 new_state["stdin_format"] = stdin_format # +6
174 new_state["gen_inputs_code"] = gen_inputs_code # +6
175 new_state["test_inputs_list"] = test_inputs_list # +6
176 new_state["fatal_error"] = fatal_error # +6
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177
178 # Compute score and git commit
179 score = new_state["base_score"] + 0.01 # +10
180 commit = git_commit( # +4
181 translation_unit.target_code_root, # +4
182 f"Running target code for {translation_unit.target_module_path}:{method}", # +13
183 ) # +1
184 return new_state, run_code_and_compare_run_target_code, score, commit # +8
185
186
187 def run_code_and_compare_idle_1(cur_state, cur_commit, cur_score): # +9
188 translation_unit = cur_state["translation_unit"] # +6
189 checkout_new_branch(cur_commit) # +4
190 commit = git_commit(translation_unit.target_code_root) # +8
191 return cur_state, run_code_and_compare_idle_2, cur_score, commit # +8
192
193
194 def run_code_and_compare_run_target_code(cur_state, cur_commit, cur_score): # +9
195 # Get used variables from `cur_state`
196 method = cur_state["method"] # +6
197 translation_unit = cur_state["translation_unit"] # +6
198 run_code_log_path = cur_state["run_code_log_path"] # +6
199 target_code_with_dummy_main = cur_state["target_code_with_dummy_main"] # +6
200 dependency_files_str = cur_state["dependency_files_str"] # +6
201 stdin_format = cur_state["stdin_format"] # +6
202 gen_inputs_code = cur_state["gen_inputs_code"] # +6
203 test_inputs_list = cur_state["test_inputs_list"] # +6
204 fatal_error = cur_state["fatal_error"] # +6
205
206 checkout_new_branch( # +2
207 cur_commit, # +2
208 f"bp-run_target-{translation_unit.target_module_path}-{method}", # +12
209 ) # +1
210
211 # Run the target code with the test inputs
212
213 ... # Prompt LLM
214
215 ... # Get output format specification from LLM response
216 if fatal_error:
217 commit = git_commit(translation_unit.target_code_root) # +8
218 return cur_state, run_code_and_compare_idle_2, cur_score, commit # x (-3+7)
219
220 ... # Get target main function code from LLM response
221 if fatal_error:
222 commit = git_commit(translation_unit.target_code_root) # +8
223 return cur_state, run_code_and_compare_idle_2, cur_score, commit # x (-3+7)
224
225 ... # Parse target main function code
226 if fatal_error:
227 commit = git_commit(translation_unit.target_code_root) # +8
228 return cur_state, run_code_and_compare_idle_2, cur_score, commit # x (-3+7)
229
230 ... # Extract target main function AST node
231 if fatal_error:
232 commit = git_commit(translation_unit.target_code_root) # +8
233 return cur_state, run_code_and_compare_idle_2, cur_score, commit # x (-3+7)
234
235 ... # Add target main function to target code
236 ... # Run target code with main function on test inputs
237
238 # Store newly defined variables to `new_state`
239 new_state = cur_state.copy() # +6
240 new_state["stdout_format"] = stdout_format # +6
241 new_state["target_code_with_main"] = target_code_with_main # +6
242 new_state["run_target_results"] = run_target_results # +6
243 new_state["fatal_error"] = fatal_error # +6
244
245 # Compute score and git commit
246 score = new_state["base_score"] + 0.02 # +10
247 commit = git_commit( # +4
248 translation_unit.target_code_root, # +4
249 f"Running source code for {translation_unit.target_module_path}:{method}", # +13
250 ) # +1
251 return new_state, run_code_and_compare_run_source_code, score, commit # +8
252
253
254 def run_code_and_compare_idle_2(cur_state, cur_commit, cur_score): # +9
255 translation_unit = cur_state["translation_unit"] # +6
256 checkout_new_branch(cur_commit) # +4
257
258 # Store new variables to `new_state`
259 new_state = cur_state.copy() # +6
260 new_state["method_idx"] += 1 # +6
261
262 # git commit; decide next step
263 if new_state["method_idx"] == len(new_state["methods_to_translate"]): # +12
264 commit = None # +3
265 next_step = translate_class_postlude_1 # +3
266 else: # +2
267 new_state["method"] = new_state["methods_to_translate"][new_state["method_idx"]] # +13
268 commit = git_commit( # +4
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269 translation_unit.target_code_root, # +4
270 f"Begin {translation_unit.source_class_path} translation of {new_state["method"]}.", # +15
271 ) # +1
272 next_step = translate_method_and_save # +3
273 return new_state, next_step, cur_score, commit # +8
274
275
276 def run_code_and_compare_run_source_code(cur_state, cur_commit, cur_score): # +9
277 # Get used variables from `cur_state`
278 method = cur_state["method"] # +6
279 translation_unit = cur_state["translation_unit"] # +6
280 run_code_log_path = cur_state["run_code_log_path"] # +6
281 source_code = cur_state["source_code"] # +6
282 target_code_with_main = cur_state["target_code_with_main"] # +6
283 stdin_format = cur_state["stdin_format"] # +6
284 stdout_format = cur_state["stdout_format"] # +6
285 test_inputs_list = cur_state["test_inputs_list"] # +6
286 fatal_error = cur_state["fatal_error"] # +6
287
288 checkout_new_branch( # +2
289 cur_commit, # +2
290 f"bp-run_source-{translation_unit.target_module_path}-{method}", # +12
291 ) # +1
292
293 # Prepare for next step
294 new_state = cur_state.copy() # +6
295 new_state["method_idx"] += 1 # +6
296
297 # Generate source code main function and run it
298
299 ... # Prompt LLM
300
301 ... # Get source main function code from LLM response
302 if fatal_error:
303 # git commit; decide next step
304 if new_state["method_idx"] == len(new_state["methods_to_translate"]): # +12
305 commit = None # +3
306 next_step = translate_class_postlude_1 # +3
307 else: # +2
308 new_state["method"] = new_state["methods_to_translate"][new_state["method_idx"]] # +13
309 commit = git_commit( # +4
310 translation_unit.target_code_root, # +4
311 f"Begin {translation_unit.source_class_path} translation of {new_state["method"]}.", # +15
312 ) # +1
313 next_step = translate_method_and_save # +3
314 return new_state, next_step, cur_score, commit # x (-3+7)
315
316 ... # Parse and extract source main function AST node
317 if fatal_error:
318 # git commit; decide next step
319 if new_state["method_idx"] == len(new_state["methods_to_translate"]): # +12
320 commit = None # +3
321 next_step = translate_class_postlude_1 # +3
322 else: # +2
323 new_state["method"] = new_state["methods_to_translate"][new_state["method_idx"]] # +13
324 commit = git_commit( # +4
325 translation_unit.target_code_root, # +4
326 f"Begin {translation_unit.source_class_path} translation of {new_state["method"]}.", # +15
327 ) # +1
328 next_step = translate_method_and_save # +3
329 return new_state, next_step, cur_score, commit # x (-3+7)
330
331 ... # Add target main function to target code
332 ... # Run target code with main function on test inputs
333
334 matches = ...
335 match_fraction = sum(matches) / len(matches)
336
337 # Store new variables to `new_state`
338 new_state = cur_state.copy() # +6
339 new_state["pass_tests_count"] += match_fraction # +6
340
341 # Compute new score; git commit; decide next step
342 score = new_state["translate_success_count"] + new_state["pass_tests_count"] # +11
343 if new_state["method_idx"] == len(new_state["methods_to_translate"]): # +12
344 commit = None # +3
345 next_step = translate_class_postlude_1 # +3
346 else: # +2
347 new_state["method"] = new_state["methods_to_translate"][new_state["method_idx"]] # +13
348 commit = git_commit( # +4
349 translation_unit.target_code_root, # +4
350 f"Begin {translation_unit.source_class_path} translation of {new_state["method"]}.", # +15
351 ) # +1
352 next_step = translate_method_and_save # +3
353 return new_state, next_step, score, commit # x (-1+7)
354
355
356 def translate_class_prelude(cur_state, cur_commit, cur_score): # +9
357 # Get used variables from `cur_state`
358 translation_unit = cur_state["translation_unit"] # +6
359
360 ... # Some setup (e.g., read and parse code files)
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361 methods_to_translate = ...
362 num_methods_to_translate = len(methods_to_translate)
363 translate_success_count = 0
364 pass_tests_count = 0
365 # for method in methods_to_translate: # -5
366
367 # Store newly defined variables to `new_state`
368 new_state = cur_state.copy() # +6
369 new_state["methods_to_translate"] = methods_to_translate # +6
370 new_state["num_methods_to_translate"] = num_methods_to_translate # +6
371 new_state["translate_success_count"] = translate_success_count # +6
372 new_state["pass_tests_count"] = pass_tests_count # +6
373 new_state["method_idx"] = 0 # +6
374 new_state["method"] = methods_to_translate[0] # +9
375
376 # git commit
377 commit = git_commit( # +4
378 translation_unit.target_code_root, # +4
379 f"Begin {translation_unit.source_class_path} translation of {new_state["method"]}.", # +15
380 ) # +1
381 return new_state, translate_method_and_save, cur_score, commit # +8
382
383
384 def translate_method_and_save(cur_state, cur_commit, cur_score): # +9
385 # Get used variables from `cur_state`
386 method = cur_state["method"] # +6
387 translation_unit = cur_state["translation_unit"] # +6
388 source_code = cur_state["source_code"] # +6
389 target_code = cur_state["target_code"] # +6
390 translate_success_count = cur_state["translate_success_count"] # +6
391 pass_tests_count = cur_state["pass_tests_count"] # +6
392
393 checkout_new_branch( # +2
394 cur_commit, # +2
395 f"bp-translate-{translation_unit.source_class_path}-{method}", # +12
396 ) # +1
397
398 new_state = cur_state.copy() # +6
399
400 target_code, translate_success = translate_method(method, target_code, source_code, translation_unit) # <-1
401 if translate_success: # <-1
402 translate_success_count += 1 # <-1
403 score = translate_success_count + pass_tests_count # +5
404
405 ... # save target code # <-1
406
407 if translation_unit.is_test: # <-1
408 pass_tests_count += run_test_module(target_code, translation_unit) # <-1
409 else: # <-1
410 # pass_tests_count += run_code_and_compare( # -4
411 # method, # -2
412 # target_code, # -2
413 # source_code, # -2
414 # translation_unit, # -2
415 # ) # -1
416
417 # Store newly defined variables to `new_state`
418 new_state["base_score"] = translate_success_count + pass_tests_count # +8
419
420 return run_code_and_compare_prelude(new_state, cur_score, cur_commit) # +9
421
422 # Store new variables to `new_state`
423 new_state["method_idx"] += 1 # +6
424
425 # git commit; decide next step
426 if new_state["method_idx"] == len(new_state["methods_to_translate"]): # +12
427 commit = None # +3
428 next_step = translate_class_postlude_1 # +3
429 else: # +2
430 new_state["method"] = new_state["methods_to_translate"][new_state["method_idx"]] # +13
431 commit = git_commit( # +4
432 translation_unit.target_code_root, # +4
433 f"Begin {translation_unit.source_class_path} translation of {new_state["method"]}.", # +15
434 ) # +1
435 next_step = translate_method_and_save # +3
436 return new_state, next_step, cur_score, commit # +8
437
438
439 def translate_class_postlude_1(cur_state, cur_commit, cur_score): # +9
440 # Get used variables from `cur_state`
441 translation_unit = cur_state["translation_unit"] # +6
442 target_code = cur_state["target_code"] # +6
443 translate_success_count = cur_state["translate_success_count"] # +6
444 pass_tests_count = cur_state["pass_tests_count"] # +6
445 num_methods_to_translate = cur_state["num_methods_to_translate"] # +6
446
447 new_state = state.copy() # +6
448
449 # Separately test main function (Python `if __name__ == "__main__"` block) if it's present
450 if not translation_unit.is_test and ...:
451 num_methods_to_translate += 1
452 translate_success_count += 1

55



453
454 # Store newly defined variables to `new_state`
455 new_state["num_methods_to_translate"] = num_methods_to_translate # +6
456 new_state["translate_success_count"] = translate_success_count # +6
457 new_state["method"] = "main" # +8
458 new_state["base_score"] = translate_success_count + pass_tests_count # +8
459
460 return run_code_and_compare_prelude(new_state, cur_score, cur_commit) # +9
461
462 return translate_class_postlude_2(new_state, cur_commit, cur_score) # +9
463
464
465 def translate_class_postlude_2(cur_state, cur_commit, cur_score): # +9
466 # Get used variables from `cur_state`
467 translation_unit = cur_state["translation_unit"] # +6
468 translate_success_count = cur_state["translate_success_count"] # +6
469 pass_tests_count = cur_state["pass_tests_count"] # +6
470 num_methods_to_translate = cur_state["num_methods_to_translate"] # +6
471
472 ... # logging and saving progress
473
474 return_value = (pass_tests_count, translate_success_count, num_methods_to_translate, new_branch) # x (see below)
475 return return_value, None, cur_score, None # x (-0+11)
476
477
478 def translate_class(translation_unit, beam_width, branching): # x (-0+4)
479 # Use beam search to translate a class method-by-method
480
481 init_state = {"translation_unit": translation_unit} # +7
482 init_step = translate_class_prelude # +3
483 init_commit = None # +3
484 init_score = 0.0 # +5
485
486 beam = [init_step(init_state, init_commit, init_score)] # +11
487 results = [] # +3
488 while len(beam) > 0: # +8
489 new_program_states_list = [] # +3
490 for state, step, score, commit in beam: # +11
491 new_program_states = [step(state, commit, score) for _ in range(branching)] # +18
492 new_program_states.sort(key=lambda x: x[2], reverse=True) # +17
493 new_program_states_list.append(new_program_states) # +6
494 not_done_new_program_states = [] # +3
495 for i in range(len(new_program_states_list[0])): # +11
496 # random permutation of indices to break ties
497 for j in np.random.permutation(len(new_program_states_list)): # +13
498 new_program_state = new_program_states_list[j][i] # +8
499 new_state, new_step, new_score, new_commit = new_program_state # +9
500 if new_step is None: # +5
501 results.append((new_state, new_score)) # +8
502 else: # +2
503 not_done_new_program_states.append(new_program_state) # +6
504 not_done_new_program_states.sort( # +4
505 key=lambda program_state: program_state.score, reverse=True # +12
506 ) # +1
507 beam = not_done_new_program_states[:beam_width] # +6
508 return results # +2
509
510
511 def setup_antlr4_prelude(cur_state, cur_commit, cur_score): # x (-6+6)
512 # Get used variables from `cur_state`
513 source_code_root = cur_state["source_code_root"] # +6
514
515 new_state = cur_state.copy() # +6
516
517 source_subdir = 'src/main/antlr4'
518 new_state["num_successful_translations"] = 0 # +3
519 new_state["num_successful_parses"] = 0 # +3
520 new_state["root_dirs_files_list"] = list(os.walk(source_code_root / source_subdir)) # x (-8+8)
521 # for file in files: # -5
522
523 new_state["root_dirs_files_idx"] = 0 # +6
524 new_state["file_idx"] = 0 # +6
525
526 root, dirs, files = new_state["root_dirs_files_list"][new_state["root_dirs_files_idx"]] # +14
527 file = files[new_state["file_idx"]] # +8
528
529 ... # Read antlr4 grammar file # <-2
530
531 # Store newly defined variables to `new_state`
532 new_state["source_file_path"] = source_file_path # +6
533 new_state["grammar_content"] = grammar_content # +6
534
535 # git commit
536 commit = git_commit( # +4
537 target_code_root, # +2
538 f"Translate antlr4 grammar {source_file_path.stem}", # +10
539 ) # +1
540
541 return new_state, setup_antlr4_body, cur_score, commit # +8
542
543
544 def setup_antlr4_body(cur_state, cur_commit, cur_score): # +9
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545 # Get used variables from `cur_state`
546 source_code_root = cur_state["source_code_root"] # +6
547 target_code_root = cur_state["target_code_root"] # +6
548 temperature = cur_state["temperature"] # +6
549 num_successful_translations = cur_state["num_successful_translations"] # +6
550 num_successful_parses = cur_state["num_successful_parses"] # +6
551 root, dirs, files = cur_state["root_dirs_files_list"][cur_state["root_dirs_files_idx"]] # +14
552 file = files[cur_state["file_idx"]] # +8
553 source_file_path = cur_state["source_file_path"] # +6
554 grammar_content = cur_state["grammar_content"] # +6
555
556 checkout_new_branch( # +2
557 cur_commit, # +2
558 f"bp-translate_antlr4_grammar-{source_file_path.stem}", # +10
559 ) # +1
560
561 ... # LLM modification if needed # <-2
562
563 ... # Write to target directory # <-2
564
565 ... # Run antlr4 to generate target Python classes # <-2
566
567 ... # Check if the generated files can be parsed # <-2
568
569 cur_score = num_successful_translations + num_successful_parses # +5
570
571 new_state = cur_state.copy() # +6
572
573 # Increment to next loop iteration
574 new_state["root_dirs_files_idx"] += 1 # +6
575 new_state["file_idx"] += 1 # +6
576 if new_state["file_idx"] == len(files): # +10
577 # Inner for loop completed -- increment outer for loop index
578 new_state["root_dirs_files_idx"] += 1 # +6
579 new_state["file_idx"] = 0 # +6
580 if new_state["root_dirs_files_idx"] == len(new_state["root_dirs_files_list"]): # +12
581 # Outer for loop completed -- return to code repo translation agent
582 new_state["total_score"] = num_successful_translations + num_successful_parses # x (see below)
583 return code_translation_agent_prelude_2(new_state, cur_commit, cur_score) # x (-0+13)
584
585 root, dirs, files = new_state["root_dirs_files_list"][new_state["root_dirs_files_idx"]] # +14
586 file = files[new_state["file_idx"]] # +8
587
588 ... # Read antlr4 grammar file # <-2
589
590 # Store newly defined variables to `new_state`
591 new_state["source_file_path"] = source_file_path # +6
592 new_state["grammar_content"] = grammar_content # +6
593
594 # git commit
595 commit = git_commit( # +4
596 target_code_root, # +2
597 f"Translate antlr4 grammar {source_file_path.stem}", # +10
598 ) # +1
599
600 return new_state, setup_antlr4_body, cur_score, commit # +8
601
602
603 def code_translation_agent_prelude_1(cur_state, cur_commit, cur_score): # +9
604 # Get used variables from `cur_state`
605 source_code_root = cur_state["source_code_root"] # +6
606 target_code_root = cur_state["target_code_root"] # +6
607
608 ... # Set up logging and git repo for saving progress
609
610 # 0.1. Copy resource files (src/main/resources and src/test/resources)
611 copy_resource_files(source_code_root, target_code_root)
612
613 # Store newly defined variables to `new_state`
614 new_state = cur_state.copy() # +6
615 new_state["repo"] = repo # +6
616 new_state["results"] = results # +6
617 new_state["temperature"] = cur_state["args"].temperature # +10
618
619 return setup_antlr4_prelude(new_state, cur_commit, cur_score)
620
621
622 def code_translation_agent_prelude_2(cur_state, cur_commit, cur_score): # +9
623 # Get used variables from `cur_state`
624 source_code_root = cur_state["source_code_root"] # +6
625 target_code_root = cur_state["target_code_root"] # +6
626
627 # Get class names in topological order
628 translation_units = get_translation_order_and_dependencies(source_code_root, target_code_root)
629
630 # Store newly defined variables to `new_state`
631 new_state = cur_state.copy() # +6
632 new_state["translation_units"] = translation_units # +6
633 new_state["translation_unit_idx"] = 0 # +6
634
635 # git commit
636 translation_unit = new_state["translation_units"][new_state["translation_unit_idx"]] # +10
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637 commit = git_commit( # +4
638 translation_unit.target_code_root, # +4
639 f"Begin {translation_unit.source_class_path} translation.", # +10
640 ) # +1
641 return new_state, code_translation_agent_generate_stubs, cur_score, commit # +8
642
643
644 def code_translation_agent_generate_stubs(cur_state, cur_commit, cur_score): # +9
645 # Get used variables from `cur_state`
646 translation_unit = cur_state["translation_units"][cur_state["translation_unit_idx"]] # +10
647 total_score = cur_state["total_score"] # +6
648
649 checkout_new_branch( # +2
650 cur_commit, # +2
651 f"bp-translate-{translation_unit.source_class_path}", # +10
652 ) # +1
653
654 # Generate stubs for the class
655 generate_stubs_success = generate_stubs(translation_unit) # <-1
656
657 total_score += generate_stubs_success # +3
658
659 # Store newly defined variables to `new_state`
660 new_state = cur_state.copy() # +6
661 new_state["generate_stubs_success"] = generate_stubs_success # +6
662 new_state["total_score"] = total_score # +6
663
664 # git commit
665 commit = git_commit(translation_unit.target_code_root) # +8
666 return new_state, CodeTranslationAgentTranslateClass(2, 2), total_score, commit # +12
667
668
669 class CodeTranslationAgentTranslateClass: # +3
670 def __init__(self, beam_width, branching): # +9
671 self.beam_width = beam_width # +5
672 self.branching = branching # +5
673
674 self.called = False # +5
675
676 def __call__(self, cur_state, cur_commit, cur_score): # +11
677 # Get used variables from `cur_state`
678 target_code_root = cur_state["target_code_root"] # +6
679 translation_unit = cur_state["translation_unit"] # +6
680 total_score = cur_state["total_score"] # +6
681 generate_stubs_success = cur_state["generate_stubs_success"] # +6
682
683 if not self.called: # +6
684 checkout_new_branch(cur_commit) # +4
685
686 self.translate_class_results = translate_class(translation_unit, beam_width=self.beam_width, default_branching=

self.branching) # x (-0+20)
687 self.output_idx = 0 # +5
688 self.called = True # +5
689
690 (pass_tests_count, translate_success_count, num_methods_to_translate, new_branch), _ = self.translate_class_results[

self.output_idx] # x (see above)
691
692 # "+1" to prevent agent from "cheating" (have very few e.g. zero stubs to implement)
693 total_score += pass_tests_count / (num_methods_to_translate + 1) # +9
694
695 ... # Log results
696
697 # Increment result_idx
698 self.output_idx += 1 # +5
699
700 # Store new variables to `new_state`
701 new_state = cur_state.copy() # +6
702 new_state["total_score"] = total_score # +6
703 new_state["results"] = results # +6
704 # for translation_unit in translation_units: # -5
705 new_state["translation_unit_idx"] += 1 # +6
706
707 # git commit; decide next step
708 if new_state["translation_unit_idx"] == len(new_state["translation_units"]): # +12
709 commit = None # +3
710 next_step = code_translation_agent_postlude # +3
711 else: # +2
712 new_translation_unit = new_state["translation_units"][new_state["translation_unit_idx"]] # +10
713 commit = git_commit( # +4
714 translation_unit.target_code_root, # +4
715 f"Begin {new_translation_unit.source_class_path} translation.", # +10
716 ) # +1
717 next_step = code_translation_agent_generate_stubs # +3
718 return new_state, next_step, total_score, commit # +8
719
720
721 def code_translation_agent_postlude(cur_state, cur_commit, cur_score): # +9
722 # Use beam search to translate a repository
723 target_code_root = cur_state["target_code_root"] # +6
724 repo = cur_state["repo"] # +6
725
726 ... # Final logging and saving
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727
728 return_value = final_commit # x (see below)
729 return return_value, None, cur_score, None # x (-0+8)
730
731
732 def code_translation_agent(source_code_root, target_code_root, args, beam_width, default_branching): # x (-0+4)
733 # Use beam search to translate a class method-by-method
734
735 init_state = { # +3
736 "source_code_root": source_code_root, # +5
737 "target_code_root": target_code_root, # +5
738 "args": args, # +5
739 } # +1
740 init_step = code_translation_agent_prelude_1 # +3
741 init_commit = None # +3
742 init_score = 0.0 # +5
743
744 beam = [init_step(init_state, init_commit, init_score)] # +11
745 results = [] # +3
746 while len(beam) > 0: # +8
747 new_program_states_list = [] # +3
748 for state, step, score, commit in beam: # +11
749 branching = default_branching if not isinstance(step, CodeTranslationAgentTranslateClass) else step.branching *

step.beam_width # +19
750 new_program_states = [step(state, commit, score) for _ in range(branching)] # +18
751 new_program_states.sort(key=lambda x: x[2], reverse=True) # +17
752 new_program_states_list.append(new_program_states) # +6
753 not_done_new_program_states = [] # +3
754 for i in range(len(new_program_states_list[0])): # +11
755 # random permutation of indices to break ties
756 for j in np.random.permutation(len(new_program_states_list)): # +13
757 new_program_state = new_program_states_list[j][i] # +8
758 new_state, new_step, new_score, new_commit = new_program_state # +9
759 if new_step is None: # +5
760 results.append((new_state, new_score)) # +8
761 else: # +2
762 not_done_new_program_states.append(new_program_state) # +6
763 not_done_new_program_states.sort( # +4
764 key=lambda program_state: program_state.score, reverse=True # +12
765 ) # +1
766 beam = not_done_new_program_states[:beam_width] # +6
767 return max(results, key=lambda x: x[2])[0] # +16
768
769
770 code_translation_agent(..., beam_width=3, default_branching=3) # x (-0+8)

Listing 20: Beam search implemented in plain Python
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D.2 Case Study 2: Hypothesis Search Agent

Base agent:

1 def two_step_agent(task_info):
2 # Step 1: Get natural language hypothesis
3 ...
4 hypothesis = hypothesis_agent([task_info], hypothesis_instruction)
5

6 # Step 2: Implement the hypothesis in code
7 ...
8 code = solver_agent([task_info, hypothesis], solver_instruction)
9 return get_test_output(code)

10

11

12 two_step_agent(task_info)

Listing 21: Simple 2-step agent for ARC (base)
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With ENCOMPASS:

1 import encompass # +2
2

3

4 @encompass.compile # +4
5 def two_step_agent(task_info):
6 branchpoint() # +2
7 # Step 1: Get natural language hypothesis
8 ...
9 hypothesis = hypothesis_agent([task_info], hypothesis_instruction)

10

11 branchpoint() # +2
12 # Step 2: Implement the hypothesis in code
13 ...
14 code = solver_agent([task_info, hypothesis], solver_instruction)
15

16 # Evaluate
17 percent_correct = run_validation(code) # +6
18 record_score(percent_correct) # +4
19 if percent_correct == 1: # +5
20 early_stop_search() # +2
21

22 return get_test_output(code)
23

24

25 two_step_agent(task_info).search("parallel_bfs", default_branching=8) # x (-0+9)

Listing 22: Parallelized BFS in ENCOMPASS, 2 branchpoints

61



Without ENCOMPASS: The code devoted to parallelization obscures the underlying agent logic.

1 from concurrent.futures import ThreadPoolExecutor, as_completed # +8
2

3

4 def two_step_agent(task_info, branching): # x (-0+2)
5 results = [] # +3
6 full_solved = False # +3
7

8 with ThreadPoolExecutor() as executor: # +6
9

10 def run_one_forward_pass(): # +3
11 if full_solved: # +3
12 return # +1
13 # Step 1: Get natural language hypothesis
14 ... # ->2
15 hypothesis = hypothesis_agent([task_info], hypothesis_instruction) #

->2
16

17 def implement_in_code(): # +3
18 nonlocal full_solved # +2
19

20 if full_solved: # +3
21 return # +1
22

23 # Step 2: Implement the hypothesis in code
24 ... # ->3
25 code = solver_agent([task_info, hypothesis], solver_instruction) #

->3
26

27 # Evaluate
28 percent_correct = run_validation(code) # +6
29 if percent_correct == 1: # +5
30 full_solved = True # +3
31 results.append((get_test_output(code), percent_correct)) # x (-1+7)
32

33 futures = [executor.submit(implement_in_code) for _ in range(branching)]
# +16

34 for future in as_completed(futures): # +7
35 future.result() # +4
36

37 futures = [executor.submit(run_one_forward_pass) for _ in range(branching)]
# +16

38 for future in as_completed(futures): # +7
39 future.result() # +4
40

41 return max(results, key=lambda x: x[1])[0] # +16
42

43

44 two_step_agent(task_info, branching=8) # x (-0+4)

Listing 23: Parallelized BFS implemented in plain Python
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D.3 Case Study 3: Reflexion Agent

Base agent:

1 def reflexion_agent(task_info, internal_tests, max_iters):
2 # first attempt
3 code = solver_agent(task_info)
4 percent_correct, feedback = run_validation(code, internal_tests)
5

6 # if solved, exit early
7 if percent_correct == 1.0:
8 return code
9

10 for cur_iter in range(1, max_iters):
11 # self-reflect and apply to next attempt
12 reflection = self_reflection_agent(code, feedback)
13 code = solver_agent(task_info, code, feedback, reflection)
14 percent_correct, feedback = run_validation(code, internal_tests)
15

16 # if solved, exit early
17 if percent_correct == 1.0:
18 return code
19

20 return code
21

22

23 reflexion_agent(...)

Listing 24: Reflexion agent (base)
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With ENCOMPASS:

1 import encompass # +2
2

3

4 @encompass.compile # +4
5 def reflexion_agent(task_info, internal_tests, max_iters):
6 record_score(0.2) # +6
7 branchpoint() # +2
8 # first attempt
9 code = solver_agent(task_info)

10 percent_correct, feedback = run_validation(code, internal_tests)
11 record_score(percent_correct) # +4
12 optional_return(code) # +4
13

14 # if solved, exit early
15 if percent_correct == 1.0:
16 early_stop_search() # x (-2+2)
17

18 for cur_iter in range(1, max_iters):
19 branchpoint() # +2
20 # self-reflect and apply to next attempt
21 reflection = self_reflection_agent(code, feedback)
22 code = solver_agent(task_info, code, feedback, reflection)
23 percent_correct, feedback = run_validation(code, internal_tests)
24 record_score(percent_correct) # +4
25 optional_return(code) # +4
26

27 # if solved, exit early
28 if percent_correct == 1.0:
29 early_stop_search() # x (-2+2)
30

31 return code
32

33

34 reflexion_agent(...).search("reexpand_best_first", max_num_results=5) # x (-0+9)

Listing 25: Reexpand best-first search in ENCOMPASS, 2 branchpoints
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Without ENCOMPASS: Defining separate actions for search obscures the ordering of actions.

1 from queue import PriorityQueue # +4
2

3

4 def get_initial_attempt(task_info, internal_tests, max_iters): # +9
5 # first attempt
6 code = solver_agent(task_info)
7 percent_correct, feedback = run_validation(code, internal_tests)
8

9 # if solved, exit early
10 if percent_correct == 1.0:
11 early_stop = True # x (-2+3)
12

13 next_step = do_one_reflexion # +3
14 return next_step, early_stop, percent_correct, code, feedback, 1 # +12
15

16

17 def do_one_reflexion(task_info, internal_tests, max_iters, code, feedback, cur_idx):
# +15

18 # self-reflect and apply to next attempt
19 reflection = self_reflection_agent(code, feedback) # <-1
20 code = solver_agent(task_info, code, feedback, reflection) # <-1
21 percent_correct, feedback = run_validation(code, internal_tests) # <-1
22

23 # if solved, exit early
24 if percent_correct == 1.0: # <-1
25 early_stop = True # <-1 # x (-2+3)
26

27 next_idx = cur_idx + 1 # x (-8+4)
28 next_step = None if next_idx == max_iters else do_one_reflexion # +9
29 return next_step, early_stop, percent_correct, code, feedback, next_idx # +12
30

31

32 # Apply best-first search choosing the highest-scoring state
33 # to apply an action
34 def reflexion_agent(task_info, internal_tests, max_iters, max_num_results): # x

(-0+2)
35 init_program_state = () # +3
36 init_step = get_initial_attempt # +3
37 program_states_to_expand = PriorityQueue() # +4
38 program_states_to_expand.put((init_step, init_program_state)) # +8
39 percent_correct = None # +3
40 finished = False # +3
41 num_results = 0 # +3
42 results = [] # +3
43 while not program_states_to_expand.empty() and not finished: # +10
44 step, program_state = program_states_to_expand.pop() # +8
45 program_states_to_expand.put(program_state) # put it back # +6
46 next_step, early_stop, percent_correct, code, feedback, next_idx = step(

task_info, internal_tests, max_iters, *program_state) # +23
47 results.append((code, percent_correct)) # +8
48 if early_stop: # +3
49 break # +1
50 if next_step is not None: # +6
51 program_states_to_expand.put((next_step, (code, feedback, next_idx))) #

+13
52 num_results += 1 # +3
53 if num_results >= max_num_results: # +5
54 break # +1
55 return max(results, key=lambda x: x[1])[0] # x (-1+15)
56

57

58 reflexion_agent(..., max_num_results=5) # x (-0+4)

Listing 26: Reexpand best-first search implemented in plain Python
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