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ABSTRACT

While general Visual Question Answering (VQA) focuses on querying visual content within an image, there is a recent trend towards Knowledge-Based VQA (KB-VQA) where a system needs to link some aspects of the question to different types of knowledge beyond the image, such as commonsense concepts and factual information. To address this issue, we propose a novel approach that passes knowledge from various sources between different pieces of semantic content in the question. Questions are first segmented into several chunks, and each segment is used as a key to retrieve knowledge from ConceptNet and Wikipedia. Then, a graph neural network, taking advantage of the question’s syntactic structure, integrates the knowledge for different segments to jointly predict the answer. Our experiments on the OK-VQA dataset show that our approach achieves new state-of-the-art results.

1 INTRODUCTION

Over the past few years, Visual Question Answering (VQA) has emerged as a challenging task where a machine learning system needs to recognize and analyze key visual content within the image and predict an answer to a natural language question. Most recent systems [Yu et al. (2019); Lu et al. (2019); Tan & Bansal (2019); Li et al. (2019); Zhou et al. (2020); Chen et al. (2020); Lu et al. (2020)] utilize multi-modal transformers to jointly encode the entire question and the visual content, achieving strong performance on various VQA benchmarks [Antol et al. (2015); Hudson & Manning (2019); Singh et al. (2019)].

There is a recent trend towards knowledge-based VQA (KB-VQA) [Wang et al.; Marino et al. (2019)] where the information in the image is not complete for answering the visual questions. These questions cover a wide range of real-world topics, and therefore, require VQA systems to incorporate various types of external knowledge beyond the image content. For example, encyclopedia articles provide factual statements, and common-sense knowledge bases offer everyday concepts and their relations. Both knowledge sources have been proven effective and are widely used in previous work [Wang et al.; Marino et al. (2019); Zhu et al. (2020); Li et al. (2020b); Marino et al. (2021); Wu et al. (2021)].

While general VQA systems consider two modalities (i.e. question and image), the information across more modalities has to be properly utilized by KB-VQA systems to accommodate different types of knowledge input. This key difference introduces significant challenges to achieving reasonable KB-VQA performance. First, knowledge representations can vary significantly across different knowledge sources, including factual sentences [Wu et al. (2021); Marino et al. (2019)], knowledge triples [Wang et al.; Marino et al. (2019)], concepts [Gardères et al. (2020)] and images [Wu et al. (2021)]. More importantly, a system needs to understand which knowledge should be used for different semantic segments of the question. As shown in Fig. 1, KB-VQA systems need to link the segment “the vegetable that garnishes this dish” to the carrot on the plate and then query knowledge bases to find out which “human body part” particularly benefits from the nutrients in carrots.

Simply encoding the entire question for either retrieving or filtering the knowledge, as most KB-VQA systems [Wang et al.; Marino et al. (2019); Zhu et al. (2020); Li et al. (2020b); Marino et al. (2021); Wu et al. (2021)] do, can cause confusion since different parts of the question focus on different aspects that can be either outside or inside the image. As depicted in Fig. 1, searching for “human body part” and “other surfaces” within the image may cause VQA systems to focus on irrelevant
Figure 1: Examples of general and knowledge-based (KB) visual questions. The question and answer segments that focus on visual content within the image are highlighted in red, and the segments that require external knowledge are highlighted in blue.

aspects of the image. To address this issue, we introduce a break-down VQA approach that segments visual questions into several semantic chunks, assuming that each chunk focuses on a single aspect. Those segments serve as semantic units and are used to retrieve knowledge from various sources. Finally, using a dependency parser [Honnibal & Montani (2017)], a Graph Convolutional Network (GCN) [Veličković et al. (2018)] is constructed which assembles the retrieved knowledge to predict the answer.

We evaluate our framework, break-down VQA, on the OK-VQA dataset [Marino et al. (2019)], the largest KB-VQA dataset to date. Our approach achieves state-of-the-art results on this benchmark. This demonstrates that breaking down questions and understanding the role of each segment is especially important in answering knowledge-based visual questions.

2 RELATED WORK

2.1 VISUAL QUESTION ANSWERING

Visual Question Answering (VQA) has witnessed significant progress with the introduction of multi-modal transformers [Yu et al. (2019); Zhou et al. (2020); Lu et al. (2020; 2019); Tan & Bansal (2019); Liu et al. (2019); Li et al. (2019; 2020a); Chen et al. (2020)]. These transformers are pretrained on auxiliary tasks, including VQA, referring-expression interpretation, image captioning, etc., using various multi-modal datasets [Sharma et al. (2018); Antol et al. (2015); Hudson & Manning (2019); Suhr et al. (2017); Yu et al. (2016); Young et al. (2014)]. Cross attention modules are built over the textual and visual modalities to learn a joint representation for the entire question and the detected objects. With a large amount of training data and a wide range of pretraining tasks, these models achieve promising performance on various VQA benchmarks [Antol et al. (2015); Hudson & Manning (2019); Singh et al. (2019)].

2.2 KNOWLEDGE-BASED VISUAL QUESTION ANSWERING

While VQA involves visual questions whose answers can be directly found within the image, there is a recent trend toward Knowledge-Based Visual Question Answering (KB-VQA) that requires VQA systems to incorporate knowledge from various external sources.

Recent high-performing KB-VQA systems are mainly learning-based following general VQA systems, and incorporate additional modules to retrieve external knowledge. One [Narasimhan & Schwing (2018)] learns to retrieve facts from a knowledge base. Another [Narasimhan et al. (2018)] utilizes a GCN [Tompson et al. (2014)] over the fact graph where each node is a representation of an image-question-entity triplet. A third [Li et al. (2020)] introduces a knowledge-graph augmentation model to retrieve context-aware knowledge sub-graphs, and then learns to aggregate the useful visual and question relevant knowledge. Finally, KRISP [Marino et al. (2021)] combines knowledge from both implicit question-image embedding and explicit symbolic information from knowledge bases.

Although the knowledge is obtained from a wide range of sources and encoded in different formats, most previous systems simply learn to mine relevant facts based on the entire question, which, as mentioned above, could cause confusion. In contrast to previous work, we present an approach that breaks the question down into several segments and then uses each of these segments to retrieve the appropriate knowledge, which is then integrated to answer the overall question.
2.3 Breaking Down Visual Questions.

Previous work has explored both rule-based [Andreas et al. (2016); Wolfson et al. (2020)] and learning-based [Hu et al. (2017); Mao et al. (2019); Wolfson et al. (2020)] approaches to break down visual questions. Rule-based approaches typically define a set of decomposition rules and a full decomposition is obtained by recursively applying those rules until no rule is matched. In particular, one method [Andreas et al. (2016)] parses the questions and breaks it into a sequence of programs to execute. Another [Wolfson et al. (2020)] breaks the question into several steps each of which is encoded as a natural language expression. Learning-based approaches either learn to recursively rank some predefined modules to synthesize the entire network layout for solving a visual question [Hu et al. (2017); Mao et al. (2019); Wolfson et al. (2020)]. These approaches work especially well for datasets that represent queries as programs, including CLVER [Johnson et al. (2017)] and GQA [Hudson & Manning (2019)].

2.4 Neural Module Networks

A Neural Module Network (NMN) [Andreas et al. (2016)] consists of a layout generator and an executor. The layout generator synthesizes an instance-specific network from a predefined set of basic modules by passing arguments parsed from the question. The executor then evaluates the network to predict the answer. Existing work has explored both rule-based and learning-based layout generators. One approach [Andreas et al. (2016)] generates the layout using a dependency parser. Another [Hu et al. (2017)] adopts a learning-based approach that first defines a limited set of modules and ranks them based on the question parse tree. A third [Mao et al. (2019)] directly generates the layout using a seq2seq method, without the need to parse the question.

2.5 Graph Convolutional Networks

Graph Convolutional Networks (GCNs) [Kipf & Welling (2017)] generalize Convolutional Networks (CNN) to accommodate graph-structured input. Various types of graph input for VQA have been explored including scene graphs generated by an object and relation detector [Ren et al. (2015); Yang et al. (2018)], and knowledge graphs retrieved from a wide range of sources, such as DB-Pedia [Auer et al. (2007)], ConceptNet [Liu & Singh (2004)], Visual Genome [Krishna et al. (2017)] and hasPart KB [Bhakthavatsalam et al. (2020)]. Most KB-VQA systems [Ramnath & Hasegawa-Johnson (2021); Narasimhan et al. (2018); Li et al. (2020); Marino et al. (2021)] build their GCNs on top of these knowledge graphs and extract relevant evidence using the entire question representation. Here, we explore an approach that constructs a reasoning graph from the question, where each node is a semantic segment of the question. Our graph utilizes the syntactic structure of the questions to better integrate the question segments that utilize both the visual content in the image and relevant external knowledge.

3 Approach

We present the break-down VQA approach, a three-step framework. First, it segments visual questions into semantic chunks. Next, each segment, serving as a semantic unit, is used to retrieve knowledge from different external sources. Finally, a Graph Neural Network (GCN) integrates this retrieved knowledge to predict an answer. Fig. 2 illustrates the approach.

We instantiate our approach on top of the high-performing ViLBERT-multi-task as a base system [Lu et al. (2020)] that provides a set of answer candidates \( \{a_1, ..., a_n\} \) for each question-image pair. We also extract the product of its pooled features for the textual and visual BERT output, \( z \), as a joint representation of the question and the image.

3.1 Breaking Down Visual Questions

Given a visual question \( q \) that consists of \( l \) tokens \( (q_1, ..., q_l) \) where a token is either a word or a WordPiece produced by a tokenizer [Vaswani et al. (2017)], and its question segmentation is a set of token chunks \( X = (x^1, ..., x^m) \) where each \( x^i \) consists of a sub-sequence of \( q \), i.e. \( x^i = (q_{i,1}, ..., q_{i,l}) \).
What other surfaces might this sport be played on?

Figure 2: Model overview of the BreakDown VQA approach. The question is segmented into semantic chunks (left top). These chunks are used to retrieve external information from Wikipedia and ConceptNet. Each retrieved piece of knowledge is then encoded as a vector (right top), and fed to a graph neural net (left middle) to predict an answer for each knowledge source. The individual results are then max-pooled to get the final prediction (left bottom).

Since different parts of a knowledge-based visual question need to focus on different sources of knowledge, encoding the entire question as a whole leads to inefficiency in both knowledge retrieval and answer prediction. To address this issue, our approach breaks down the question into segments where each segment contains only one semantic unit that can either be grounded in the image, or linked to external knowledge bases. Note that, we do not restrict each segment to only retrieve from a single knowledge source but let the VQA model choose the right source.

To this end, we first extract nouns, noun chunks, and verbs in the question as knowledge segments. For example, ‘other surfaces’, ‘this sport’, and ‘play’ are extracted for the second example in Fig. 1. Specifically, we utilize the ‘en_core_web_sm’ sPacy parser [Honnibal & Montani (2017)] to dependency parse the question and POS-tag each word. Then, we extract the noun chunks (i.e. flattened phrases with a noun head in the parse tree) and lemmatized verbs. We also group any tokens between those extracted knowledge segments as additional segments to ensure completeness.

3.2 Knowledge Retrieval

Given the extracted segments, we retrieve knowledge from Wikipedia and ConceptNet in two main steps. Answer-guided knowledge retrieval [Wu et al. (2021)] is adopted to ensure the relevancy of the external knowledge.

Search Word Extraction. We first remove the stop words in the segment and regard the remaining tokens as the search words. Then, we enrich these search words with object annotations, including linking the segment to objects in the image, text extracted using OCR, and brand detection following [Wu et al. (2021)]. In particular, a pretrained ViLBERT-multi-task model [Lu et al. (2020)] is used as the object linker. This system can generate linking scores indicating the confidence of linking phrases to detected objects. The linking is approved when its score is over 0.5. With the linked objects, a Google API is used to recognize words in text regions using OCR and company brands. Besides, we
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1 See section “S1: Answer-Agnostic Search Word Extraction”
also detect common attributes of these objects using a Faster-RCNN [Ren et al. (2015)] on a Detectron platform pretrained on Visual-Genome data. This process results in a set of search words for each segment. For example, the search word set for the segment ‘the vegetable’ for the first example in Fig. 1 is {'vegetable', 'carrot', 'red vegetable'}.

**Knowledge Retrieval.** We use two knowledge sources to extract information about the question segments in $X$, i.e., relevant textual facts and commonsense concepts as in [Wu et al. (2021)]. In contrast to [Wu et al. (2021)], we retrieve knowledge independently for each segment instead of for the entire question. This ensures that the retrieved knowledge provides information about the given segment, and allows the VQA system to determine whether a particular piece of external knowledge about this segment is important.

**Retrieving from Wikipedia.** For each segment $x_i$, we query its search words and collect all sentences from the retrieved Wikipedia articles. We use answer-guided knowledge retrieval [Wu et al. (2021)] to filter out irrelevant sentences. Specifically, we first keep the Wikipedia sentences that contain both at least one of the search words and one of the top 5 answer candidates predicted by ViLBERT-multi-task. Then, the remaining sentences are ranked according to the highest precision BERT-scores [Zhang et al. (2020)] between the sentence and statements converted from the question [Demszky et al. (2018)] and the top-5 answer candidates. We keep the top-80 sentences in total for each visual question and regard the other sentences as irrelevant.

**Retrieving from ConceptNet.** Commonsense concepts provide structured knowledge that is usually not covered in factual Wikipedia sentences. Similar to Wikipedia-article retrieval, we query the search words for each segment and collect the retrieved concepts. First, we keep all the concept triples whose subjects and objects contain the search word and one of the answer candidates from $A$. Then, we convert other concept triples to sentences and rank them according to the highest precision BERT-scores between the sentence and the statements from the question and answers. We also keep the top-80 sentences in total for each visual question and regard the other concepts as irrelevant.

**Matching Textual Knowledge:** For each query, the sentences from Wikipedia and the concepts from ConceptNet with a mean recall greater than 0.6 are matched to the search words. Mean recall is defined as the average cosine similarity between the Glove embedding of the words in the search word and their most similar word in the sentence or in the concept. To ensure knowledge relevance, we remove sentences that are matched to only a single search word. We keep the top $k_w$ sentences $S^w_{i} = \{s^w_{i,1}, ..., s^w_{i,k_w}\}$ according to the mean recall as the textual facts for segment $x_i$ from its search word set, where $s^w_{i,j}$ denotes the $j$-th Wikipedia sentence for the $i$-th segment. Similarly, for concepts, we keep the top $k_c$ concept sentences $S^c_{i,} = \{s^c_{i,1}, ..., s^c_{i,k_c}\}$ for segment $x_i$, where $s^c_{i,j}$ denotes the $j$-th concept sentence for the $i$-th segment.

### 3.3 VQA Model

This section describes the final VQA system that incorporates the retrieved knowledge for each of the semantic segments. We first generate features for each knowledge sentence from Wikipedia and ConceptNet. Then a representation of each source for each segment is computed using these sentence features. Finally, a GCN is employed that utilizes the syntactic structure of the visual question and produces joint features for predicting the answer.

#### 3.3.1 Knowledge Sentence Embedding

We use a word embedding matrix initialized by GloVe vectors [Pennington et al. (2014)] to compute a word vector for each token in the knowledge sentence. Then, a single layer LSTM with a hidden states of 768 is built on top of the word embeddings and the features for the last token are extracted. This process produces a 768-d feature vector for each sentence from both Wikipedia $S^w_{i}$ and ConceptNet $S^c_{i}$, resulting in knowledge feature matrices $S^w_{i} \in R^{k_w \times 768}$ and $S^c_{i} \in R^{k_c \times 768}$ for segment $i$, respectively.

---

2We were careful to remove the OK-VQA test images from the training data for the Faster-RCNN system.
3.3.2 Segment Embedding

We produce an embedding for each segment by integrating three representations, a content representation of the text of the segment in the question and two representations of external knowledge (Wikipedia + ConceptNet).

**Content Embedding.** To preserve all of the information in the question, we employ the text of each segment as input to the VQA model. We use the GloVe embedding approach to encode segments. Similar to the knowledge sentence embedding, an LSTM is used to sequentially encode the GloVe vectors and the hidden state of the last token is extracted as the content representation \(s_i\). The final content embedding of segment \(i\) is computed as the element-wise summation of \(s_i\) and the projection of \(z\), i.e. \(z_i^c = s_i + fc(z)\), where \(fc\) denotes a fully connected layer.

**Knowledge Embedding.** As shown in Eqs. 1 and 2 we embed the knowledge matrices \(S^m_i\) and \(S^c_i\) for segment \(x_i\) into vector representations \(z^m_i\) and \(z^c_i\) that contain the question-relevant information from the external knowledge source sentences \(S^m_i\) and \(S^c_i\). In particular, we utilize a Self- and Guided-Attention (SGA) module [Yu et al. 2019] where the question and image representation \(z\) from ViLBERT is used as a query, and the knowledge matrices serve as keys and values. The SGA modules provide a trainable method for mining question-relevant knowledge from the retrieved materials in contrast to the rule-based method used in the knowledge retrieval process. In order to prevent the case where the retrieved knowledge is empty, we add the content embedding to the knowledge embedding for each source.

\[
\begin{align*}
    z^m_w &= SGA(z, S^m_w) + z^m_i \\
    z^c_c &= SGA(z, S^c_i) + z^c_i
\end{align*}
\]

3.3.3 Graph Neural Networks

**Building the Graph Structure.** We treat the segments’ embeddings \(\{z^k_i\}\) as nodes, where \(i\) denotes the segment’s index and \(k\) indexes the knowledge source, and establish an edge between each pair if there is a direct connection between tokens from the two segments in the dependency parse tree. Given the parse tree \(E_q\) of question \(q\), which establishes edges between tokens in \(q\), the edges of the segments \(E\) are defined in Eq. 3

\[
E = \{(z^m_i, z^c_j) \mid \exists (q^m \in x^i, q^n \in x^j)(q^m, q^n) \in E_q\}
\]

This produces a graph structure \(G^k\) = (\(\{z^k_i\}, E\)) for each modality \(k\).

**Graph Neural Networks Architectures.** The networks consist of \(k_{out}\) blocks, where each block contains \(k_{in}\) graph layers. The node features within each block interact with other nodes’ features from the same modality, determining its importance to solve the visual question. The knowledge from different external modalities is fused outside the blocks to build connections to other types of knowledge.

**Graph Neural Networks within Blocks.** We formalize the input to the graph neural networks as \(H^k_{i,0}\) where \(k\) denotes the source of the question segments’ features, and \(i\) is the index of the block. For layer \(i\) within block \(i\), we use a graph layer that operates a non-linear function \(F(H^k_{i,0}, G^k)\), producing the input to the next graph layer \(H^k_{i+1,0}\), i.e. \(H^k_{i+1,0} = F(H^k_{i,0}, G^k)\). The input \(H^k_{0,0}\) for block \(i\) is the output of the previous block \(H^k_{i-1,0}\) after interactions between modalities described below except for the first block that receives the segments’ features as inputs, i.e. \(\{z^k_i\}\).

**Interactions between Modalities outside the Blocks.** To give the graph neural networks access to all types of external knowledge, we fused features from different modalities outside the blocks. The fused features serve as the inputs to the next blocks of graph neural nets. In particular, the input \(H^k_{i+1,0}\) to the \(i+1\) block is the concatenation of the segments representation \(\{z^k_i\}\) and the summation of the output of the previous block from all modalities.

3.3.4 Answer Prediction

We build answer prediction heads for each knowledge source that compute a probability distribution over all answer candidates. The knowledge features from the last block, i.e. \(H^k_{k_{out},k_{in}}\) are averaged.
Table 1: Our approach outperforms current state-of-the-art approaches on the OK-VQA dataset. The middle column lists the external knowledge sources, if any, used by each VQA system.

<table>
<thead>
<tr>
<th>Method</th>
<th>Knowledge Resources</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>ViLBERT [Lu et al. (2019)]</td>
<td>—</td>
<td>36.1</td>
</tr>
<tr>
<td>MMBERT [Marino et al. (2019)]</td>
<td>—</td>
<td>37.1</td>
</tr>
<tr>
<td>KRISP [Marino et al. (2021)]</td>
<td>Wikipedia + ConceptNet</td>
<td>37.8</td>
</tr>
<tr>
<td>KRISP (incl. graph pretraining)</td>
<td>Wikipedia + ConceptNet</td>
<td>38.9</td>
</tr>
<tr>
<td>MAVEx [Wu et al. (2021)]</td>
<td>Wikipedia + ConceptNet + Google Images</td>
<td>38.7</td>
</tr>
<tr>
<td>Ours</td>
<td>Wikipedia + ConceptNet</td>
<td>39.1</td>
</tr>
<tr>
<td>Ours + MAVEx</td>
<td>Wikipedia + ConceptNet + Google Images</td>
<td>40.8</td>
</tr>
<tr>
<td>Ours + MAVEx (oracle)</td>
<td>Wikipedia + ConceptNet + Google Images</td>
<td>42.5</td>
</tr>
</tbody>
</table>
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Implementation and Training Details

Implementation. Our break-down VQA approach is implemented on top of ViLBERT-multi-task [Lu et al. (2019)], which utilizes a Mask-RCNN head [He et al. (2017)] in conjunction with a ResNet-152 base network [He et al. (2016)] as the object detection module. Convolutional features for at most 100 objects are extracted for each image as the visual features, i.e. a 2,048 dimensional vector for each object.

Since the OK-VQA test dataset contains COCO images from the validation set that are used to train the officially released ViLBERT model, we retrain the system from scratch using clean datasets where we remove all of the OK-VQA test images from the Visual Genome, MSCOCO, and GQA datasets. We used the default configuration when training the object detection module, pretraining on Conceptual Captions, and finally finetuning on the 12 visual-and-language tasks used in [Lu et al. (2020)]. We utilize a BERT tokenizer [Devlin et al. (2019)] to tokenize the question and use the first 23 tokens of the question. We encode the top 5 Wikipedia sentences and top 10 ConceptNet concepts for each knowledge segment, i.e. $k_w = 5$ and $k_c = 10$. The number of hidden units in the SGA modules in the knowledge embedding modules is set to 768. We use 4 attention heads in the SGA modules. The graph neural networks contain 2 blocks and 4 layers within each block. A SAGE [Hamilton et al. (2017)] layer with transformed root node features is used as the graph layer. The Pytorch Geometric toolbox [Fey & Lenssen (2019)] is used for the GCN implementation.

Training. For training, we optimize the answer predictions for each knowledge source using the standard VQA loss, together with the VQA loss on the final predictions. We train the system for 75 epochs using a learning rate of 2e-5 for the ViLBERT parameters and 5e-5 for the additional parameters introduced in the BreakDown VQA system. We freeze the first 10 layers of the ViLBERT base network.

Experiments

This section evaluates our BreakDown VQA approach on the OK-VQA dataset [Marino et al. (2019)]. We first briefly describe the dataset, and then present results comparing to current state-of-the-art systems.

OK-VQA dataset. This is currently the largest knowledge-based VQA dataset. The questions are crowdsourced from human workers on Amazon Mechanical Turk instead of artificially synthesized from knowledge bases. Human judges are asked to ensure that outside knowledge beyond the image is required. Also, since it is not synthesized, there are no ground truth knowledge bases that can provide a VQA system all of the necessary external knowledge. Therefore, systems have to retrieve knowledge from a variety of knowledge sources. The dataset contains 14,031 images and 14,055 questions covering a variety of topics, including transportation, brands, material, sports, cooking, geography, plants, animals, science, weather, etc.
5.1 MAIN RESULTS

We report results on version 1.1 of the OK-VQA dataset in Table 1, unlike the original version (i.e. version 1.0), answers are lemmatized to improve scoring. Our BreakDown VQA approach outperforms all previous systems, achieving a new state-of-the-art accuracy score of 39.1%.

5.2 ABSTRACTION STUDY ON SOURCE KNOWLEDGE

This sections gives results when we ablate the external knowledge sources. In particular, we manually zero out the knowledge features \( z_k \) to exclude the external information obtained from knowledge source \( k \) during training and test. We use 2 blocks and 4 layers within each block in the graph neural networks. As shown in Table 2, each knowledge source helps improve the overall performance, indicating the need to access to a variety of knowledge sources for solving the KB visual questions.

<table>
<thead>
<tr>
<th>Sources</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wikipedia</td>
<td>38.2</td>
</tr>
<tr>
<td>ConceptNet</td>
<td>38.5</td>
</tr>
<tr>
<td>Wikipedia + ConceptNet</td>
<td>39.1</td>
</tr>
</tbody>
</table>

Table 2: Ablation study of knowledge sources.

5.3 ABSTRACTION STUDIES ON THE GRAPH MODEL

Table 3 shows results on how different values for the hyper-parameters in the GCN influence VQA performance. It includes an extreme case using only one graph block (i.e. \( k_{out} = 1 \)), where the knowledge sources do not interact and predict the answer independently. We also tested two ablated models to test the contribution of the graph structure that exploits the parse tree of the question. We simply build the answer prediction heads on top of the knowledge embedding of each source, \( z_k \), where \( k \) is the knowledge source indicator. This baseline system achieves a score of 38.5, and a fully-connected graph achieves 38.7. That indicates that building the segments’ graph using the question’s syntactic structure helps the VQA system improve its use of the retrieved knowledge, improving the results.

<table>
<thead>
<tr>
<th>Number of Blocks ( k_{out} )</th>
<th>Number of layer with Blocks ( k_{in} )</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>38.6</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>39.1</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>38.7</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>38.8</td>
</tr>
</tbody>
</table>

Table 3: Ablation study using different GCN hyper-parameter values.

5.4 USING BERT FOR KNOWLEDGE EMBEDDING

We also tested a BERT-based knowledge embedding for encoding the retrieved sentences from the external knowledge sources. We used a pretrained BERT-base-uncased model [Devlin et al. (2019)] to compute the features for each sentence. We extract the final layer representation for the “[CLS]” token as the sentence embedding to replace the GloVe embedding used in Sec. 3.3.1. Note that this BERT model is not finetuned for VQA. The BERT Embedding approach achieves a score of 38.9 compared to 39.1 using the GloVe embedding. Our hypothesis is that though BERT features may encode richer information, fine-tuning on the down-stream task is important for the final performance.

5.5 COMBINING WITH ANSWER VALIDATION

Previous work on OK-VQA [Wu et al. (2021)] introduced an answer validation module (MAVEx) that reweights the answer confidence with a verification score obtained by examining the knowledge retrieved for each of the top answer candidates. MAVEx also uses retrieved images from Google as a
third knowledge source to provide visual external knowledge. We combined our BreakDown VQA approach with a static MAVEx system that provides the weights of the top 5 answer candidates. As shown in Table 1, we achieve a score of 40.8 when combining the MAVEx weights using predicted answer candidates and 42.5 when using an oracle answer candidate set where a ground truth answer is manually inserted into the answer candidate set during validation. This shows that our approach can be effectively combined with other recent advances in KB-VQA to further improve the state-of-the-art.

5.6 QUALITATIVE RESULTS

We show some representative examples of our approach versus a ViLBERT baseline system in Fig. 3. Q1 shows an example where the answer is already in the search word list (i.e., chandelier), illustrating the effectiveness of enriching the segments parsed from the question with various types of annotations. Q2-Q4 show examples where our approach successfully retrieves relevant knowledge about specific segments which allows it to predict the correct answer. Q4 shows an example where Wikipedia knowledge is especially helpful and Q3 shows an example where both knowledge sources provide useful information.

We also show some common failure cases from our approach in Q5 and Q6. Q5 shows an example where object recognition fails since the cotton swabs are just annotated as sticks, making it hard to retrieve the relevant knowledge. Q6 shows a case where the retrieved knowledge seems helpful but the final prediction is wrong. It seems the VQA system failed to understand that the question is asking about a location rather than an activity.

6 CONCLUSION

We have introduced a novel approach to knowledge-based VQA that breaks down visual questions requiring external knowledge into multiple semantic segments which are used to drive the retrieval of relevant knowledge from multiple external sources that include both text (Wikipedia) and structured knowledge (ConceptNet). This approach achieves a new state of the art on the challenging OK-VQA benchmark, the largest available crowdsourced KB-VQA dataset. We find that segmenting questions is especially helpful for open-domain KB-VQA because different parts of the question require utilizing different types of information, such as linking to objects in the image and exploiting factual information from encyclopedias or commonsense knowledge from knowledge-bases.
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