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Abstract
We introduce ExRec, a general framework for personalized exercise recommen-
dation with semantically-grounded knowledge tracing. Our method builds on the
observation that existing exercise recommendation approaches simulate student
performance via knowledge tracing (KT) but they often overlook two key aspects:
(a) the semantic content of questions and (b) the sequential, structured progression
of student learning. To address this, our ExRec presents an end-to-end pipeline,
from annotating the KCs of questions and learning their semantic representations to
training KT models and optimizing several reinforcement learning (RL) methods.
Moreover, we improve standard Q-learning-based continuous RL methods via a
tailored model-based value estimation (MVE) approach that directly leverages the
components of KT model in estimating cumulative knowledge improvement. We
validate the effectiveness of our ExRec using various RL methods across four real-
world tasks with different educational goals in online math learning. We further
show that ExRec generalizes robustly to new, unseen questions and that it produces
interpretable student learning trajectories. Together, our findings highlight the
promise of KT-guided RL for effective personalization in education.

1 Introduction
The rapid rise of online learning platforms has revolutionized education by offering students access to
interactive learning materials and exercises [3, 29, 41, 53]. A key factor in enhancing student learning
is personalization, where exercises are recommended based on students’ evolving knowledge states
[22, 77].

A central method for assessing learning progress is knowledge tracing (KT), which models the
temporal dynamics of student learning by predicting responses to future exercises. This enables
real-time monitoring of knowledge states, which are structured around fundamental skills known as
knowledge concepts (KCs). Over the years, numerous KT approaches have been developed [e. g.,
1, 12, 15, 20, 39, 59, 61, 63, 70, 71, 81, 83]1. Yet, only a small number of works have actually
leveraged KT for personalized exercise recommendations.

Recent methods for personalized exercise recommendation have integrated KT into reinforcement
learning (RL) frameworks to simulate student behavior and learn optimal recommendation policies
[4, 10, 14, 42, 75, 82]. However, these methods suffer from several key limitations: 1 they often
rely on ID-based embeddings, which neglects the semantics of questions; 2 they define states as the
full exercise history, making them computationally impractical for long exercise sequences; 3 the

*Equal contribution.
†Correspondence to Yilmazcan Ozyurt <yozyurt@ethz.ch>.
1For a more comprehensive overview, we refer to [2] and [68].
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Limitations: 

     Overlooking the semantics of questions.

     Defining states as entire exercise history,
which is computationally impractical.

     Reward computation requiring inference over
all questions, which limits real-time applicability.

     Incompatible with diverse RL algorithms.
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Figure 1: Overview of standard exercise recommendation and its limitations.

reward computation requires inference over all questions, which limits real-time applicability; and
4 they typically support only a single RL algorithm.

To address these challenges, we introduce ExRec, a novel framework for personalized exercise
recommendation with semantically-grounded knowledge tracing. ExRec operates with minimal
requirements, relying only on question content and exercise histories. It automates an end-to-
end pipeline: (i) it annotates each question with solution steps and KCs, (ii) learns semantically
meaningful embeddings of questions and KCs, (iii) trains KT models to simulate student behavior and
calibrates them to enable direct prediction of KC-level knowledge states, and (iv) supports efficient
RL by designing compact student state representations and KC-aware reward signals. In addition,
we propose a model-based value estimation (MVE) approach that leverages the structure of the KT
environment to guide and stabilize the Q-learning of continuous RL algorithms.

Overall, our contributions are as follows:2

• We integrate automated KC annotation and contrastive learning modules to learn rich semantic
representations of questions for downstream exercise recommendation.

• We design a compact state representation for students, which eliminates the need to process full
exercise histories, and efficient knowledge state computation, eliminating the need to run inference
over a large set of questions.

• We introduce a model-based value estimation technique that directly leverages the KT model for
computing value functions to improve Q-learning-based continuous RL methods for our task.

• We validate ExRec through extensive experiments using various RL algorithms to demonstrate its
effectiveness in improving knowledge state estimation and exercise recommendation quality.

2 Related Work
Knowledge tracing (KT) models the temporal dynamics of students’ learning process and predicts
the response of the student to the next exercise [20]. Over the years, numerous KT methods have
been proposed [1, 13, 15, 21, 28, 30, 35, 38, 40, 43, 44, 47, 49, 50, 52, 56–60, 63, 67, 69, 70, 79, 78,
80, 81, 83]. Yet, only a few studies have explored KT for optimizing exercise recommendations.

Exercise recommendation has been widely studied in conjunction with KT3, primarily as a means
to simulate student behavior and inform reinforcement learning (RL)-based policies for personalized
sequencing. However, existing methods suffer from key limitations. Early approaches [4, 36, 42] rely
on handcrafted rewards and treat questions as predefined mappings to KCs, preventing them from
leveraging (dis)similarity between exercises. Similarly, methods such as TGKT-RL [14] require a
predefined question-KC graph, which is often unavailable, while others operate solely at the KC level
without considering individual exercises [10, 82]. RCL4ER [75] does not consider KCs of questions
and learns embeddings for each question ID.

The existing works [4, 10, 14, 36, 42, 75, 82] face further common challenges. They do not effectively
leverage question semantics, often relying on ID-based embeddings or simple heuristics. These
methods define states as the entire exercise history, making them computationally impractical for
long exercise sequences. Moreover, reward calculation in these methods requires inference over the
full question set, making real-time decision-making inefficient. Finally, they support only a single RL
method for exercise recommendation.

We address these limitations by 1 learning rich semantic representations of questions, additionally
allowing generalization to unseen exercises, 2 modeling compact student states, which eliminates

2Code and trained models are provided in https://github.com/oezyurty/ExRec .
3We discuss the exercise recommendation methods without KT in Appendix A.
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Figure 2: Overview of ExRec framework. Numbered gray arrows show how modules interact.

the need for full exercise histories, 3 computing knowledge states directly, avoiding exhaustive
inference over question sets, and 4 supporting a broad range of RL algorithms, including both
discrete and continuous action spaces. Unlike prior works, we make our entire pipeline open-source
to enable researchers to instantly build and test new exercise recommenders within our framework.

3 Preliminaries

Knowledge tracing (KT). KT aims to predict a student’s performance on the next exercise based
on their learning history [63, 70, 83]. A student’s exercise history over t time steps is repre-
sented as {ei}ti=1, where each exercise ei consists of a question qi ∈ Q, of associated knowl-
edge concepts (KCs) {ci,j}

Nqi
j=1 with ci,j ∈ C, and of the student’s binary response yi ∈ {0, 1}.

The KT model Gθ predicts the probability of a correct response for the next question, i.e.,
ŷt+1 = Gθ

(
qt+1, {ct+1,j}

Nqt+1

j=1 , {ei}ti=1

)
.

Exercise recommendation via RL. KT models can serve as RL environments to simulate student
learning behavior, formulated as a Markov decision process (MDP) (S,A, P,R, γ) [4, 10, 75]. The
state st ∈ S represents the exercise history st = {ei}ti=1, and the action at ∈ A corresponds to
selecting the next question qt+1 ∈ Q. The transition function P determines the next state based
on the student’s response: P (st+1 | st, qt+1) : S × A × S → [0, 1]. The reward R measures the
improvement in the student’s knowledge state after solving qt+1. Finally, γ is the discount factor. In
reward calculation, existing methods [e. g., 4, 10] compute knowledge states by running Gθ over all
questions from a given KC at each step, leading to high computational overhead.

4 ExRec Framework

Our complete ExRec framework has four modules (see Fig. 2). (1) The first module takes the question
content and annotates its solution steps and associated knowledge concepts (KCs) in an automated
manner. (2) The second module learns the semantics of questions using the solution steps and KCs
via a tailored contrastive learning objective. (3) The third module trains a KT model using question
semantics and student histories. To better simulate student performance in an RL setup, we (i) train the
KT model for next-exercise performance prediction, and (ii) calibrate its knowledge state predictions
over each KC. (4) The final module involves an RL framework for exercise recommendation, using
the calibrated KT model as the environment. For Q-learning-based continuous RL methods, we
further improve training with a model-based value estimation (MVE) approach, which incorporates
the KT model itself to simulate future interactions and is beneficial for estimating the policy value.
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4.1 KC Annotation via LLMs (Module 1)

Existing works on modeling learning progress [e. g., 16, 51, 73] typically require datasets containing
thousands of questions with manually-annotated KCs. However, this annotation process is expensive
and error-prone, as it requires domain experts to assign KCs from hundreds of categories while
maintaining consistency [8, 18]. In contrast, our framework circumvents the need for manual labeling,
as described below.4

Informed by the recent literature [58], our ExRec framework automates KC annotation using a large
language model (LLM) through a three-step process. In doing so, we further instruct the LLM to
align the KC annotation with the Common Core State Standards for Mathematics5 to improve the
consistency in the KC annotation and to support uptake of our framework in education.6

(i) Solution step generation. Given a question q ∈ Q, the LLM generates a step-by-step solution
Σ = {σ1, σ2, . . . , σn} using chain-of-thought prompting. Each step σk is sampled sequentially via

σk ∼ Pϕ(σk | q, σ1, . . . , σk−1), (1)
where Pϕ is the LLM’s probability distribution conditioned on the question and the previous steps.

(ii) KC annotation. The LLM then assigns a set of knowledge concepts C = {c1, c2, . . . , cm} based
on the question and its solution steps, sampled iteratively via

cj ∼ Pϕ(cj | q,Σ, c1, . . . , cj−1). (2)
(iii) Solution step–KC mapping. Not all KCs are applied in every solution step. To establish a

structured mapping, the LLM generates pairs iteratively via
(σk, cj) ∼ Pϕ(σk, cj | q,Σ, C,M′), (3)

where M′ represents previously assigned mappings. The final mapping is
M = {(σk, cj) | σk ∈ Σ ∧ cj ∈ Ck}, (4)

where Ck is the set of KCs the solution step σk is mapped to. The mapping then serves as the
foundation for representation learning in the next module.

4.2 Representation Learning via Contrastive Learning (Module 2)

Our ExRec framework employs contrastive learning (CL) to generate semantically meaningful
embeddings for questions, solution steps, and knowledge concepts (KCs). Instead of using general-
purpose embeddings, CL explicitly aligns questions and solution steps with their associated KCs
while mitigating false negatives.

Embedding generation. Recall that, formally, after the annotation steps from the previous module, a
question q has N solution steps {σk}Nk=1 and M knowledge concepts {cj}Mj=1. We first encode the
question content, its solution steps, and KCs using a learnable (LLM) encoder Eψ(·):

zq = Eψ(q), zσk = Eψ(σk), zcj = Eψ(cj). (5)
These embeddings are later optimized via contrastive learning.

False negative elimination via clustering. Some KCs describe the same underlying skill using
slightly different wording (e.g., interpreting a bar chart vs. reading information from a bar graph).
Although semantically equivalent, these variants may yield different embeddings and be mistakenly
treated as negatives. To prevent this, we pre-cluster KCs using a semantic clustering function A(·),
thereby ensuring that KCs within the same cluster are not considered as negatives:

A(cj) = A(cj′) ⇒ cj′ /∈ N (cj), (6)
where N (cj) denotes the set of valid negative KCs for contrastive learning.

Contrastive learning for questions. Since each question q is associated with multiple KCs C =
{c1, c2, . . . , cm}, its embedding should be closer to its relevant KCs while being pushed apart from

4In our experiments, we observed that existing KC annotations are often noisy and that LLM-based annotation
yields higher-quality and more coherent results. This observation echoes the findings of recent works [55, 58].
Nevertheless, we provide an in-depth analysis in Appendix G. Therein, we illustrate a representative example
where our framework provides consistently higher-quality KC annotations than the original dataset.

5https://www.thecorestandards.org/Math/
6We also experimented with Bloom’s Taxonomy [5] but found that it was not equally helpful for our setting.
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irrelevant ones. For this, we use the loss

Lq(z
q, zcj ) = − log

exp
(
sim(zq, zcj )/τ

)
exp

(
sim(zq, zcj )/τ

)
+

∑
cj′∈N (cj)

exp
(
sim(zq, zcj′)/τ

) , (7)

where sim(·, ·) is the cosine similarity and τ is a temperature parameter.

Contrastive learning for solution steps. Similarly, each solution step σk should be aligned with the
KCs it practices. We thus use the loss

Ls(z
σ
k , z

c
j ) = − log

exp
(
sim(zσk , z

c
j )/τ

)
exp

(
sim(zσk , z

c
j )/τ

)
+

∑
cj′∈N (cj)

exp
(
sim(zσk , z

c
j′)/τ

) . (8)

Final objective. Our framework jointly optimizes the embeddings of questions and solution steps:

L =
1

M

M∑
j=1

Lq(zq, z
c
j ) +

1

N

N∑
k=1

1

|Ck|
∑
cj∈Ck

Ls(z
σ
k , z

c
j ). (9)

The learned embeddings enrich the input space of KT models with semantically meaningful repre-
sentations, enabling us to accurately capture the temporal dynamics of students’ learning process.

4.3 KT Training with KC Calibration (Module 3)
Finally, we replace the standard, randomly initialized question embeddings of a KT model with our
learned representations. Specifically, for each question qi in the exercise history, we define

z̃qi =
zqi + z̃σi

2
, with z̃σi =

1

Ni

Ni∑
k=1

zσik, (10)

where we average the question embedding zqi with the (mean-pooled) solution-step embeddings z̃σi .
We then feed these vectors directly into an existing KT model.

Input preparation to KT. For a student’s history of t exercises {ei}ti=1, each exercise ei is now
modeled as a tuple, i. e., ei = (z̃qi , z

y
i ), where zyi is the embedding of student’s binary response

(incorrect/correct) to the question qi and it is learned during the KT training. Note that our exercise
modeling for ei is different from a typical KT formulation (see Sec. 3). As the recent research [58]
suggests, the integration of question embeddings enhances predictive accuracy, as the KT model
benefits from explicitly encoded question semantics rather than relying on question/KC IDs alone.

State representation. The state st of a KT model equivalently represents the state of the RL
environment in our ExRec framework (details in Sec. 4.4). Following prior literature [50, 59, 63, 81],
the history of exercises {ei}ti=1 can be encoded into a latent state st via a state encoder Eθ as

(a) st = Eθ({z̃qi , z
y
i }
t
i=1) or (b) st = Eθ(st−1, z̃

q
t , z

y
t ), (11)

where (a) represents a flexible way of encoding the entire sequence into a latent representation and
(b) represents the recurrent way of encoding the sequence.

In our framework, we use (b) to compute a compact state representation st+1 from the current state
st. The benefit is that it avoids the need to keep the entire exercise history in the replay buffer.

KT training. The KT model predicts the performance of the student on the next question qt+1 via a
classifier Fθ based on the current state st via

ŷqt+1 = Fθ(st, z̃
q
t+1). (12)

Overall, during the KT training, Eθ and Fθ are jointly trained on the entire history of exercises via a
binary cross entropy loss

Lpred = −
∑
t

(yqt log ŷ
q
t + (1− yqt ) log(1− ŷqt )) , (13)

where yqt ∈ {0, 1} is the ground-truth response of the student to the given question.

Calibration of the KT model for knowledge state prediction on any KC. Aligned with the
education literature [19, 20, 32], we define the knowledge state of a student for a particular KC as the
expected performance of the student on all questions from the same KC. Specifically, for a particular
KC c ∈ C at time t, we formalize the knowledge state of a student as

yct = Eq∼Q(c)[y
q
t ] ≈

1

|Q(c)|
∑
q∈Q(c)

ŷqt , (14)

where Q(c) is the set of all questions from the KC c.
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Of note, the above approach to computing a knowledge state yct requires multiple inferences over
a set of questions, which becomes computationally challenging in real-time, especially for a large
corpus. We are the first to address this challenge by allowing the KT model to directly predict the
knowledge state at the inference time.

To speed up knowledge state prediction, we proceed as follows. Recall that, with the introduction
of our representation learning module (Sec. 4.2), both question embeddings (i. e., zq) and KC
embeddings (i. e., zc) are already in the same embedding space. Therefore, we can formulate the
knowledge state prediction as a prediction task over the KC embeddings. However, applying this
prediction directly over the KC embeddings yields suboptimal results in practice (see AppendixD).
To achieve the desired performance, we further calibrate the KT model and bring its prediction over a
KC embedding closer to the knowledge state estimated in Eq. 14. Specifically, for each student and
each time step, we sample a KC c ∈ C at uniformly random, and predict the knowledge state via

ŷct+1 = Fθ(st, z
c
t+1), (15)

where st is calculated as earlier in Eq. 11. Then, we define our knowledge state prediction loss as
LKC = −

∑
t

(
yct log ŷ

c
t + (1− yct ) log(1− ŷct )

)
, (16)

and define our calibration loss as
Lcalib = Lpred + LKC, (17)

where we keep original prediction loss Lpred to retain the prediction performance of the KT model.

4.4 RL Framework for Exercise Recommendation (Module 4)
The final module of our ExRec formulates exercise recommendation as a reinforcement learning
(RL) task, where the calibrated KT model serves as the RL environment to simulate student learning
behavior. Here, we define a Markov decision process (MDP) based on the learned representations
and knowledge state predictions from our KT model, which enables seamless integration with any
standard RL algorithm.

MDP formulation. We define the RL problem as an MDP M = (S,A, P,R, γ), where:
• State space (S): The student’s state at time t, denoted as st, is represented by the KT model’s

compact student state, i.e., st = Eθ(st−1, z̃
q
t , z

y
t ), where z̃qt is the question embedding and zyt

represents the embedding of student’s past response.

• Action space (A): The RL agent selects the next exercise qt+1, represented by its embedding
z̃qt+1 ∈ Rd. The action space is originally continuous, and exercises are retrieved via semantic
similarity in the learned representation space at the test time. Our ExRec framework additionally
allows RL agents with discrete action, whose output represents the question ID qt+1 ∈ Q. This
question ID is then mapped to its original embedding z̃qt+1 as an action for our RL environment.7

• Transition dynamics (P ): The environment transition is governed by the KT model, which
updates the student’s state st+1 based on their response to the selected question. Specifically, the
transition probability is defined as P (st+1 | st, z̃qt+1) : S ×A× S → [0, 1], where the next state
st+1 is determined by the student’s correctness on the recommended question qt+1. Given the KT
model’s predicted probability of a correct response ŷqt+1 = P (yt+1 = 1 | st, z̃qt+1), the next state
follows a probabilistic update8:

st+1 =

{
Eθ(st, z̃

q
t+1, z

y=1
t+1 ), with probability ŷqt+1,

Eθ(st, z̃
q
t+1, z

y=0
t+1 ), with probability 1− ŷqt+1.

(18)

All other next states have zero probability. Therefore, the transition mechanism is aligned with
the temporal dynamics of student’s learning process, as modeled by the calibrated KT model.

• Reward function (R): The reward reflects the improvement in the knowledge state. Given a KC
c, we define the reward as the change in predicted knowledge state, i. e.,

rt = ŷct+1 − ŷct , (19)
where ŷct is the student’s predicted knowledge state for c at time t, computed directly via the

calibrated KT model.

• Discount factor (γ): Controls the trade-off between short-term and long-term learning gains.
7Regardless of action space being continuous or discrete, the RL environment, i. e., the calibrated KT model,

simulates the student behavior the same way as it only processes the question embeddings.
8For clarity, we distinguish incorrect/correct binary response embeddings as zy=0

t and zy=1
t , respectively.
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Integrating KT into RL. Our approach natively integrates KT within the RL framework. This is
enabled by the calibrated KT model, which provides: (i) Compact student state representation without
requiring full student history encoding, and (ii) direct knowledge state estimation instead of relying
on indirect performance proxies. Thanks to this, various RL algorithms (e.g., PPO [66], TD3 [27],
SAC [31]) can be used in a seamless manner for optimizing exercise selection policies.

4.4.1 Model-Based Value Estimation
For continuous-action RL algorithms with Q-learning [e. g., 27, 31, 46], we optimize exercise selection
by estimating the expected future knowledge improvement using a critic network. Instead of training
a randomly initialized Q-network from scratch, we leverage the “full access to our environment”, i.e.,
the KT model, to design a model-based value estimation method [26].

Bellman optimality in our RL environment. In standard Q-learning, the optimal action-value
function satisfies the Bellman equation [7]:

Q∗(st, z̃
q
t+1) = E

[
rt + γmax

z̃qt+2

Q∗(st+1, z̃
q
t+2) | st, z̃

q
t+1

]
. (20)

Here, Q∗(st, z̃
q
t+1) represents the expected cumulative knowledge improvement if the RL agent

selects question qt+1 in state st.

Model-based critic design. Rather than learning Q(st, z̃
q
t+1) from trial-and-error interactions, we

exploit the KT model’s structure to directly estimate student progression. We construct a novel critic
network initialized with components from the pre-trained KT model:

• The state transition function Eω is initialized as Eθ, the recurrent knowledge tracing module from
our KT model.

• The value prediction function Fω is initialized as Fθ, the calibrated KT prediction module.

Estimating the value function. Given the current student state st and selected question zqt+1, we
compute the expected future knowledge improvement based on two possible responses:

s
(1)
t+1 = Eω(st, z̃

q
t+1, z

y=1
t+1 ), s

(0)
t+1 = Eω(st, z̃

q
t+1, z

y=0
t+1 ), (21)

where s
(1)
t+1 and s

(0)
t+1 are the next states if the student answers correctly or incorrectly, respectively.

The predicted accumulated knowledge state for the targeted KC in each scenario is obtained via
yct+1

(1) = Fω(st+1
(1), zc), yct+1

(0) = Fω(st+1
(0), zc). (22)

Final value computation. The final Q-value is computed as the expected knowledge improvement
over the current knowledge state, weighted by the KT model’s response prediction ŷqt+1:

Q(st, z̃
q
t+1) = ŷqt+1 · yct+1

(1) + (1− ŷqt+1) · yct+1
(0) − ŷct , (23)

where ŷct is the knowledge state of the student before answering the question, acquired by the KT
model. This formulation ensures that the value estimate aligns with the student’s expected learning
progression by directly leveraging the KT model rather than relying solely on learned Q-values.

By integrating this model-based critic, our RL agent benefits from (i) accurate, structured knowledge
estimation, which reduces the need for excessive environment interactions, (ii) efficient policy
learning, as the Q-function is informed by the calibrated KT model, and (iii) seamless adaptation to
new students and exercises, as the critic inherently captures the student’s evolving knowledge state.

5 Experimental Setup

Dataset. We use the XES3G5M dataset [51], a large-scale KT benchmark with high-quality math
questions. It contains 7,652 unique questions and 5.5M interactions from 18,066 students. As the
original questions are in Chinese, we have translated them into English. See Appendix B for details.

RL environment. To ensure realistic student behavior, we initialize the RL environment by sampling
a student and encoding their first 100 exercises. The 100th latent state serves as the initial state of the
RL agent, ensuring a sufficient number of knowledge states across different environments to avoid
cold-start problems. Following initialization, our RL agents interact with the environment for a fixed
horizon of 10 steps, where each step corresponds to an exercise recommendation. In evaluation, we
compare RL algorithms across 2048 students, i. e., environments, from the test set of the dataset.

Non-RL Baselines. To assess the extent to which RL agents learn meaningful exercise recommen-
dation policies, we first implement two non-RL baselines: (i) a random policy, which recommends

7



exercises uniformly at random from the existing question corpus, and (ii) historical data, where the
knowledge state evolves based on the actual student responses.9

RL algorithms. To evaluate the effectiveness of our ExRec framework, we integrate a broad range of
RL algorithms for personalized exercise recommendation10. We start with (i) continuous state-action
methods, which include both value-based approaches (DDPG [46], SAC [31], and TD3 [27]) and
policy-based algorithms (TRPO [65] and PPO [66]). We then consider (ii) discrete action methods
such as Discrete SAC [17], C51 [6], Rainbow [34], and DQN [54]. For DDPG, SAC, and TD3, we
also provide variants with model-based value estimation (denoted as “w/ MVE”), which utilize our
calibrated KT model to improve value estimation and long-term reward propagation.

Implementation. Appendix C provides the details of our ExRec, including model configurations,
training procedures, runtime, and hyperparameters, to ensure reproducibility and fair comparison.

Ablation studies. We also evaluate the performance of the earlier modules (e. g., KC annotation,
representation learning, and KT training and calibration) in Appendix D.

5.1 Evaluation Tasks
We evaluate our ExRec framework across four real-world tasks, each designed to reflect a different
educational objective. The first task aligns with prior literature [4, 10, 14], while the remaining three
are novel and address practical use cases that have been previously underexplored. A brief summary
of each task is provided below, with full formulations and scoring details in Appendix E.

Task 1: Global knowledge improvement. We first follow the earlier literature and perform the
standard task focusing on holistic student learning by optimizing improvements across all KCs.
Instead of targeting a single concept, we define the reward as the aggregate change in the student’s
knowledge state, averaged over all KCs. Compared to the existing works, we achieve this efficiently
without running inference over the full question set, thanks to our calibrated KT model.

Task 2: Knowledge improvement in practiced KC. We simulate a scenario where the student is
focused on mastering a specific KC. For each student, we identify the most frequent KC in their
last 10 exercises and set it as the target. This allows the RL agent to support ongoing learning by
recommending conceptually aligned questions.

Task 3: Knowledge improvement in upcoming KC. To emulate curriculum progression, we
compute a transition matrix between recently practiced and upcoming KCs across students. The next
target KC is sampled from this distribution, enabling the RL agent to recommend questions that align
with natural learning paths observed in the data.

Task 4: Knowledge improvement in weakest KC. At each step, we adaptively target the KC with
the lowest estimated knowledge among all KCs. This way, the RL agent focuses on the student’s
weakest areas and personalizes learning toward balanced conceptual understanding. For evaluation,
we compute the average knowledge improvement in these targeted KCs.

6 Results
Figure 3 shows the performance of each method as a percentage of the maximum achievable improve-
ment in the knowledge state. We find the following: (1) Across all tasks, non-RL baselines yield
marginal or even negative gains, which highlights the need for tailored recommendation policies.
(2) Discrete-action methods generally perform well in simpler tasks (1–3), which is due to their
ability to optimize toward a static target. (3) Among continuous state-action RL methods, value-based
approaches (DDPG, TD3, SAC) consistently outperform policy-based ones (TRPO, PPO).(4) Our
model-based value estimation (w/ MVE) proves especially effective, consistently boosting the perfor-
mance of continuous value-based RL methods across all tasks. (5) Particularly at task 4, which is
substantially more challenging due to that the target KC may change at each step per student, our
MVE approach boosts the performance of continuous value-based RL methods beyond the level of
discrete methods. Takeaway: Our ExRec shows the importance of tailored exercise recommendation
policies. It also demonstrates how fully leveraging the KT environment, via our model-based value
estimation, can lead to large improvements in RL performance for educational settings.

9Unlike all other methods, historical data does not rely on the KT model to sample student responses, as
ground-truth interactions are available.

10We implement RL algorithms using the Tianshou library [74].
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(a) Task 1: Global Knowledge Improvement.

Random
 Po

licy

Histo
rica

l D
ata DDPG SAC

TD
3

TRPO PPO

Disc
ret

e S
AC C51

Rain
bow DQN

0

10

20

30

40

50

60

%
 o

f M
ax

 Im
pr

ov
em

en
t

Default
w/ MVE

(b) Task 2: Knowledge Improvement in Practiced KC.
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(c) Task 3: Knowledge Improvement in Upcoming KC.
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(d) Task 4: Knowledge Improvement in Weakest KC.

Figure 3: Knowledge improvements across four tasks, averaged over 2048 students in the test set.
Our framework supports a range of RL algorithms and enables extensive comparison among methods.

6.1 Use Case: Extending the Question Corpus
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Figure 4: Results of extending question corpus.

To test whether our framework generalizes to
new, unseen questions, we extend the original
question corpus by generating three times more
questions using GPT-4o (see Appendix H for
prompt details and examples). Each generation
introduces additional KCs while preserving the
conceptual grounding of the original question.
As shown in Figure 4, default models gener-
ally experience a drop in performance under
the extended corpus. In contrast, models aug-
mented with our model-based value estimation
(w/ MVE) are robust and, in many cases, even improve student knowledge more effectively by
leveraging the broader question set.

6.2 Use Case: Visualizing Conceptual Growth
We visualize how our framework supports learning trajectories. We use a random student from Task
4 for illustration. Figure 5 shows how the student’s knowledge states evolve across steps.11 Here,
we compare a value-based continuous-action model (DDPG) and its improved versions—w/ MVE
and w/ MVE + extended corpus—against a random policy. (1) The random policy fails to produce
meaningful gains, as it recommends exercises without addressing the weaknesses of the student.
(2) DDPG achieves moderate improvements, underscoring the benefit of learning tailored policies
through our framework. (3) Our MVE approach leads to significantly larger gains. (4) Further
improvements are observed when training on the extended corpus, which broadens the action space
while remaining compatible with our framework. (5) Notably, while vanilla DDPG may take several
steps to address the same KC (e.g., KC 1326), our enhanced variants treat KCs more efficiently by
adapting quickly, which enables focusing on other weak concepts.

7 Discussion
ExRec addresses limitations of earlier methods for personalized exercise recommendations by in-
troducing semantically grounded question representations, compact student state modeling, and
efficient knowledge state estimation for reward computation. As a result, we demonstrate that the
personalized exercise recommendation benefits greatly from modeling both the semantics of exercises
and the structure of student learning. Further, our model-based value estimation (MVE) consistently
improves the performance of Q-learning-based continuous RL methods, particularly in settings like

11The knowledge state evolution for a wider set of RL policies can be found in Appendix I.

9



0 1 2 3 4 5 6 7 8 9 10
Time Step

802
1341
1326
1326
1326
1326
1326
1326
1341
1326

KC
 ID

s

Random Policy

0 1 2 3 4 5 6 7 8 9 10
Time Step

802
1341
1341
1326
1326
1326
1326
805

1326
1326

DDPG

0 1 2 3 4 5 6 7 8 9 10
Time Step

802
1341
1341
805

1140
1326
1326
1326
1326
1309

DDPG w/ MVE

0 1 2 3 4 5 6 7 8 9 10
Time Step

802
1341
1341
805
805
805
805
43
43
43

DDPG w/ MVE (Extended Corpus)

0.2

0.4

0.6

0.8

Kn
ow

le
dg

e 
St

at
e

Figure 5: Knowledge state evolution for a single student across different policies (Task 4). At each
step, the weakest KC is targeted, and the corresponding knowledge trajectory is shown. White dashed
boxes mark changes after each recommendation. A KC may appear more than once if it remains the
weakest. KC IDs are for visualization only; our framework uses semantic KC embeddings, not IDs.

targeting the weakest KC, where the target KC shifts dynamically over time. Finally, our framework
generalizes to unseen exercises and supports fine-grained analyses of evolving student knowledge.
As ExRec relies on KT models as environment and semantic embeddings as question representations,
future work could explore stronger KT models or difficulty-aware question representations for even
richer personalization. Together, these findings suggest that leveraging KT as an environment opens
new avenues for scalable personalization in education.
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We elaborated on the technical novelties of our framework in Section 4 and
showed the effectiveness of our method in the detailed experiments in Section 6.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We explained in our discussion section that the performance of exercise
recommendation policies relies on the performance of KT models for an accurate student
simulation. Hence, the future work can focus on more accurate modeling of student
trajectories. Further, the current work does not focus on the difficulty of the questions, which
can be incorporated into the representation learning module of our framework.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: We provided the full derivation of our complete framework (including all
of its individual components) in Section 4 and carefully provided the assumptions when
applicable.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We described our complete architecture in Section 4. We further made
our code publicly available and added clear instructions in our repository. We provided
implementation details and listed computing resources in Appendix C.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide full access to our code as provided in our repository with clear
instructions to run our framework. Further, we provided implementation details and listed
computing resources in Appendix C.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provided all the experimental details comprehensively in Appendix C.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We provided the error bars in our results when the standard deviations overlap.

Guidelines:
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• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: For each module of our framework, we listed the compute requirements in
Appendix C.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We read NeurIPS Code of Ethics and confirm that our paper conforms, in
every respect, with the NeurIPS Code of Ethics. Specifically, our work is using the publicly
available datasets which do not demonstrate any privacy concerns.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
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Answer: [Yes]

Justification: We discuss the potential positive and negative societal impacts of our work in
Section 7.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]

Justification: In our work, we are not releasing new data and/or models, therefore, our work
does not pose a primary risk. Although our work does not directly release new data or
models, we recognize that the exercise recommender RL agents must be trained for the right
set of rewards, and must intend no harm.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We carefully cited the creators or original owners of all the models and the
datasets presented in our paper.
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Guidelines:
• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: Both in the paper and the repository, we provided the detailed documentations
regarding the assets provided.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: Our paper does not involve crowdsourcing nor research with human subjects
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
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Answer: [NA]
Justification: Our paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [Yes]
Justification: Module 1 and Module 2 (in Section 4) of our framework involve the usage of
LLMs in terms of both prompting and finetuning. We provided the details of their usage in
both Appendix and our repository.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Alternative Approaches to Exercise Recommendation

Various works in exercise recommendation have explored a range of strategies, often without simulat-
ing student learning trajectories. Several approaches rely on static, rule-based logic, recommending
knowledge concepts (KCs) based on manually defined prerequisite graphs [33], proxy objectives
like novelty [76], or instructor-specified difficulty levels [62], rather than learning an adaptive policy.
Other methods frame recommendation as a supervised learning problem, optimizing for immediate
performance or success [37, 45] instead of prioritizing long-term knowledge improvement. A com-
mon thread in these works is the reliance on hand-crafted features or ID-based representations, which
overlooks the semantic content of questions and KCs [33, 37, 45], with some systems providing
decision-support dashboards for instructors rather than a fully automated recommendation policy
[72]. These limitations motivate more dynamic approaches that can model the evolution of student
knowledge over time.
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B Dataset

The XES3G5M dataset [51] is a large-scale benchmark for knowledge tracing, collected from a
real-world online math learning platform. It comprises 18,066 student histories, totaling over 5.5
million interaction records across 7,652 unique math questions. These questions are annotated
with 865 leaf-level knowledge concepts (KCs). Compared to existing KT datasets, XES3G5M
provides rich auxiliary information, including: (1) full question texts and types (multiple-choice and
fill-in-the-blank), (2) and the final answers of the provided questions.

For compatibility with our framework, we translated all question texts from Chinese to English using a
high-quality commercial translation tool, and ensured formatting consistency through post-processing.
We provide the translated dataset along with our annotations in the repository.

We note that, while the dataset provides manually annotated KCs, we found that these annotations
are often low-quality (see Appendix G). Therefore, we systematically re-annotate questions using
our Module 1 (KC Annotation via LLMs), resulting in improved consistency and interpretability.
In the original dataset, each question is associated with 1.16 KCs on average. In comparison, our
ExRec framework identifies 3 KCs for the majority of questions. This can be attributed to our
framework’s ability to provide more comprehensive and modular KC annotations compared to the
original distributions. Fig. 6 shows the distribution of number of KCs per question.
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Figure 6: Distribution of number of KCs per question annotated by our framework.

Our framework produces 5,139 unique KC annotations, which are grouped into 1,377 clusters based
on semantic similarity. Compared to our earlier work [58], which produced 8,378 unique KCs and
2,024 clusters, this represents a substantial improvement in the consistency of the KC annotations.
We attribute this improvement to two key design choices: (i) instructing the LLM to align with
the Common Core State Standards for Mathematics to ensure canonical phrasing of KCs, and (ii)
prompting the model to explicitly reason about the relevance of each KC in context (see Appendix F).
Fig. 7 illustrates the most frequent clusters across the dataset. We release all annotated KCs and their
clustering results to support reproducibility and further research.
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Figure 7: Most representative KCs across all questions in the dataset. The result is shown after
clustering semantically similar KCs.
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C Implementation Details

KC Annotation (Module 1). We leverage the reasoning capabilities of OpenAI’s GPT-4o12 to
automate all three stages: solution step generation, KC annotation, and solution step–KC mapping.
We carefully steer model towards more consistent KC annotations across different Math questions,
which is ignored in earlier works [55, 58]. For this, we specifically instruct the LLM to (1) use
Common Core State Standards for Mathematics as a reference and (2) reason about why and how
each KC is particularly relevant for the current question. We set the temperature to 0 for deterministic
outputs. For each question in the dataset, the model is queried three times, once per stage. Across the
7,652 questions in XES3G5M, the total cost of prompting remains approximately 50 USD.

Question Representation Learning (Module 2). To learn semantically rich question embeddings,
we adopt a multi-stage contrastive training approach similar to [58]. First, we cluster the Sentence-
BERT [64] embeddings of KCs using HDBSCAN [11] to identify semantically close groups and
mitigate false negatives during contrastive training. We use cosine similarity as the distance metric,
and we set the minimum cluster size and minimum samples to 2.

We then fine-tune a BERT encoder [23] using a contrastive loss over question–KC and solution
step–KC pairs. To differentiate the input types, we introduce three special tokens—[Q], [S], and
[KC]—prepended to the question content, solution step, and KC, respectively. Their [CLS] token
embeddings are used to represent the full input sequence.

We train the model for 50 epochs using a batch size of 32, a learning rate of 5e-5, dropout of 0.1, and
a temperature of 0.1 in the similarity function. The training is performed on an NVIDIA A100 GPU
(40GB) and completed in under 6 hours.

After training, question embeddings are computed by encoding both the question content ([Q]...)
and its solution steps ([S]...) and aggregating the resulting embeddings as described in Sec. 4.3.
Importantly, this inference does not require KC annotations—making it possible to directly embed
newly added questions without running the LLM again.

KT training with KC calibration (Module 3). For an efficient state representation, we leverage
a KT model that encodes the exercise history into a latent state in a recurrent manner. Specifically,
we choose an LSTM architecture for the state encoder Eθ, which has been used in earlier KT works
[1, 49, 56, 63, 70, 79]13. The classifier Fθ is a multi-layer perceptron. During our entire experiments,
we fixed the dimensionality of state st to 300. To ensure an equal representation with the question
embeddings, we further increase the dimensionality of st to 768 (same as the dimensionality of
question embeddings) via a linear layer before feeding it into the classifier Fθ.

During KC calibration of the KT model, we approximate a student’s knowledge state on a given
concept c ∈ C by sampling 20 relevant questions associated with c from the question corpus and
averaging the predicted correctness scores. To ensure stability and prevent the moving target problem,
these predictions are computed using a fixed checkpoint of the KT model obtained after standard
training is completed.

Both the initial KT training and the subsequent KC calibration are performed using a batch size of
512 and a learning rate of 2e-5. We used NVIDIA GeForce RTX 3090 with 24GB GPU for the
training of KT models. The training takes approximately 2.5 hours on a single GPU and the inference
(per question) takes 8.7 milliseconds. Of note, fast inference is the key element to ensure efficient
student simulation in RL environment.

For implementation, we customize the pyKT library [48] to support our custom model architecture
and KC-level supervision. We provide our custom KT architecture and its training details in our
repository.

RL framework for exercise recommendation (Module 4). We integrate our trained KT model as an
RL environment within the Tianshou library [74], following the OpenAI Gym API specification [9] to
ensure seamless compatibility. This design allows multiple RL agents to interact with the KT-based
environment for a comprehensive and flexible benchmarking of exercise recommendation policies.

12https://platform.openai.com/docs/models/gpt-4o
13We note that we do not sacrifice the accuracy by choosing an LSTM encoder instead of attention-based

encoder. As found in earlier research [58], the LSTM-based KT models achieve state-of-the-art performances
after incorporating the rich question representations.
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Unlike the default Tianshou strategy, which creates N environment instances and manages them
asynchronously via multi-threading,14 our framework supports parallel student simulations by pro-
cessing all N environments as a single batch on the GPU. This enables more efficient training and
significantly reduces memory overhead. We release all necessary environment wrappers and code for
easy integration and reproducibility.

Similar to the training of KT models, we used NVIDIA GeForce RTX 3090 with 24GB GPU for the
training of RL algorithms and each training is completed under an hour. RL inference per exercise
recommendation takes 78.5 milliseconds on a single GPU, which shows the effectiveness when
recommending the exercise in real time.

The hyperparameter details of RL algorithms can be found in Table 1.

14https://tianshou.org/en/stable/01_tutorials/07_cheatsheet.html
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Table 1: Hyperparameter tuning of RL algorithms.
Method Hyperparameter Tuning Range

All methods Question and KC Embedding Size 768
Critic Network Up Projection Size 1200
Critic Network Hidden Size 300
Max Steps 10
Reward Scale 1000
Gamma 0.99
Learning Rate [5 · 10−5, 1 · 10−4]

DDPG Tau [0.001, 0.01, 0.05, 0.1]

SAC Tau [0.01, 0.015, 0.02, 0.05]
Alpha [0.1, 0.2, 0.3,0.4, 0.5]
Deterministic Evaluation [True, False]

TD3 Tau [0.05, 0.005,0.01]
Actor Update Frequency [2, 4]
Policy Noise [0.1, 0.2]
Noise Clip [0.5]

TRPO Actor Step Size [0.5, 0.025]
Advantage Normalization [False]
Discount Factor [0.99, 0.995]
Gae Lambda [0.95, 0.97]
Max KL [0.01, 0.02]
Optim Critic Iters [5]
Reward Normalization [False]
Repeat Per Update [1]

PPO Advantage Normalization [False]
Deterministic Evaluation [False]
Discount Factor [0.99, 0.95]
Entropy Coefficient [0.01, 0.05]
L-Clip [0.1, 0.2]
Gae Lambda [0.9, 0.95]
Value Loss Coefficient [0.5, 1.0]

Discrete SAC Alpha [0.1, 0.2]
Estimation Step [1, 10]
Tau [0.005, 0.01, 0.05]

C51/Rainbow Clip Loss Gradient [True, False]
Discount Factor [0.99, 0.995]
Double Network [True, False]
Num Atoms [17]
Target Update Frequency [0, 1, 10]
Vmax [1000]
Vmin [−1000]

DQN Clip Loss Gradient [True, False]
Discount Factor [0.99, 0.995]
Estimation Step [1]
Double DQN [True, False]
Target Update Frequency [0,1,10]

Other than specified parameters, we use the default values from Tianshou library.
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D Evaluating Individual Modules of ExRec

While the main paper focuses on evaluating the effectiveness of our framework for exercise rec-
ommendation, this section provides a closer examination of the upstream modules: KC annotation,
representation learning, and knowledge tracing with KC calibration. Understanding the quality and
behavior of these modules is essential, as they form the foundation upon which our recommendation
policy is built.

KC Annotation (Module 1). Our framework builds on recent advances demonstrating the viability
of using large language models (LLMs) for automated knowledge concept (KC) annotation of math
problems [55, 24]. Prior work shows that LLM-generated annotations not only improve downstream
reasoning performance [24], but are also preferred by human annotators over expert-created labels
[55]. Our approach follows the annotation pipeline of Ozyurt et al. [58], which leverages step-by-step
solutions to improve both the accuracy and conceptual granularity of KC labels. Their study found
that LLMs using solution steps were preferred by annotators 86.9 % of the time compared to those
without steps, and were favored 95 % of the time over the original KC annotations in the XES3G5M
dataset. We extend this approach by explicitly instructing the LLM to align its output with the
Common Core State Standards and to reason explicitly about the relevance of each KC. This leads to
substantially more consistent annotations: our framework produces 5,139 unique KC labels grouped
into 1,377 semantically coherent clusters, compared to 8,378 KCs and 2,024 clusters in Ozyurt et al.
[58], indicating improved coherence and reduced redundancy in the KC space.

Question Representation Learning (Module 2). To assess the effectiveness of our representation
learning module, we evaluate how well the learned embeddings reflect the KC structure. Specifically,
we measure the retrieval quality of semantically related questions via a micro-averaged F1 score at
the cluster level. For each KC cluster, we randomly select a representative KC and use the LLM to
compute its embedding. We then retrieve the top-N nearest questions in the embedding space, where
N is the number of questions associated with that cluster. Retrieval performance is calculated by
comparing the retrieved questions against the true cluster members, and we aggregate scores across
clusters to compute the final micro-F1.

Without representation learning, the default LLM embeddings yield a micro-F1 score of 0.2305,
reflecting limited alignment between questions and their associated KCs. After applying our con-
trastive training objective, this score rises substantially to 0.8865, indicating a dramatic improvement
in semantic coherence.

Figure 8 visualizes this improvement qualitatively. On the left, questions related to the same KC are
scattered across the embedding space, resulting in poor semantic grouping. On the right, representa-
tion learning produces tightly clustered embeddings for related questions, clearly highlighting the
benefit of our training procedure. This clustering not only boosts retrieval accuracy but also enhances
downstream modules that rely on precise semantic alignment.

KT training with KC calibration (Module 3). In contrast to prior KT frameworks that train
question embeddings from scratch or continue updating them during KT training [48, 51, 58], our
approach preserves the semantically enriched embeddings obtained in Module 2 by freezing them
throughout KT training. This design ensures that both questions and KCs remain in a shared,
interpretable embedding space, allowing for direct querying of KC mastery. While freezing these
embeddings leads to a small drop in predictive performance (AUC decreases from 82.13 to 81.26), it
still substantially outperforms standard ID-based initialization (78.33 AUC). More importantly, this
setup enables interpretable mastery estimation at the KC level by querying the KT model with a KC
embedding directly. To evaluate this capability, we sampled 20 questions associated with each KC
and compared their average predicted mastery against the KC-query prediction. The resulting mean
absolute error was 0.08. We further enhanced this alignment through our KC calibration step (see
Sec.4.3), which boosts the AUC to 81.65 and reduces the KC-level MAE to 0.028. These results
validate that our framework not only maintains high predictive accuracy but also introduces a scalable
and interpretable mechanism to estimate student mastery over individual KCs.
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Figure 8: Effect of representation learning on question embeddings. Each color indicates a different
KC cluster, and the black star marks the original query question. Our representation learning module
yields tightly grouped clusters. In comparison, the clusters on the left (w/o rep. learning) are scattered.
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E Detailed Description of Evaluation Tasks

In this section, we provide detailed formulations and motivations for the four evaluation tasks
introduced in Sec. 6. Each task defines a different set of target knowledge concepts (KCs), reflecting
distinct pedagogical goals. In all tasks, the RL agent interacts with a calibrated KT environment for
10 steps. While this interaction begins at the 100th exercise in the original student history, we denote
this point as step (0) from the RL perspective.

Let ŷc(0) denote the predicted knowledge state of a student for concept c at the beginning of the RL
episode, and ŷc(10) the state after 10 recommended exercises. The evaluation score is computed as the
net improvement:

Score =
1

|T |
∑
c∈T

(
ŷc(10) − ŷc(0)

)
, (24)

where T is the set of target KCs defined for each task.

Task 1: Global knowledge improvement. Here, the agent is rewarded for general learning progress,
with the entire concept set considered:

T = C,
where C is the set of all annotated knowledge concepts. This task evaluates broad improvement across
the curriculum and is aligned with standard KT metrics. Unlike prior work, our framework allows
direct inference at the concept level, avoiding costly evaluations over all questions.

Task 2: Knowledge improvement in practiced KC. This task models a student actively focusing on
a specific concept. For each student, we extract the KCs from their last 10 exercises:

Crecent =

100⋃
i=91

Ci,

where Ci is the set of KCs associated with exercise ei. The most frequently occurring concept
c∗ ∈ Crecent is selected as the target: T = {c∗}.

Task 3: Knowledge improvement in upcoming KC. This task simulates progression in curriculum
learning. We first build a KC-to-KC transition matrix M[c → c′] by co-occurrence statistics across
student histories:

Cbefore =

100⋃
i=91

Ci, Cafter =

110⋃
i=101

Ci,

and for each pair (c, c′) ∈ Cbefore × Cafter, we increment the matrix:

M[c → c′] += 1.

After normalization, we obtain transition probabilities:

P (c′ | c) = M[c → c′]∑
c′′ M[c → c′′]

.

To sample the target KC for each student, we marginalize over the set of previously encountered KCs:

P (c′) =
∑

c∈Cbefore

P (c′ | c) · P (c),

where P (c) is set to uniform over Cbefore. The sampled target c∗ ∼ P (c′) defines the evaluation set
T = {c∗}.

Task 4: Knowledge improvement in weakest KC. This task encourages the agent to target the
student’s weakest areas. At each step t, the current weakest concept is:

c∗t = argmin
c∈C

ŷc(t).

Let T = {c∗1, c∗2, . . . , c∗10} be the union of selected weakest concepts over the episode. The final
score is computed as:
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Score =
1

10

10∑
i=1

(
ŷ
c∗i
(10) − ŷ

c∗i
(0)

)
. (25)

This task models adaptive remediation by dynamically selecting and addressing knowledge gaps.

Scoring details. To evaluate performance, we measure the net change in the student’s knowledge
state after 10 exercise recommendations, averaged over 2048 students from the test set. Given that the
dataset has an average correctness rate of 78 %, our calibrated KT model yields a mean knowledge
state of 0.78 across students and KCs. Consequently, the maximum attainable improvement (on
average) is +0.22, while the worst possible decline is –0.78.

Rather than reporting raw gains, we adopt a normalized metric that expresses the observed improve-
ment as a percentage of the maximum achievable gain. For instance, if the upper bound is 0.22
and a model improves a student’s knowledge by 0.15, we report 68.2 % of the maximum possible
improvement. This normalization improves comparability across models and tasks. Note that while
Tasks 1–3 share a common upper bound of approximately 0.22, Task 4 (due to dynamically targeting
the weakest KC) permits larger gains, with upper bounds reaching up to 0.64 depending on the model.
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F Prompts for KC Annotation via LLMs

We show below the prompt templates used in Module 1 for generating solution steps, KC annotations
and solution step-KC mappings. Our approach follows a system-user prompt format, which reflects
how large language models are typically queried in practice.

F.1 Solution Step Generation

System Prompt

Your task is to generate the clear and concise step by step solutions of the
provided Math problem. Please consider the below instructions in your
generation:

- You will be provided with the final answer. When generating the step by step
solution, you can leverage this information piece.

- It is important that your generated step by step solution should be understandable
as stand-alone, meaning that the student should not need to additionally check
final answer or explanation provided.

- Your solution steps will be later used to identify the knowledge concepts
associated at each step. Therefore, please don’t write a final conclusion
sentence as the last step, because it won’t contribute to any knowledge concept.

- Don’t generate any text other than the step by step solution described earlier.
- Don’t divide any equation to multiple lines, i.e. an equation should start and

finish at the same line.
- Make your step-by-step solution concise (e.g. not much verbose, and not a longer

list than necessary) as described earlier.
- You must provide your step by step solution in a structured and concise manner in

Solution_Steps field as a list of steps, i.e. [<step1>, ..., <stepN>] . Don’t
enumerate the steps.

- You have limited tokens, try to make each <step> as concise as possible.
- IMPORTANT: If your final answer does not match the provided final answer, provide

one last solution step with <error>. This will help us identifying potential
errors in your solution generation.

- IMPORTANT: Don’t use any invalid character, i.e., it should be safe to call ‘ast.
literal_eval‘ on your response message.

Please follow the example output in json format below as a template when structuring
your output:

{"Solution_Steps": [<step1>, <step2>, ..., <stepN>]}

User Prompt Template

Question: <QUESTION TEXT>
Final Answer: <FINAL ANSWER>

F.2 KC Annotation

System Prompt

You will be provided with a Math question and its step by step solution. Your task
is to provide the concise and comprehensive list of knowledge concepts (KCs) in
Math curriculum required to correctly answer the questions.

Your task has mainly 2 phases, whose details will be provided below. Each phase has
its own field in your json output format.

- Reasoning:
1. Identify all the relevant KCs required to solve this problem.
2. Justify why each KC is relevant, considering the question and solution steps.
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3. You have limited space, so please use 100 words maximum.

- List of KCs: Provide a list of unique KCs with the help of your reasoning above, i
.e. [<KC 1>, ..., <KC M>]. Don’t enumerate the KCs.
1. Provide multiple knowledge concepts only when it is actually needed.
2. Some questions require a figure, which you won’t be provided. As the step-by-

step solution is already provided, use your judgement to infer which
knowledge concept(s) might be needed.

3. For a small set of solutions, their last step(s) might be missing due to
limited token size. Use your judgement based on your input and your ability
to infer how the solution would conclude.

4. Remember that knowledge concepts should be appropriate for Math curriculum.
If annotated step-by-step solution involves advanced techniques, use your
judgment for more simplified alternatives.

IMPORTANT NOTE: For your task, try to use the Common Core State Standards for
Mathematics for the Knowledge Concept (KC) annotations. The reason is, we aim
to get consistent texts for the same KCs across different questions.

Please follow the example output in json format below as a template when structuring
your output. IMPORTANT: Don’t use any invalid character, i.e., it should be

safe to call ‘ast.literal_eval‘ on your response message.

{"Reasoning": <Your reasoning to identify relevant KCs.>,
"list_KCs": [<KC 1>, <KC 2>, ..., <KC M>]}

User Prompt Template

Question: <QUESTION TEXT>
Solution steps: <SOLUTION STEPS>

F.3 Solution Step-KC Mapping

System Prompt

You will be provided with a Math question, its step by step solution and its
associated knowledge concepts (KCs). Your task is to map each solution step
with its associated KC(s).

- Mapping between solution steps and KCs: All solution steps and all knowledge
concepts must be mapped, while many-to-many mapping is indeed possible.

IMPORTANT: Each solution step is already numbered from 1 to N and each knowledge
concept is numbered from 1 to M, where M is the number of KCs you found earlier.
For consistency, use the same ordering as your output of list of KCs. Your

output should enumerate all solution step-knowledge concept pairs as numbers.

1. Each solution step has to be paired.
2. Each knowledge concept has to be paired.
3. Map a solution step with a knowledge concept only if they are relevant.
4. Your pairs cannot contain artificial solution steps. For instance, if there

are 4 solution steps, the pair "5-2" is illegal.
5. Your pairs cannot contain artificial knowledge concepts. For instance, if

there are 3 knowledge concepts, the pair "3-5" is illegal.

IMPORTANT: For this field, you will output solution step-knowledge concept pairs in
a comma-separated manner and in a single line. For example, if there are 4
solution steps and 5 KCs, one potential output could be:

"1-1, 1-3, 1-5, 2-4, 3-2, 3-5, 4-2, 4-3, 4-5"

The provided example is illustrative only. Your output should reflect the actual
mapping derived from the given question and solution.
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Please follow the example output in json format below as a template when structuring
your output. IMPORTANT: Don’t use any invalid character, i.e., it should be

safe to call ‘ast.literal_eval‘ on your response message.

{"mapping_step_KC": <solution step - knowledge concept pairs in a comma separated
manner and in a single line.>}

User Prompt Template

Question: <QUESTION TEXT>
Solution steps: <SOLUTION STEPS>
KCs: <LIST OF KNOWLEDGE CONCEPTS>
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G Example KC Annotation

We provide an example question from the XES3G5M dataset to compare the quality of our automated
KC annotation (Module 1) against the KC annotation from the original dataset.

Question: There is a bridge. To cross the bridge, you need to go uphill first, then walk on a level
road, and finally go downhill. The total distance is 18 kilometers, and the uphill, flat, and downhill
distances are equal. When someone walks across a bridge, the speed of going uphill, walking on a
level road, and downhill is 2km/h, 3km/h, and 6km/h respectively. What is his average speed across
the bridge in kilometers per hour?

Solution steps: Below is the solution steps annotated by our Module 1:

• The total distance of the bridge is 18 kilometers, and the distances for uphill, flat, and downhill
are equal. Therefore, each section is 18÷ 3 = 6 kilometers long.

• The speed going uphill is 2 km/h, so the time taken to cover the uphill section is 6÷ 2 = 3 hours.
• The speed on the flat section is 3 km/h, so the time taken to cover the flat section is 6÷ 3 = 2

hours.
• The speed going downhill is 6 km/h, so the time taken to cover the downhill section is 6÷ 6 = 1

hour.
• The total time taken to cross the bridge is the sum of the times for each section: 3 + 2 + 1 = 6

hours.
• The average speed across the bridge is the total distance divided by the total time: 18÷ 6 = 3

km/h.

KC annotation of the original dataset: Single person speed change problem.

KC annotation of our Module 1: a) Understanding of speed, distance, and time relationship,
b) Average speed calculation, c) Division, d) Addition.

Takeaway: Our ExRec provides more accurate, comprehensive, and modular KC annotations for the
Math questions compared to original annotations. These annotations facilitate semantically more
meaningful embeddings for questions, which are leveraged for both downstream KT models and RL
policies.
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H Artificial Question Generation for Extending the Corpus

We show below the system and user prompts used to generate diverse artificial Math questions to
extend the exercise corpus. The LLM is conditioned on an original question, its step-by-step solution,
and a list of annotated knowledge concepts (KCs). It is instructed to generate variations that maintain
conceptual grounding while introducing structural and reasoning diversity.

System Prompt

You will be provided with a Math question, its step-by-step solution, and its
annotated knowledge concepts (KCs). Your task is to generate conceptually
diverse Math questions that still use the core KCs but introduce variations in
mathematical reasoning, question framing, or constraints. You will do this 3
times.

You can use your creativity in this task, because the variations are highly valued.
Your generations just need to be Mathematically sound.

Please follow the detailed instructions below:

- For the first generation, you can keep the same set of KCs as in your original
input. For the other generations, you will add one more relevant KC that you
find appropriate. Keep in mind that, those added KCs won’t accumulate over your
last generation (i.e. you can add one more KC only over the original KCs). As

it will be explained in the example output format, you will first decide those
KCs at the beginning of each generation, and then you will condition your
question on it.

- You will generate the question text based on the generated KCs you decided. Note
that each question should modify the problem structure beyond simple rewording
(e.g., introducing constraints, varying input conditions, changing the logical
setup).

- Then you will generate the solution steps based on the KCs and question you
generated. You should generate a solution that genuinely reflects the
conceptual shift rather than being a template copy. Just like the question
generation, your solution steps should be modified beyond simple rewording and
they should include meaningful variations.

- You will repeat this procedure 3 times.

IMPORTANT: Ensure that your response is always a complete and well-formed JSON
object. If you are unable to generate a proper response, provide a meaningful
default example rather than an empty dictionary.

IMPORTANT: Diversity between your generations is highly appreciated.

Output format: You will provide a dictionary in json format. As you can see from the
format, you will first generate the KCs, then the question content, and

finally the solution steps. KCs and solution steps must be provided as proper
lists in their respective fields. In the below example output format, M and N
refer to number of KCs and solution step, which of course may differ across
different generations. Note that generation ids are 0-indexed, i.e., from 0 to
2. Don’t enumerate the KCs or steps within the list.

--- Example format below ---
{0: {"list_KCs": [<KC 1>, ..., <KC M0>], "question": <question_text>, "

list_sol_steps":[<step 1>, ..., <step N0>]},
1: {"list_KCs": [<KC 1>, ..., <KC M1>], "question": <question_text>, "

list_sol_steps":[<step 1>, ..., <step N1>]},
2: {"list_KCs": [<KC 1>, ..., <KC M2>], "question": <question_text>, "

list_sol_steps":[<step 1>, ..., <step N2>]}}
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User Prompt Template

Question: <QUESTION TEXT>
Solution steps: <SOLUTION STEPS>
Knowledge concepts: <LIST OF KCs>

H.1 Example Artificial Questions

We present one example original question from the dataset along with its solution steps and knowledge
concepts (KCs). Then, we show two artificial questions generated based on it using the prompt
described in this section. New conceptual elements or solution changes introduced by the model are
highlighted in purple.

Original Question

• Question: Eddie went to the stationery store to buy stationery for the teacher. The unit prices of
the stationery are as follows: a mechanical pencil is 4 yuan, a pencil box is 26 yuan, a pen is 45
yuan, and a school bag is 128 yuan. Eddie wants to buy 32 pencils, 24 pencil cases, 65 pens, and
9 school bags. How much does Eddie want to spend in total?

• Solution Steps:
1. Calculate the cost of 32 mechanical pencils: 4 yuan each x 32 = 128 yuan.
2. Calculate the cost of 24 pencil boxes: 26 yuan each x 24 = 624 yuan.
3. Calculate the cost of 65 pens: 45 yuan each x 65 = 2925 yuan.
4. Calculate the cost of 9 school bags: 128 yuan each x 9 = 1152 yuan.
5. Add all the costs together: 128 + 624 + 2925 + 1152 = 4829 yuan.

• KCs: a) Understanding multiplication, b) Solving multiplication and division problems in
real-world contexts, c) Adding and subtracting multi-digit whole numbers

Artificial Generation 1

• Question: Eddie is buying supplies for a school event. The prices are as follows: a box of markers
costs 4 yuan, a pack of paper costs 12 yuan, a set of paints costs 30 yuan, and a roll of tape costs
8 yuan. Eddie wants to buy 50 boxes of markers, 40 packs of paper, 20 sets of paints, and 15 rolls
of tape. How much will Eddie spend in dollars, if 1 dollar equals 7 yuan?

• Solution Steps:
1. Calculate the cost of 50 boxes of markers: 4 yuan each x 50 = 200 yuan.
2. Calculate the cost of 40 packs of paper: 12 yuan each x 40 = 480 yuan.
3. Calculate the cost of 20 sets of paints: 30 yuan each x 20 = 600 yuan.
4. Calculate the cost of 15 rolls of tape: 8 yuan each x 15 = 120 yuan.
5. Add all the costs together: 200 + 480 + 600 + 120 = 1400 yuan.
6. Convert the total cost to dollars: 1400 yuan / 7 = 200 dollars.

• KCs: a) Understanding multiplication, b) Solving multiplication and division problems in real-
world contexts, c) Adding and subtracting multi-digit whole numbers, d) Understanding unit
conversion

Artificial Generation 2

• Question: Alice is purchasing items for a charity event. The prices are as follows: a notebook
costs 6 yuan, a folder costs 10 yuan, a calculator costs 60 yuan, and a backpack costs 150 yuan.
Eddie wants to buy 20 notebooks, 30 folders, 10 calculators, and 5 backpacks. If Alice receives a
10% discount on the total purchase, how much will he spend?

• Solution Steps:
1. Calculate the cost of 20 notebooks: 6 yuan each x 20 = 120 yuan.
2. Calculate the cost of 30 folders: 10 yuan each x 30 = 300 yuan.
3. Calculate the cost of 10 calculators: 60 yuan each x 10 = 600 yuan.
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4. Calculate the cost of 5 backpacks: 150 yuan each x 5 = 750 yuan.
5. Add all the costs together: 120 + 300 + 600 + 750 = 1770 yuan.
6. Calculate the discount: 10% of 1770 yuan = 177 yuan.
7. Subtract the discount from the total cost: 1770 - 177 = 1593 yuan.

• KCs: a) Understanding multiplication, b) Solving multiplication and division problems in
real-world contexts, c) Adding and subtracting multi-digit whole numbers, d) Understanding
percentages
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I Visualization of Conceptual Growth (Extended)

Figure 9 demonstrates how the knowledge state of a student evolves for a wide range of policies and
also non-RL baselines. Overall, the results are consistent with our earlier findings.

The non-RL baselines are not targeting the weaknesses of the students, and in fact, they even cause a
decline in their knowledge state. On the other hand, most RL policies provide meaningful knowledge
gains across multiple concepts. Further, we observe better improvements for the RL policies improved
by our model based value estimation (w/ MVE). When tested on an extended corpus, the default
version of the continuous action models perform poorly. Yet, our MVE approach provides large gains
to these models on the extended corpus. This demonstrates that these value-based continuous action
models can adapt to new set of questions with the ability of planning ahead via our MVE.
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Figure 9: Knowledge state evolution for a single student across various policies and non-RL baselines
(Task 4). At each step, the weakest KC is targeted, and its knowledge trajectory is shown. White
dashed boxes mark changes after each recommendation. A KC may appear more than once if it
remains the weakest. KC IDs are for visualization only; our framework operates on semantic KC
embeddings, not IDs
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J Generalization to an Additional Dataset

To evaluate the generalizability of our framework, we conduct further experiments on the Eedi
dataset [25]. This large-scale dataset contains 2,324,162 learning interactions from 47,560 students.
The corpus consists of 4,019 unique questions which are annotated with 1,215 distinct knowledge
concepts (KCs).

Table 2: Global Knowledge Improvement on the Eedi Dataset (Reported: % Max. Improvement)
Random

Policy
Historical

Data DDPG DDPG
w/ MVE SAC SAC

w/ MVE TD3 TD3
w/ MVE PPO TRPO Discrete SAC C51 Rainbow DQN

-2.31 -0.21 16.65 18.87 8.97 20.08 9.62 16.85 1.78 2.83 18.81 20.83 37.00 30.51

Specifically, we evaluate our framework on the Eedi dataset using the Global Knowledge Improvement
task (Task 1) from the main paper, where the objective is to maximize the average knowledge
improvement across all KCs. The results, presented in Table 2, confirm the key findings from
our primary experiments on the XES3G5M dataset. Notably, our model-based value estimation
(MVE) again provides a significant performance boost to continuous value-based RL methods, and
discrete-action algorithms also perform strongly, reinforcing the robustness of our approach.

It is important to note that the reported percentage improvements on the Eedi dataset appear lower than
those on XES3G5M. This is because the maximum possible absolute improvement is substantially
larger for Eedi (0.56 vs. 0.21). As a result, students must achieve larger absolute knowledge gains
to reach full mastery. In absolute terms, the improvements on Eedi are comparable to those on
XES3G5M, even though the percentages appear smaller.
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K Future Direction: Incorporating Misconception Analysis

An important future direction for enhancing personalized learning is the analysis of students’ incorrect
responses to a given question (e.g., choosing distractor B vs. C). Different incorrect choices often
represent distinct cognitive models and specific knowledge confusions. This type of error-specific
analysis could reveal not just what students got wrong, but why they made specific errors. This
section outlines current data limitations that hinder this approach and provides a detailed recipe for
how the ExRec framework could be extended to incorporate such a misconception analysis.

Data Limitation. A practical challenge for this approach is that most existing knowledge tracing
datasets, including those used in our work, only provide a binary correctness label for each student
interaction. The specific incorrect option chosen by the student is not recorded, making it impossible
to distinguish between different error patterns or map them to specific misconceptions.

Should future datasets become available that include students’ specific answer choices, the ExRec
framework could be naturally extended to model misconceptions. We outline a detailed recipe below:

1. Module 1 (LLM Annotation) could be augmented with the following steps to produce fine-
grained labels that inform the representation learning in Module 2. This would enable the model
to capture not only what misconception occurred, but also where it occurred in the reasoning
process:
(a) Misconception annotation: Given the question, its solution steps, KCs, and a specific

incorrect option, the LLM would be prompted to annotate the underlying misconception
reflected by that choice.

(b) Incorrect solution generation: Using the correct solution steps, the identified miscon-
ception, and the incorrect option, the LLM would then generate an incorrect solution that
deviates from the correct one at the point where the misconception is applied.

(c) Incorrect step–misconception mapping: Finally, the LLM would pinpoint exactly which
step(s) in the generated incorrect solution correspond to the annotated misconception.

2. Module 2 (Contrastive Learning) could then incorporate these new annotations to learn richer
representations:
(a) New token: A new special token, [MC], would be introduced to mark misconception

text, alongside the existing tokens ([Q], [S], [KC]), allowing the encoder to learn distinct
representations.

(b) Extended loss function: In addition to the original contrastive loss Ls for correct solution
steps, a new loss term Lmc would be introduced to align the embeddings of incorrect solution
steps with their corresponding misconception embeddings.

3. Module 3 (Knowledge Tracing) would be adapted to process these new, richer inputs:
(a) Input embedding: Instead of combining the question embedding with a simple binary

correctness indicator, the input would be formed using either the correct solution step
embeddings (if the student answered correctly) or the incorrect solution step embeddings (if
the student’s answer is linked to a known misconception).

(b) Dual-task prediction: The model would have two outputs. The primary output for per-
formance prediction would remain. A second output would predict the misconception
embedding, with an auxiliary loss based on the cosine similarity to the ground-truth mis-
conception (this loss would be masked for correct answers). This avoids a rigid categorical
formulation and allows for the seamless integration of new misconceptions.

(c) KC calibration: The calibration process for knowledge states would remain unchanged.
4. Module 4 (Reinforcement Learning) would require no structural changes. The KT model, now

enhanced with misconception modeling, would serve as a more sophisticated RL environment,
inherently providing the necessary state transitions and rewards to the RL agent.

We believe this extension represents a powerful direction for future research. The proposed recipe
demonstrates both the feasibility and the natural fit of misconception analysis within the ExRec
framework. While current dataset limitations preclude its immediate implementation, we hope this
detailed outline inspires future work in data collection and modeling to better understand the nuances
of student learning.
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