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(a) ALIKED with SANDESC descriptors. (b) DeDoDe with SANDESC descriptors.

(c) ALIKED with original descriptors. (d) DeDoDe with original descriptors.

Figure 1. Qualitative comparison. Examples of local feature matching between pairs of images exhibiting large scale differences. Inliers
are displayed in green; outliers in red.

Abstract

We introduce SANDESC a Streamlined Attention-based
Network for Descriptor extraction that aims to improve on
existing architectures for keypoint description.

Our descriptor network learns to compute descriptors
that improve matching without modifying the underlying
keypoint detector. We employ a revised U-Net-like architec-
ture enhanced with Convolutional Block Attention Modules
and residual paths, enabling effective local representation
while maintaining computational efficiency. We refer to the
building blocks of our model as Residual U-Net Blocks with
Attention. The model is trained using a modified triplet loss
in combination with a curriculum learning–inspired hard
negative mining strategy, which improves training stability.

Extensive experiments on HPatches, MegaDepth-1500,
and the Image Matching Challenge 2021 show that training
SANDESC on top of existing keypoint detectors leads to im-

proved results on multiple matching tasks compared to the
original keypoint descriptors. At the same time, SANDESC
has a model complexity of just 2.4 million parameters.

As a further contribution, we introduce a new urban
dataset featuring 4K images and pre-calibrated intrinsics,
designed to evaluate feature extractors. On this benchmark,
SANDESC achieves substantial performance gains over the
existing descriptors while operating with limited computa-
tional resources.

1. Introduction

Finding reliable correspondences between images is a fun-
damental problem in computer vision, with key applications
in Structure-from-Motion (SfM) [32], Visual Localization
(VL) [31] and Object Tracking [42]. The classical SfM
pipeline involves three main stages: feature extraction (key-
point detection and description), feature matching and geo-



(a) SuperPoint with SANDESC descriptors. (b) DISK with SANDESC descriptors.

(c) SuperPoint with original descriptors. (d) DISK with original descriptors.

Figure 2. Qualitative comparison. Examples of local feature matching between pairs of images exhibiting large scale differences. Inliers
are displayed in green; outliers in red.

metric verification, and 3D mapping. While early methods,
such as SIFT [21] and SURF [3], use handcrafted features,
modern descriptor learning techniques, such as L2-Net [35]
and HardNet [23], have significantly improved matching
performance.

A major shift occurred with the introduction of all-in-one
networks, such as SuperPoint [4], which jointly optimize
keypoint detection and description within a single unified
architecture. However, coupling detection and description
introduces interdependencies that can constrain flexibility
and degrade overall performance, while recent works indi-
cate that decoupling the two tasks not only simplifies the
training process but also enhances robustness and general-
ization capabilities [16]. A growing line of methods, in-
cluding XFeat [24], S-TREK [30], and DeDoDe [6] further
highlight the benefits of decoupling keypoint from descrip-
tor learning.

Despite the strong accuracy of DeDoDe’s decoupled de-
sign [6], its descriptors’ compute and memory demand is
a bottleneck in long-duration sequences, large-scale SfM
reconstructions, and with high-resolution imagery where
more pixels inflate keypoints/descriptors and increase the
cost of extraction and matching. This overhead limits the
deployment on resource-constrained platforms and slows
pipelines processing millions of descriptors, underscoring
the need for a scalable descriptor architecture that preserves
robustness while substantially reducing training and infer-
ence costs.

In order to address these issues, we propose SANDESC,
a lightweight descriptor network architecture that aims at

providing existing keypoint detectors with more discrim-
inative descriptors than their native ones. In particular,
SANDESC leverages a compact U-Net-like architecture en-
hanced with an attention mechanism from the Convolu-
tional Block Attention Module (CBAM) [39], which allows
for effective local feature representation while maintaining
computational efficiency. The model is trained using a mod-
ified triplet-based loss combined with a curriculum-inspired
hard negative mining strategy, improving both stability and
discriminative power. SANDESC leverages the sequential
dependence of description on detection: its descriptor per-
forms best when trained on the keypoint distribution of the
target detector, as discussed in Section 5.7.

Extensive evaluations on HPatches, MegaDepth-1500,
and the Image Matching Challenge 2021 show that
SANDESC consistently provides more robust descriptors
across diverse detectors. Moreover, to evaluate perfor-
mance on high-resolution imagery, we introduce a new
high-resolution urban dataset with pre-calibrated intrinsics
and poses estimated via COLMAP. This benchmark not
only tests a model’s ability to extract reliable local features
in high-resolution images but also stresses its efficiency un-
der constrained computational budgets.

Figures 1, 2 and 3 compare matches obtained with
SANDESC against other method’s native descriptors across
challenging cases. These figures highlight failure cases
and limitations of state-of-the-art methods. They further
demonstrate that our proposed descriptors can address these
challenging scenarios. Additional examples are provided in
the Supplementary Material.



(a) RIPE with SANDESC descriptors. (b) RIPE with original descriptors.

Figure 3. Qualitative comparison. Example of local feature matching between a pair of images exhibiting large scale differences. Inliers
are displayed in green; outliers in red.

Our main contributions are as follows:
• We introduce a new attention-based descriptor architec-

ture with only 2.4M parameters, trained using a revised
triplet loss combined with a curriculum learning–inspired
hard negative mining approach for stable and efficient
learning.

• We present a new real-world benchmark consisting of
carefully collected, high-resolution urban scenes captured
with pre-calibrated intrinsics, extending the typical eval-
uation scheme with a practically relevant scenario.

• With extensive experiments across several established
benchmarks, we demonstrate significant image matching
improvements using the proposed SANDESC descriptor.

2. Related Work

Learned Patch Descriptors. In recent years, a signifi-
cant number of works in the literature have studied the ad-
vantages of deep learning-based approaches compared to
traditional handcrafted local descriptors such as SIFT [21]
and SURF [3]. Early works, such as MatchNet [11] and
DeepDesc [33], focused on learning descriptors from image
patches extracted at given keypoint locations (often SIFT
detections). These initial methods demonstrated the advan-
tage of training deep networks to compare local patches,
significantly improving upon classical descriptors. Subse-
quent works refined descriptor learning through improved
objectives and mining strategies. For example, the triplet
ranking loss [1] became a standard for training robust de-
scriptors by maximizing the margin between the hardest
positive and negative pairs in a batch, leading to methods
such as L2-Net [35] and HardNet [23]. Additional regular-
ization techniques, such as second-order similarity in SOS-
Net [36], boosted descriptor invariance. By the end of the
2010s, learned patch descriptors achieved superior match-
ing accuracy and robustness compared to handcrafted ones,
as demonstrated in benchmarks such as HPatches [2] and
the Image Matching Challenge 2021 [14].

Joint Detection and Description. Rather than relying
on an external detector, a second generation of methods
learned to perform detection and description jointly within
a single network. SuperPoint [4] pioneered self-supervised
joint learning in this context, inspiring a series of end-
to-end models such as D2-Net [5], R2D2 [26], and MD-
Net [29]. Notably, DISK [38] integrated a reinforce-
ment learning approach optimizing a probabilistic detector-
descriptor network with a cycle-consistency reward, allow-
ing back-propagation through the detection process and
achieving state-of-the-art results on the Image Matching
Challenge 2021 [14].

The Rationale for Decoupling. An emerging line of re-
search revisits the idea of decoupling detection and descrip-
tion, based on the observation that training keypoint detec-
tors and descriptors together can create harmful interdepen-
dencies that reduce overall performance [16]. Li et al. [16]
showed that training the detector independently, without
forcing it to align with the descriptor during training, pro-
duces higher-quality keypoints, since the detector can opti-
mize solely for its own task rather than compromising for
descriptor compatibility.

Modern Decoupled Architectures. Edstedt et al. [6] fur-
ther support this separation in their recent “Detect, Don’t
Describe” framework, summarized as DeDoDe. In De-
DoDe, the detector is trained independently to identify re-
peatable, 3D-consistent keypoints, while the descriptor net-
works are trained at a later stage. Whereas this decoupled
design achieves state-of-the-art results on benchmarks such
as MegaDepth-1500, the performance gap between the two
descriptors proposed implicitly highlights the central role
of high-quality descriptors in feature matching and illus-
trates that performance is not solely determined by key-
point repeatability. Another example of decoupled design
is S-TREK [30], a reinforcement learning–inspired feature
extractor with a rotation-equivariant detector that excels at



detecting repeatable keypoints across views. S-TREK in-
tegrates translation- and rotation-equivariant layers into the
detector and employs a reinforcement-learning–inspired se-
quential strategy to maximize repeatability under large in-
plane rotations, while maintaining a lightweight descriptor
head. Similarly, XFeat [24] targets runtime scalability: it
combines a compute-efficient backbone with a dedicated
keypoint branch and a semi-dense match-refinement mod-
ule, achieving state-of-the-art accuracy while running up to
9× faster than competing methods on low-resources device.

Building on these insights, we focus on descriptor ro-
bustness and scalability, addressing DeDoDe’s descriptors
computational demand with a lightweight architecture that
yields strong descriptors at lower compute and memory
cost. Our model can be trained on top of any keypoint detec-
tor, thus enabling flexible integration into existing pipelines.
As we demonstrate in the following sections, this design
choice leads to competitive or superior results on multiple
challenging benchmarks.

3. Method
For our descriptor model, we adopt a fully convolutional
U-Net-like architecture [27], as it provides a good trade-
off between local detail preservation and computational ef-
ficiency. The proposed architecture begins with an initial
K × K convolution projecting the input I ∈ R3×H×W

into a higher-dimensional feature space. This initial step
is followed by four consecutive down- and up-sampling
blocks, each implemented through Residual U-Net Blocks
with Attention (RUBA). The model computes a final L2-
normalized descriptor volume V ∈ R128×H×W .

3.1. Residual U-Net Block with Attention

Each Residual U-Net Block with Attention (RUBA) con-
sists of a main (top) and a residual (bottom) paths, as illus-
trated in Figure 4. The main path resizes the input either
by downsampling via average pooling or by upsampling via
bilinear interpolation, followed by feature concatenation. A
1 × 1 convolution without bias is then used to align the
main path with the residual path. The residual path adopts
the pre-activation layer from He et al. [12], applying batch
normalization, activation, and convolution three times in
sequence, without weight sharing. The resulting residual
features are refined using a Convolutional Block Attention
Module (CBAM) [39]. CBAM applies two lightweight at-
tention mechanisms: the channel attention and the spatial
attention. The former mechanism, denoted as Mc(·), priori-
tizes the most informative feature channels by recalibrating
their activations. The latter mechanism, Ms(·), enhances
the most significant spatial regions within each feature map.
Given a feature map F ∈ RC×H×W , CBAM first applies
Mc(·) to enhance relevant channels and then Ms(·) to re-
fine key spatial locations, thus enhancing the overall rep-

Figure 4. Residual U-Net Block with Attention (RUBA). This
block serves as the fundamental building unit of the four-layer U-
Net. We use four blocks in the encoder and four in the decoder,
configured to resize the features through pooling and upsampling,
respectively.

resentational power of the feature map. The process can
be expressed as defined in [39]: F ′ = Mc(F ) ⊙ F and
F ′′ = Ms(F

′)⊙F ′, where F ′ and F ′′ are the intermediate
and final output feature maps, respectively, and ⊙ denotes
element-wise multiplication.

This sequential refinement allows CBAM to capture both
channel-wise and spatial dependencies effectively. For fur-
ther details on these attention mechanisms, we refer the
reader to [39]. The refined residual is then added back to
the main path.

All convolutions use kernel size K and stride 1, with
zero-padding ⌊K/2⌋ to preserve spatial resolution. We fix
K = 5 for convolutions in the residual paths, unless stated
otherwise. Within CBAM, the channel-attention module
Mc(·) is a two-layer MLP with reduction ratio r = 16
to model inter-channel dependencies, whereas the spatial-
attention module Ms(·) uses a 7× 7 convolution (indepen-
dent of K) to capture broader spatial context. GELU [13]
is used as the activation function throughout the network,
including within CBAM, owing to its smooth nonlinearity
and strong empirical performance in deep architectures.

3.2. Loss

We employ a variation of the triplet loss [23]. Local fea-
tures are first matched using the Mutual Nearest Neighbor
(MNN) criterion. When a match is established, we form
a triplet of descriptors as follows: (i) the anchor A, taken
from the first image; (ii) the positive P , the corresponding
matched descriptor in the second image; and (iii) the nega-
tive N , the descriptor in the second image that achieves the
second-best match score with A, selected according to the
hardest-negative mining strategy of [23].

We compute the similarity scores s as:

sp = A · P, sn = A ·N, (1)



where · denotes the dot product. Only triplets t ∈ T that vi-
olate the margin constraint sp−sn < m, with margin m, are
retained. This procedure is applied bidirectionally for each
image pair (image 1 → image 2 and image 2 → image 1).
The final triplet loss is defined as:

LTriplet =
1

|T |
∑
t∈T

(
stn − stp

)
. (2)

To stabilize training and avoid premature plateauing due to
overly difficult triplets, we incorporate a curriculum learn-
ing strategy: the hardest negative is used with probability
1 − γ, and a random negative is chosen otherwise. γ is de-
cayed after each training step, gradually introducing harder
examples.

4. Training Setup
4.1. Dataset

We train our network on the MegaDepth [17] dataset fol-
lowing the protocols described in previous works [6, 7,
30, 38]. The dataset includes images, camera poses, in-
trinsic parameters, and depth maps obtained from 3D-
reconstructed scenes. We adopt the dataset split proposed
by DISK [38], excluding scenes overlapping with the Im-
age Matching Benchmark [14]. For each scene, we ran-
domly select image pairs from a predefined list of 10 000
triplets. Each image is resized such that its shortest side
measures 512 pixels, then the longer dimension is cropped
to produce square images. Additionally, images undergo
random rotations with angles uniformly sampled from the
range [−30◦,+30◦].

4.2. Details

We follow the approach of training the descriptor on top of
prior keypoint detections, as proposed in [6, 30]. For each
method evaluated, we separately train a dedicated descrip-
tor network, ensuring that the resulting models are specifi-
cally optimized for the corresponding keypoint detectors.

We use the AdamW [20] optimizer with β1 = 0.9,
β2 = 0.999, and a weight decay of 0.01. At the begin-
ning of the training, we linearly increase the learning rate
from the minimum value ηmin to the maximum value ηmax
over the first w warm-up steps to carefully build the gradi-
ent moments. After the warm-up phase, the learning rate is
decayed exponentially by a factor d at every iteration, un-
til ηmin is reached. We set ηmax = 0.005, ηmin = 0.0001,
w = 2048, and d = 0.99996.

For the loss function, we initialize parameter γ to 1 and
apply an exponential decay with a factor of 0.9993 at each
training step. The loss margin α is fixed at 0.5.

We adopt automatic mixed-precision training to increase
memory efficiency and enable larger batch sizes. Specifi-
cally, we use a batch size of 14 on a single NVIDIA RTX

4090 GPU. The model is trained on approximately 250 000
image pairs. The total training time depends on the speed
of the chosen detector.

5. Experiments

We evaluate our descriptors on several benchmarks, com-
paring them against the following state-of-the-art methods.
• SuperPoint [4] is an all-in-one model that jointly trains

keypoints and descriptors, first on synthetic images for
corner detection and then using homographic adapta-
tion for fine-tuning, all within a self-supervised training
framework. The authors employ a hinge-loss-based func-
tion that minimizes the L2-distance between descriptor
pairs at corresponding locations, while maximizing dis-
tances for non-corresponding pairs. It is trained on Syn-
thetic Shapes [4] and MS-COCO 2014 [18].

• DISK [38] is an end-to-end trainable U-Net-based model
that learns keypoint detection and description jointly us-
ing a policy gradient reinforcement learning framework.
It leverages ground-truth geometry (including depth) to
assign positive rewards to correct feature matches and
vice versa. It is trained on Megadepth [17].

• RIPE [15] is a reinforcement learning–based framework
that trains a VGG-19 model pretrained on ImageNet as an
all-in-one detector–descriptor. It maximizes an epipolar
geometry–based reward to guide learning, requiring only
labels indicating whether two images belong to the same
scene. It extracts descriptors from multi-scale hyper-
column features. RIPE is trained on the MegaDepth [17],
Tokyo 24/7 [37], and ACDC [28] datasets.

• ALIKED [41] builds upon ALIKE [40], incorporating
a Sparse Deformable Descriptor Head (SDDH) that ex-
tracts descriptors exclusively at keypoint locations. De-
scriptors are trained with a sparse variation of the Neural
Reprojection Error loss [9, 40]. It is trained on Megadepth
[17], R2D2 [26], Oxford and Paris [25], and the Aachen
[31] datasets.

• DeDoDe [6] separately trains detector and descriptor
models starting from the same pre-trained VGG-19
model. The authors propose two descriptors denoted as
-B and -G, paired with the same detector. The -G version
incorporates DINOv2 [22] features, resulting in a signif-
icantly larger model. Both descriptors are trained via a
MNN negative log-likelihood loss on Megadepth [17].

To ensure a fair comparison, we re-evaluated all meth-
ods under the same experimental conditions. We compare
them using both their original descriptors and SANDESC
across three tasks: homography estimation on HPatches,
stereo matching on the Phototourism test set from the Image
Matching Challenge 2021, and finally stereo pose recovery
on MegaDepth-1500 and on our newly introduced Graz4K
dataset.



MMA↑ MS↑ Hom. Acc.↑
Method @1px @2px @3px @1px @2px @3px @1px @2px @3px

SuperPoint 30.3 50.6 62.2 19.0 31.5 38.4 37.6 63.7 75.0↰

w/ SANDESC 31.7 53.7 65.8 20.9 35.0 42.6 41.1 66.3 78.3

DISK 45.4 67.1 76.3 27.7 39.9 44.8 39.8 61.9 71.3↰

w/ SANDESC 40.9 59.9 68.1 27.8 40.1 45.3 42.0 64.8 75.7

RIPE 38.3 58.2 67.3 25.4 38.0 43.6 44.2 67.8 78.9↰

w/ SANDESC 38.0 58.2 67.8 25.9 39.1 45.2 44.3 70.6 78.5

ALIKED 41.8 64.3 73.6 28.6 43.0 48.8 40.4 66.7 77.6↰

w/ SANDESC 41.1 62.5 70.9 28.6 42.6 48.0 42.6 68.1 77.0

DeDoDe-B 44.7 62.0 69.2 22.4 30.6 33.9 50.6 71.3 79.3
DeDoDe-G 45.6 63.9 71.7 22.7 31.3 34.8 50.4 71.3 78.7↰

w/ SANDESC 44.2 60.5 67.0 22.4 30.2 33.2 52.0 71.5 79.4

Table 1. HPatches results with budget of 2048 keypoints.
DeDoDe-B and -G share the same detector. DeDoDe+SANDESC

overall achieves the highest Hom. Acc.

5.1. HPatches

HPatches [2] is a widely used benchmark consisting of im-
age sequences exhibiting either viewpoint changes or illu-
mination variations. Following the protocol of [5, 30], we
evaluate on a subset of 108 scenes, each comprising one
reference image and five target images with corresponding
ground-truth homographies. We fix the keypoints budget
to 2048 and perform feature matching using MNN. Per-
formance metrics are computed pairwise between the ref-
erence and each target. We report the Mean Matching
Accuracy (MMA) as the percentage of correct matches
within a threshold of ϵ pixels; the Matching Score (MS)
as the number of correct matches (up to a pixel threshold)
divided by the average number of keypoints in the over-
lapping area between the two images; and the Homogra-
phy Accuracy (Hom. Acc.) as the Area Under the Curve
(AUC) of the percentage of estimated homographies with
corner error below ϵ [4, 30]. The corner error is com-
puted as the average distance between the four corners
of the reference image and the corresponding corners of
the target image warped using the estimated homography.
Following [30], we compute the relative homography us-
ing the OpenCV findHomography function with multi-
ple RANSAC thresholds and report the highest Hom. Acc.
score for each method. This last metric is often considered
the most important for this benchmark, as it measures the
effectiveness on a typical downstream SfM task.

We do not include the repeatability metric in our exper-
iments, neither here nor later, as it relates only to the key-
points, which are not modified by SANDESC.

As shown in Table 1, SANDESC trades a small drop in
MMA for higher geometric reliability, with MS preserved
or improved and Hom. Acc. frequently increasing. The
gains are pronounced for SuperPoint, where Hom. Acc.
rises by 3.5 at 1 px and MS improves by up to 4.2. With
DISK, MS improves slightly and Hom. Acc. increases
consistently. RIPE and ALIKED show mixed changes in
MMA yet still gain in Hom. Acc. at tight thresholds.

Method BM FLC LM LB MC MR PSM SF SPC AVG

SuperPoint 14.1 33.6 37.9 30.4 13.7 13.0 7.1 24.9 17.6 21.3↰

w/ SANDESC 25.6 50.0 40.5 45.9 23.9 17.9 10.2 36.1 34.8 31.6

DISK 24.1 54.7 52.4 56.5 35.4 26.5 13.7 44.3 42.3 38.8↰

w/ SANDESC 24.0 56.0 50.6 54.7 36.5 26.8 12.7 44.0 44.0 38.8

RIPE 18.7 53.6 48.9 54.0 27.4 19.9 10.2 39.1 41.1 34.7↰

w/ SANDESC 25.5 55.0 44.5 53.3 31.8 25.1 12.3 42.1 44.0 37.0

ALIKED 27.7 61.0 44.2 54.2 37.7 25.1 17.2 46.5 47.9 40.1↰

w/ SANDESC 19.5 61.2 41.7 58.8 41.9 30.9 15.6 46.3 50.7 40.7

DeDoDe-B 26.8 52.6 34.5 45.2 32.4 19.9 10.8 37.7 44.4 33.8
DeDoDe-G 28.3 55.2 36.8 56.4 34.3 19.1 12.8 43.4 46.6 36.9↰

w/ SANDESC 24.7 53.4 34.2 45.1 30.3 24.7 10.4 41.2 44.2 34.2

Table 2. IMC21 results in terms of AUC@5. The keypoints bud-
get is set to 2048. DeDoDe-B and -G share the same detector.
ALIKED+SANDESC overall achieves the highest average score.

Overall, paired with DeDoDe, SANDESC achieves the best
Hom. Acc. across all methods: 52.0 at 1 px, 71.5 at 2 px,
and 79.4 at 3 px.

5.2. The Image Matching Challenge 2021

The Image Matching Challenge 2021 (IMC) [14] evaluates
local feature matching methods in complex real-world set-
tings. We adopt the IMC 2021 Phototourism test set, which
consists of nine scenes, each comprising 100 tourist pho-
tos captured with diverse cameras, viewpoints, and lighting
conditions. Each scene is identified by its capitals. Images
within each scene are exhaustively compared. Following
the authors’ protocol, we evaluate estimated poses using
the AUC of relative pose accuracy with a 5 degrees error
threshold. Pose error is defined as the larger of the rotation
and translation errors, with failures assigned when this er-
ror exceeds 10 degrees. For each method, we first extract
keypoints and descriptors with its original pipeline, then re-
place the descriptors with SANDESC for a fair comparison.
The results are summarized in Table 2.

The evaluation shows that combining ALIKED with
SANDESC attains the best average performance (AVG) on
this benchmark, demonstrating the effectiveness of our de-
scriptor. Overall, all methods except DeDoDe-G benefit
from pairing with SANDESC. In particular, SuperPoint and
RIPE exhibit substantial improvements with SANDESC,
whereas ALIKED, DISK, and DeDoDe-B achieve results
comparable to their native descriptors.

5.3. Megadepth-1500

MegaDepth-1500 (MD1500), originally introduced in
LoFTR [34], is a curated subset of the MegaDepth dataset
and has since been adopted in several follow-up works [6–
8, 10, 19]. The pairs are chosen to maintain a uniform covis-
ibility ratio across the dataset, in contrast to the IMC, where
the covisibility distribution follows a Gaussian-like shape
[14]. We use the same evaluation protocol used by [6, 7]
and a score of 90 degrees is given when the fundamental
matrix recovery fails. Table 3 presents the results for all the



Keypoints budget→ 2048 30 000
Method AUC@5↑ AUC@10↑ AUC@5↑ AUC@10↑
SuperPoint 30.1 44.6 15.6 29.2↰

w/ SANDESC 42.0 59.2 35.1 52.4

DISK 35.3 52.0 43.2 58.1↰

w/ SANDESC 37.0 54.5 46.0 61.4

RIPE 43.1 59.1 36.3 52.3↰

w/ SANDESC 43.6 59.4 42.1 57.7

ALIKED 42.0 57.5 41.5 56.5↰

w/ SANDESC 43.4 60.1 48.3 63.0

DeDoDe-B 43.2 59.8 51.1 65.6
DeDoDe-G 46.1 63.5 55.3 71.2↰

w/ SANDESC 46.2 62.5 52.2 67.1

Table 3. MD1500 results with 2048 and 30 000 keypoints budgets.
DeDoDe-B and -G share the same detector. DeDoDe+SANDESC

scores the highest AUC@5 with 2048 keypoints.

evaluated methods, both with original and SANDESC de-
scriptors, at two keypoints budgets set to 2048 and 30 000.

At the 5 degrees (2048 keypoints), all detectors benefit
from the use of SANDESC descriptors with the combination
DeDoDe+SANDESC achieving the highest accuracy. In all
the other columns, SANDESC outperforms all the other de-
scriptors except DeDoDe-G.

Notably, similar to the results in Table 1, SANDESC
descriptors allow SuperPoint to significantly improve from
30.1 to 42.0 at 2048 keypoints, a relative gain of 40%, thus
outperforming more recent methods like DISK. Interest-
ingly, SuperPoint, RIPE, and ALIKED lose accuracy when
the keypoints budget is significantly increased. SANDESC
mitigates this issue, enabling stable performance in high-
keypoint regimes and delivering substantial gains.

5.4. Graz4K

High-resolution imagery is often essential for capturing
fine structure and achieving high accuracy. However, this
regime stresses the compute and memory budgets of fea-
ture extractors, exposing scalability limits. To evaluate
models under these conditions, we curate a new dataset,
called Graz4K, comprising six urban scenes captured with
three cameras. Each camera was calibrated with OpenCV’s
ArUco workflow; these intrinsics were then supplied as pri-
ors for sparse reconstruction in COLMAP [32] using the de-
fault settings. Across all scenes, the resulting sparse models
achieved a mean reprojection error of 0.97± 0.54 px over a
total of 1 331 640 3D points. More details can be found in
Supplementary Material. Footage was recorded in 4K at 30
fps and sampled at 1 fps. Then, we export the view graphs
from COLMAP databases and prune them keeping only ev-
ery tenth image pair. We further discard pairs that are too
easy or too hard, retaining a pair only if it yields between
100 and 1 000 matches. After filtering, the benchmark com-
prises 1 866 images and 4 413 image pairs. We evaluate at
three resolutions: native 4K (3840×2160) and downscaled

Resolution → FHD QHD 4K FHD QHD 4K
Method AUC@5↑ AUC@10↑
SuperPoint 39.9 38.4 32.4 54.4 52.4 44.7↰

w/ SANDESC 63.0 62.2 57.7 74.8 73.9 69.8

DISK 40.8 38.2 33.5 53.4 50.1 44.8↰

w/ SANDESC 55.5 54.0 48.3 69.1 66.9 60.9

RIPE 54.5 46.5 34.0 67.0 59.0 45.1↰

w/ SANDESC 64.0 62.8 56.7 75.5 74.4 68.2

ALIKED 55.0 51.7 44.4 67.7 64.9 57.7↰

w/ SANDESC 64.0 64.5 61.8 75.9 75.6 73.4

DeDoDe–B 56.9 OOM 70.3 OOM
DeDoDe–G 52.5 OOM 66.5 OOM↰

w/ SANDESC 57.4 54.4 52.2 70.7 67.4 65.3

Table 4. Graz4K results with a 2048 keypoints budget for
three resolutions. DeDoDe-B and -G share the detector.
ALIKED+SANDESC achieves the highest scores in all cases.

QHD (2560×1440) and FHD (1920×1080). Results were
computed following the MD1500 protocol on an NVIDIA
RTX 4090 with 24GB using mixed precision.

As reported in Table 4, SANDESC improves over the
original descriptors in all scenes and at each resolution.
Notably, as image resolution increases, SANDESC delivers
greater performance gains and is less sensitive to these in-
creases, as evidenced by the large drops in the original mod-
els. Furthermore, in this benchmark, SuperPoint exhibits
a remarkable improvement when coupled with SANDESC,
especially at 4K, achieving the highest gain of +78%.
The combination of ALIKED and SANDESC is the top-
performing method in this evaluation. DeDoDe-B and -G
run out of memory (OOM) when dealing with inputs larger
than FHD on a 24GB VRAM GPU. Despite DeDoDe’s im-
pressive performance, the substantial memory footprint of
both its descriptors makes it unsuitable for scenarios charac-
terized by high resolution images or limited computational
resources, thus limiting its general applicability.

5.5. Speed Comparison

Table 5 compares per image processing time in millisec-
onds for keypoint detection and description under a budget
of 2048 keypoints, and reports the model size, in millions of
parameters, in the corresponding column. All images were
processed in FHD on an NVIDIA RTX 4090 with 24GB.

Overall, methods such as DISK, SuperPoint, ALIKED,
and RIPE run slower when paired with SANDESC, since
all-in-one pipelines reuse intermediate features to compute
descriptors, whereas SANDESC operates directly on raw
images. By contrast, with the decoupled DeDoDe meth-
ods, SANDESC remains competitive: its accuracy matches
DeDoDe-G and exceeds DeDoDe-B, while its runtime is
close to DeDoDe-B and faster than DeDoDe-G. SANDESC
alone requires approximately 87 ms on our hardware.



Speed (ms) ↓ VRAM (GB) ↓
Method Size Orig. Ours Orig. Ours

DISK 0.26 62.1±0.1 135.2±0.2 6.96 7.01
SuperPoint 0.30 18.3±0.2 114.8±0.2 3.50 7.18
ALIKED 0.32 19.3±0.3 114.2±0.2 3.89 5.76
RIPE 0.24 175.9±0.2 275.0±0.2 6.55 8.42
DeDoDe-B 15.1 181.5±0.1 189.0±0.2 8.11 5.78
DeDoDe-G 323.2 316.8±0.4 189.0±0.2 9.31 5.78

Table 5. Columns report the number of parameters in millions
(M), the speed (ms) and the VRAM usage (GB) for original meth-
ods and with our descriptor, respectively. Our method has 2.4M
parameters. Tests use FHD images on a NVIDIA RTX 4090.

5.6. Ablation

In this section we focus on the impact that different archi-
tectural choices and training strategies have on SANDESC
results and runtime. Specifically, in Table 6, we evaluate
SANDESC descriptor with DeDoDe and RIPE detectors on
the MD1500 benchmark. We report AUC@5 and our de-
scriptor inference time in milliseconds while incrementally
adding the architectural components and training strategies
under examination.

For both detectors, the largest improvement comes from
the random negative decay strategy, which increases per-
formance by 7.4 and 7.3 points, respectively. This ap-
proach stabilizes training by gradually shifting from easier
to harder negative samples. Adding residual paths to the
RUBA blocks yields further gains of 1.6 and 1.4 points by
improving gradient flow during back-propagation. Finally,
incorporating the CBAM attention mechanism provides an
additional boost of 1.4 and 0.3 points.

Method DeDoDe RIPE ms

Plain U-Net 35.8 34.6 30.1±0.1
+ Random Negative Decay 43.2 41.9 30.1±0.1
+ Residual Paths 44.8 43.3 37.1±0.1
+ Attention (Full) 46.2 43.6 86.7±0.1

Table 6. Ablation study on MD1500 in terms of AUC@5 with
2,048 keypoints.

5.7. The Need To Retrain on Each Detector

The training framework we propose in this paper trains
a SANDESC model separately for each specific detector.
Nevertheless, it is possible to train a SANDESC variant on
randomly generated keypoints to remain detector-agnostic
(DA). Specifically, projecting the image grid back and forth
between the two images, retaining only points whose re-
projection error is below a small pixel threshold, and then
sampling uniformly. We call this version SANDESC DA.

To asses descriptors compatibility and the sensitivity of
descriptors to detector shift, we run a full cross detector-

Detectors
Descriptors ALIKED DeDoDe DISK RIPE SuperPoint AVG

ALIKED 42.0 38.5 10.3 12.7 37.8 28.3
DeDoDe-B 42.0 43.2 35.7 41.7 40.7 40.7
DeDoDe-G 45.3 46.1 36.9 44.5 43.9 43.3
DISK 38.5 38.3 35.3 37.6 35.1 37.0
RIPE 42.5 39.0 34.6 43.1 37.1 39.3
SuperPoint 33.3 29.3 26.7 30.8 30.1 30.0

SANDESC DA 41.7 44.6 36.7 42.9 41.9 41.9
SANDESC 43.4 46.2 37.0 43.6 42.0 42.4

Table 7. Cross detector-descriptor evaluation on MD1500 in terms
of AUC@5 with 2,048 keypoints budget. Boxed entries high-
light native detector–descriptor pairs. Last column reports per-
descriptor average score.

descriptor evaluation with the methods listed in Section 5.
Specifically, we pair each detector with every descriptor
under a fixed matching pipeline and test on the MD1500
dataset.

Table 7’s last column reports the average score across
detectors for each descriptor. DeDoDe-G emerges as the
most flexible and effective descriptor, thanks to its higher
parameter count and extensive training. Nevertheless, both
SANDESC and SANDESC DA follow closely falling short
by only 0.9 (2%) and 1.4 (3.2%) AUC@5 points, respec-
tively. The detector-specific training scheme consistently
yields superior performance compared with the DA model,
thereby justifying our methodological choice.

6. Conclusion
In this work, we introduced SANDESC, an efficient and ro-
bust descriptor architecture that can be trained on top of ex-
isting keypoint detectors to improve over their original de-
scriptors. SANDESC employs a lightweight U-Net architec-
ture that leverages channel and spatial attention through the
proposed RUBA block to produce more robust descriptors.
We trained SANDESC using a modified triplet loss com-
bined with a curriculum-learning-inspired hard-negative-
mining strategy to stabilize the training.

We demonstrated that SANDESC improves multiple ex-
isting detectors on several popular benchmarks, includ-
ing HPatches, the Image Matching Challenge 2021, and
MegaDepth-1500. In addition, we introduced the Graz4K
datasets showing that SANDESC performance gracefully
scales with high-resolution images, which is crucial where
accuracy is critical. We further show that our framework
remains competitive with the very large DeDoDe-G model,
while requiring only a fraction of its cost.
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