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Abstract

Policy optimization (PO) is a cornerstone of modern reinforcement learning (RL),
with diverse applications spanning robotics, healthcare, and large language model
training. The increasing deployment of PO in sensitive domains, however, raises
significant privacy concerns. In this paper, we initiate a theoretical study of differ-
entially private policy optimization, focusing explicitly on its sample complexity.
We first formalize an appropriate definition of differential privacy (DP) tailored to
PO, addressing the inherent challenges arising from on-policy learning dynamics
and the subtlety involved in defining the unit of privacy. We then systematically
analyze the sample complexity of widely-used PO algorithms, including policy
gradient (PG), natural policy gradient (NPG) and more, under DP constraints and
various settings, via a unified framework. Our theoretical results demonstrate that
privacy costs can often manifest as lower-order terms in the sample complexity,
while also highlighting subtle yet important observations in private PO settings.
These offer valuable practical insights for privacy-preserving PO algorithms.

1 Introduction

Policy Optimization (PO) such as REINFORCE [1, 2], proximal policy optimization (PPO) [3]
and group relative policy optimization (GRPO) [4] has gained increasing interest recently across
various applications. Due to its popularity, there is a rich literature that provides various theoretical
understandings of different PO methods (e.g., iteration or sample complexity [5-8]).

As PO becomes increasingly prevalent in real-world applications, privacy concerns are emerging
as a critical challenge. For instance, in personalized medical care, patient interactions—where the
state represents medical history, the action corresponds to prescribed medication, and the reward
reflects treatment effectiveness—constitute sensitive data that must be protected. Similarly, in RL-
based training of large language models (LLMs), user prompts may contain private information that
requires protection. In fact, recent empirical work has shown that standard GRPO indeed has privacy
leakage issues [9]. Hence, addressing these privacy concerns is essential for ensuring the responsible
deployment of PO methods in sensitive domains.

Contribution. In this paper, we initiate the theoretical study of differentially private policy optimiza-
tion, focusing on the central question: What’s the sample complexity cost induced by differential
privacy in PO? To this end, we first carefully define a suitable notion of differential privacy (DP) [10]
for PO, highlighting its distinctions from the standard DP definitions used in supervised learning.
These differences stem from the unique learning dynamics and the notion of the privacy unit in PO.
Then, we propose a meta algorithm for private PO, which enables us to study private policy gradient
with REINFORCE (DP-PG), private natural policy gradient (NPG) [11] (DP-NPG), and private version
of REBEL recently proposed in [12] (DP-REBEL) in a unified perspective. Moreover, for DP-NPG and
DP-REBEL, we further reduce PO to a sequence of private regression problems, thus allowing us to
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leverage various well-established results in private estimation and supervised learning. Throughout
this process, we not only highlight the difference between DP-PG and DP-NPG, but also uncover some
subtleties when applying private regression results within the current analytical framework of PO.
The key takeaway from our theoretical results is that the privacy cost can often appear as lower-order
terms in the overall sample complexity. Meanwhile, it is worth noting that structural properties of the
underlying problem can further improve both statistical and computational efficiency.

Related work. We mainly discuss the most relevant work here and relegate a detailed discussion to
Appendix A. The very recent work [13] studies private PG, but mainly from an empirical perspective
without sample complexity bounds. From the online regret perspective, optimistic PPO has been
studied in the tabular case [14] and linear case [15], respectively. In contrast, we aim to consider
general function classes from the optimization perspective. We also note that NPG with a softmax or
log-linear policy is equivalent to PPO. The authors of [16] study private policy evaluation, which
aims to evaluate a given policy rather than finding the best policy in policy optimization. From an
application perspective, [17] applies private PPO for LLM alignment via reinforcement learning from
human feedback (RLHF).

2 Preliminaries

Policy optimization (PO). In this work, instead of considering a general Markov decision process
(MDP), we focus on the simpler bandit formulation, which allows us to easily demonstrate the key
ideas. We note that generalizing it to MDP is standard, as done in the literature [6, 18]. This bandit
formulation already captures many interesting real-world applications, such as personalized medical
care [19] and alignment/reasoning training in large language models (LLMs) [20]. In particular, given
an initial state z € X’ (e.g., a medical status or a prompt in LLMs) sampled from a distribution p, an
action y € Y (e.g., a medical prescription or a response in LLMs) is generated according to a policy
7 and a reward r(x,y) € [— Rmax, Rmax] is observed. In policy optimization, we parameterize the
policy 7 by mp with § € © = R? (e.g., a neural network), and the goal is to leverage interactions
(e.g., sample trajectories) to find an optimal policy that maximizes the following objective:

J(m9) = J(0) := Eanpymmo(-fa) [r(@,9)] -

Vanilla policy gradient (PG). One simple and direct approach to solving the above policy optimiza-
tion problem is via vanilla policy gradient, i.e., 611 = 0; +nV J(6;), where > 0 is some learning
rate, VJ(6;) is the gradient at step ¢, and 6; is some initial value. The gradient can be written as
follows by the classic policy gradient theorem

VJ(@) = Ea:~p,y~7re(~|z) [Aﬂe (1‘, y)va 10g e (y|$)] ’ (1)
where A™ (z,y) := r(x,y) — By wry(y|2)7 (@, y') is the advantage function.

Natural policy gradient (NPG). Another approach to solving the PO problem is natural policy
gradient (NPG) [11], which uses the Fisher information matrix as the preconditioner to account
for the geometry. Specifically, the NPG update is given by 6;11 = 6; + an (0:)VJ(6;), where
Fy(0) := Eprpymme (o) [V log ma(y|z) log me(y|z) '] is the expected Fisher information matrix
(with superscript T being the Moore-Penrose pseudoinver) and V.J(6;) is the same as before. An
equivalent way to write the above update is the following [5]

. " 2
9t+1 = 915 + 1w, we € argmlnEmwp,ywﬂgt(-\z) |:<A o ((E,y) - ’U}TV1Og o, (y‘x)) :| ) (2)

which essentially reduces PO to a sequence of regression problems.

Regression to Relative Reward Based RL (REBEL). Recently, a simple and scalable PO algorithm
called REBEL is proposed in [12], which also reduces PO to a sequence of regression problems, but
now over relative reward difference, motivated from the DPO-style reparameterization trick in [21].
In the expected form, the update under REBEL is given by

1 (m moly |a) oy’ | )

2
0;r1=argminE [
0 mo,(y | z) e, (v | @)

: )—(r@c,y)—r(x,y .

where the expectation here is over z ~ p,y ~ u(-|z),y" ~ m,(-|x), and u can be either on-policy
distribution 7y, or any offline reference policy.



Sample complexity. All the aforementioned ideal policy updates (e.g., full gradient) involve expecta-
tion, which is often difficult to compute in practice due to both statistical (e.g., without knowing p)
and computational (e.g., averaging over all possible trajectories) issues. Thus, one needs to replace the
expectation with a sample-based estimate by sampling a dataset of trajectories at each iteration from
an underlying distribution. The sample complexity typically refers to the total number of sampled
trajectories for finding an a-optimal policy (i.e., J(7*) — J(7) < ).

In this paper, our ultimate goal is to formally introduce differential privacy (DP) into the problem of
policy optimization and derive the sample complexity bounds under privacy constraints. To this end,
we need to carefully define both privacy and samples in the private case, as discussed next.

3 Differential Privacy in Policy Optimization

In this section, we formally introduce DP to PO, highlighting some subtleties compared with standard
DP in supervised learning problems. We first recall the standard DP definition with a fixed dataset.

Definition 1 (Dwork et al. [10]). A randomized mechanism M satisfies (£, 4)-DP if for any adjacent
datasets D, D’ differing by one record, and V.S C Range(M):

PIM(D) € S] < ¢ - PIM(D') € §] + 6.

This standard DP notion can be directly used in supervised learning problems with D being a set
of i.i.d samples {(x;,y;)}Y, from an unknown distribution and M (D) being the final model. This
has been utilized in private empirical risk minimization (ERM) [22, 23] as well as private stochastic
optimization (both convex and non-convex), e.g., Bassily et al. [24]. For example, the optimal excess
population risk for stochastic convex optimization is Os(1/v/N + v/d/(N¢)) for (e, §)-DP, where d
is the dimension of the parameter space.

One may attempt to adopt the above notion directly to PO with the dataset D being {(z;, y:)}¥,

and M (D) being the final policy. However, this does not make too much sense because (i) there is
no such a fixed dataset in PO as the actions are often sampled in the on-policy fashion, i.e., using
the most recent policy; (ii) the neighboring relation of differing in one sample (z;, y;) (i.e., privacy
unit) actually does not hold as changing one sample will lead to difference in all future samples due
to different policies onward. Thus, we need a new definition that can address the above two issues.
Before proceeding, we consider two motivating examples to illustrate the subtlety.

Example 1 (SFT vs. RL fine-tuning in LLMs). Consider a reasoning task in LLMs. With supervised
fine-tuning (SFT), we are given a fixed dataset of pairs {(z;, y;)} ¥, where x; is the prompt/question
and y; is the correct answer. Standard DP is natural here, which ensures that changing one sample
(24, y;) will not change the final policy too much. On the other hand, if one uses RL (e.g., PPO) to do
the fine-tuning, then the given dataset consists of only prompts, as the answers are generated on the
fly. So, a proper privacy unit here is to protect each prompt in the sense that changing one prompt
will not change the policy too much.

Example 2 (Supervised learning vs. RL for healthcare). In this case, to train a healthcare system,
one can use a supervised learning approach by collecting a dataset of {(x;,;)}Y; where x; is the
medical status and y; is the recommended medicine. One can also adopt an RL approach (even in
an online manner) where the dataset consists of a (stream) set of users/patients, each with a medical
status x; sampled from a distribution p, while the recommendation y; can only be determined on the
fly. The privacy protection is that changing one user/patient will not change the final policy too much.

To handle both scenarios, we borrow the idea from private online bandit and RL literature [25, 14],
which essentially considers a set of “users” as the dataset. For instance, the dataset could be N unique
patients interacting with the learning agent, and each user has an initial state (e.g., medical status),
which is distributed according to p. We can fix the “users” in advance (or arrive online) and the
privacy unit is now for each patient, hence resolving both issues above. Meanwhile, the set of “users”
can also represent [V (static) prompts in the fine-tuning of LLMs, with each “user” contributing one
prompt. Note that although we use “users” to align with personalization application, this is still an
item-level DP, as each “user” appears only once (as a patient or prompt). The learning agent can
interact with each “user” to observe (x, y) and r(z, y) dynamically, i.e., on-the-fly. With the above
notion of dataset, the privacy protection in PO is that changing one “user” in the dataset will not
change the final policy too much, leading to the following definition.



Definition 2 (DP in PO). Consider any policy optimization algorithm M interacting with a set D
of N “users” and M (D) being the final output policy. We say M is (e, §)-DP if for any adjacent
datasets D, D’ differing by one “user”, and V'S C Range(M):

PIM(D) € S] < e® -PIM(D’) € S] +6.
Remark 1. We emphasize that the above DP notion is defined for the problem PO rather than for a
specific algorithm, analogous to the standard DP in statistical learning (e.g., supervised learning). In

this paper, we aim to design some private variants of PO methods (DP-PG, DP-NPG, DP-REBEL) and
analyze their sample complexity under the above privacy constraint.

4 A Meta Algorithm for Private PO

In this section, we present a meta algorithm for private PO, which builds upon a unified view of PG,
NPG, and REBEL. We believe that this meta viewpoint is also interesting in the non-private case.

Our meta algorithm is given by Algorithm I, which is essentially a batched one-pass algorithm. In
particular, at each iteration ¢, the learner collects m fresh samples by sampling from a distribution
over z and y. To be more specific, one can view each sample (x;, y;, y;) as generated via interaction
with a new fresh “user”, which provides the context/prompt z;. Then, leveraging the dataset D; and a
specific PrivUpdate oracle, the learner finds the next policy iteratively.

Algorithm 1 A Meta Algorithm

1: Input: reward r, learning rate 7, batch size m, and policy class my, PrivUpdate oracle, base
policy p

2: Initialize #; = 0

fort=1,...,T do B

4:  Collect a fresh dataset Dy = {(x4,y:,y;) }~, of size m using the 7y, and p:

w

Ty~ P Yi ™~ ,u(-\xi),yg ~ g, (+|zi)

5 Foralli € [m],let Ay(zy, ) := (s, y;) — (s, y;) be the estimate of A™« (x;,y;)
6:  Call aPrivUpdate oracle on D; := {(z, ys, ., Ae(x4,v:)) }7; to find next policy 641
7: end for

Under this one-pass algorithm design, we naturally have the following privacy guarantee, connecting
standard DP (Definition 1) with DP in PO (Definition 2).

Proposition 1. Suppose PrivUpdate satisfies (¢, 0)-DP under Definition 1, then Algorithm 1 satisfies
(e,8)-DP in terms of Definition 2.

This simply follows from our one-pass algorithm and (adaptive) parallel composition of DP, by noting
that changing one “user” would only change one record in D; of a single ¢ € [T7].

Remark 2. Our meta algorithm can also be used in the online setting where a stream of NV “users’
arrive sequentially. By the so-called billboard lemma [26], our meta algorithm also satisfies the
commonly used joint differential privacy (JDP) in the literature of private online RL/bandits [25, 27,
14, 15, 28]. Roughly speaking, JDP guarantees that changing one “user” (say u) will not change all
the actions prescribed to all other “users” except u, as well as the final policy.

5

For sample complexity, due to the batched one-pass algorithm over N unique “users”, the total
number of sampled trajectories is simply N = m - T, where each trajectory (z;,y;, y;) is from a
fresh user. To put it in another way, for a fixed [V, the key here is to balance between batch size m
and number of iterations 7" so as to balance between the per-iteration accuracy and the total number
of updates. This balance, in turn, depends on the specific choice of PrivUpdate oracle, which will
be instantiated in the next sections for DP-PG, DP-NPG, DP-REBEL, respectively.

5 Differentially Private Policy Gradient

In this section, we propose DP-PG by building upon our meta algorithm and analyze its sample
complexity bounds under different settings.



Our proposed DP-PG is Algorithm 1 with the instantiation of PrivUpdate as in Algorithm 2 below.
In particular, it first computes an unbiased REINFORCE-style estimate (i.e., V,,,J(6)) of the full
gradient V.J(6;) as in (1), using the m trajectories in D;. Then, a Gaussian noise is added with o
depending on the privacy parameters of € and J. Finally, ;1 is obtained by updating the current
policy 6, along the direction of g;, scaled by a properly chosen learning rate 7.

Algorithm 2 PrivUpdate Instantiation for DP-PG

1: Input: dataset D; = {(z;, v, gt(xi, ¥:)) }, policy 04, learning rate 7, noise scale o
2: Output: 0,1
3: Compute gradient:

~ 1 & ~
Vi J(0) := m Zve log e, (yi | @) - Ae(zi, yi)
i=1

4: Add noise: g; := @mJ(Q) +N(0,021)
5: Output policy: 011 =0 + 1 - G:

By the standard Gaussian mechanism [29] and Proposition 1, we have the following privacy guarantee.

Theorem 1 (Privacy guarantee). Assume for any v € X and 0 € O, there exists a constant G such

2 2
that ||[Vglogme(y | z)|| < G. Then, setting 0> = 1610g(1.25/0) Ry &~ Algorithm 2 ensures that

2.2
DP-PG satisfies (¢,0)-DP as in Definition 2. e

The boundedness assumption of G is satisfied by softmax policy as well as Gaussian policy [6]. In
fact, they satisfy an even stronger condition in Assumption 1, to be discussed shortly.

Next, we aim to establish the sample complexity results of our DP-PG with Algorithm 2 for both
first-order stationary point (FOSP) and global optimum convergence, respectively.

5.1 First-order Stationary Point Convergence

We start with the sample complexity bound for FOSP convergence. This result is not only of its own
importance, but will also be useful for our later results on the global optimum convergence. We will
consider the following general class of policies, which is widely studied in previous non-private work
and also includes commonly used policies such as softmax and Gaussian policy [6].

Assumption 1 (Lipschitz Smoothness (LS)). There exist constants G, F' > 0 such that for every
state x € X, the gradient and Hessian of log 7y (- | ) of any 6 € O satisfy

IVolog o (y|2)|| < G and ||V log mo(y|o)|| < F.

Remark 3. For simplicity, as in previous work, we will often view G and F' as constants O(1), hence
omitted in the sample complexity bound. Moreover, we omit log(1/§) term by writing Os(+).

Theorem 2 (FOSP convergence). Under the same setting of Theorem I and Assumption I, there
exists a proper parameter choices of m and n), such that DP-PG achieves

2/3
1 Vd
E[||VJ0)|*] < Os | —= - , 4
[IVJ(00)]*] < Os \/N+<N€> 4
where 0y is uniformly sampled from {61, ..., 01}

Remark 4. We can see that the first term in (4) matches the previous non-private term, i.e., for an
accuracy of «, the sample complexity is O(1/a*) [6]; Second, the privacy cost is a lower order
additive term (for constant € and d), i.e., the additional sample complexity due to privacy is Os ( vd ) .

ade

5.2 Global Optimum Convergence

We now turn our focus to the global optimum convergence in the sense of average regret, i.e.,

J* — % thl E [J(6;)]. Following the non-private work [6], we will also consider two different

scenarios and aim to establish the corresponding sample complexities in the private case.



In the first scenario, in addition to Assumption 1, we further assume the following two conditions on
the policy class, both of which are commonly used in the non-private case. The first condition is the
so-called Fisher-non-degenerate policy, formally defined below.

Assumption 2 (Fisher-non-degenerate, adapted from Assumption 2.1 of Ding et al. [30]). For all
6 € RY, there exists v > 0 s.t. the Fisher information matrix F, () induced by policy 7 and initial
state distribution p satisfies

Fy(0) = Eqgp ymrmo (-|2) [Vg log g (y|x) Ve log 7r9(y|:v)T] > 1.

This assumption is commonly used in the literature on non-private PG methods [6, 30, 5, 31]. As
shown in Sec B.2 in Ding et al. [30], this assumption is satisfied by the Gaussian policy and even
certain neural policies.

The next condition is the so-called compatible function approximation, which is also a common
assumption in the PG literature to handle function approximation error in the non-tabular case.

Assumption 3 (Compatible, adapted from Assumption 4.6 in Ding et al. [30]). For all § € R?, there
exists apias > 0 such that the transferred compatible function approximation error satisfies

]Exwp,ywﬂg* (-1s) [(Aﬂ-e (Jf, y) _U*Tv9 log o (y|$))2} < Obias; (5)
where 7~ is an optimal policy and u* = F,(0)TV.J().

The “compatible” here means that we are approximating the advantage function A™ (s, a) using
the Vg log mp(als) as the feature vector; The “transfer error” here means that we are shifting to
the expectation over an optimal policy (rather than the current policy). The error ay,,s is zero for a
softmax tabular policy and small when 7y is a rich neural policy. [30-32].

With the above two additional assumptions along with the LS assumption in Assumption 1, we have
the following important result, which implies that the objective J(#) satisfies the so-called relaxed
weak gradient domination.

Lemma 1 (Lemma 4.7 in Ding et al. [30]). If the policy class my satisfies Assumptions 1, 2 and 3,
then we have

G
T (0) < 9IO)] + Vs

This lemma essentially allows us to easily translate a guarantee in terms of FOSP to a certain global
optimum convergence. This leads to our next main result with its proof given in Appendix E.2.

Theorem 3. Consider the same setting of Theorem 2 and further let Assumptions 2 and 3 hold. Then,
for any o > 0, DP-PG enjoys the following average regret guarantee

T
I %ZE[J(@)] < 0(a) + O (\/anms)

when the sample size satisfies N > O; (a%ﬂ + _Vd )

as~y3e

Remark 5. In the above bound, we explicitly include the parameter  to clearly illustrate its impact.

The first term O <a41'y4) matches the non-private one in Yuan et al. [6] while the second term is the
privacy cost. As we can see, for both terms, there exists an additional 1/ factor compared to the
sample complexity of FOSP. Thus, for very small but still positive 7y, our bound could be large.

Our second scenario is about the specific policy class of softmax in the tabular setting, which allows
us to get rid of the parameter . Due to space limit, we relegate these results to Appendix B.

6 Differentially Private NPG and REBEL

In this section, we turn to DP-NPG and DP-REBEL, private variants of NPG and RRBEL, and analyze
their sample complexities. In particular, we will consider a general private regression oracle as the
PrivUpdate in Algorithm 1 and then give concrete examples under different specific regression
oracles. Given the similarity, we will mainly focus on DP-NPG in the main paper and relegate the
detailed discussion on DP-REBEL to Appendix D.



6.1 A Master Algorithm and Guarantee

Our proposed DP-NPG is Algorithm | with its PrivUpdate being instantiated in Algorithm 3 below,
which relies on a general private regression oracle to return an approximate minimizer of an estimation
problem under the square loss. The square loss in (6) is almost the same as before, as in (2), except
that we now take the expectation over a general base policy p rather than the specific on-policy
mp,. This update is often called approximate NPG in the literature [5]. As will be shown later, the
performance of the algorithm will depend on the choice of x in terms of its coverage.

Algorithm 3 PrivUpdate Instantiation for DP-NPG

1: Input: D, = {(z;, yi, Et(xi, ¥i)) }7 . current policy 6;, base policy i, learning rate 1, PrivLS
oracle
2: Output: 0t+1

3: Call the PrivLs oracle on D; := {(z;, v, Et(xi, y;))} to find an approximate minimizer w; of

. " 2
a‘rgen’vlén Ft (’LU) = Ezwp,y~p,(-|x) |:(A o ($7 y) - wTv IOg o, (y|$)) ] (6)
w

4: Output policy 011 = 0y + nw,

We now aim to establish a generic performance guarantee of DP-NPG. To start with, we assume that
the approximate minimizer w; returned by PrivL$ at each iteration satisfies the following guarantee.

Assumption 4 (Private estimation error). For each ¢t € [T, the PrivLS oracle satisfies (¢, J)-DP
while ensuring that with probability at least 1 — (,

2
Ew~p,y~u(~|x) {(Aﬂ-gt (iL’, y) - w:v log o, (y|$)) ] < errf (mv &, 5» C)a

for some error function err?(m, ¢, , ¢) over batch size m, privacy parameters ¢, §, and probability C.

In addition, we assume standard regularity assumptions commonly used even in the non-private case.

Assumption 5 (5-smoothness and boundedness). log my(y|x) is a S-smooth function of 6 for all
x,y,i.e.,
Vo log mo(yla) — Vo log mor (yla) |l < B0 — ', -

Moreover, there exists a constant W > 0 such that for all ¢ € [T'], the weight vectors w; generated by
the update rule satisfy ||w;||, < W.

Our main result is given by the following theorem.

Theorem 4 (Master theorem). Let Assumptions 4 and 5 hold. Then, DP-NPG satisfies (¢,0)-DP as in

Definition 2. Moreover, if w1 := Ty, is a uniform distribution at each state and n = 1/ 2%%%%', with

probability at least 1 — (, for any comparator policy 7, we have

T T
. 1 [ BW?2log |V A Cyr
J(ﬂ- ) - T Z J(ﬂ-t) < /8 QTg | | + ,;1_) Z €Ty (m7 g, 67 C)7
t=1 t=1

=" (ylx)
u(yle)

where C\,_, = '= maxy , and T, 1= Ty,.

We use the most intuitive coverage definition for C,,_,~+, i.e., the density ratio, for illustrating the
key idea. One can easily extend it to other types of coverage, e.g., relative condition number for the
linear case [5] and transfer coefficient for general function classes [33].

6.2 Applications

With the above master theorem in hand, we now only need to determine the estimation error under
different types of PrivLsS. To start with, we consider a general PrivLS under general function classes
for both reward and policy. Specifically, it runs approximate least squares with the exponential



mechanism [34] for privacy protection, as detailed in Algorithm 4 below. To determine its estimation
error, we will first present a new result, which could be of independent interest.

Algorithm 4 PrivLS Instantiation for DP-NPG via Exponential Mechanism

1: Input: D; = {(z;, y;, A, (x4,9:)) Y™, privacy budget &, current policy 0y, reward range Rpmax
2: Qutput: w,
3: Sample w; € W with the following distribution:

_c
8R2

max

P(w) x exp (— -L(w)) Yw €W,

where L(w) := 37 [w TV log 7y, (ys|zs) — A\t(xi, yi))?

Lemma 2 (Private LS with exponential mechanism). Let R > 0, ¢ € (0, 1), we consider a general
sequential estimation setting with an instance space U and target space Z. Let H : U — [—R, R] be
a class of real-valued functions. Let D = {(u;, z;) }1, be a dataset of m points where u; ~ p; =
pi(u1:i—1, 21.i-1), and z; = h*(u;) + n;, where n; is zero-mean noise and h* satisfies approximate
realizability, i.e.,

m

. 1 "
}i%f_[ m ;Euw)i [(h (u) - h(u))z] < Qapprox- (7

Suppose max; |z;| < R and max,, |h*(u)| < R. Then, sampling 1 via the following distribution
from exponential mechanism

P(h) x exp (—8% -L(h)) Vh e H,
with L(h) =3, ¢ [P (ui) — 2i)?, yields that
- ~ 1
> B () — (7] S Bolog(11/€) + R8P o,
=1

This lemma can be viewed as the private variant of Lemma 15 in [33]. To leverage this lemma for
Algorithm 4, we observe the following mappings for each iteration ¢: H maps to W, u; = (g, , T;, Yi)»
h(u;) = w'V log g, (yi|zs), 2i = Et (24,y;) with E [z;] = A™: (z;,y;), which can be rewritten as
an unknown function w* = h* over (7, , x;, y;). Finally, in our case, p; is non-sequential and fixed
during each update, i.e., x; ~ p,y; ~ pu(-|x;) and 7y, is fixed at ¢. Thus, the approximation error
condition in (7) translates to the following one:

inf Erwp,ywu(~|:r) [(Aﬂet (J},y) - ’U)TV1Og o, (y|x)2] < Qapprox- ®)

Based on these discussions, we have the following guarantee of DP-NPG with Algorithm 4.

Corollary 1 (General function class). Consider DP-NPG with PrivLS as in Algorithm 4. Then,
DP-NPG satisfies (¢, 0)-DP. Suppose for each t € [T, there exists an cuapprox such that (8) holds. Then,
under the same assumptions in Theorem 4, we have

T
L1 W2log |V 1+ 1/e)log(|]W
JSIE o 0P Y CLLLTICIIRY o puser et SN CERVBLZ 25}
t=1

m

This implies that, for a given suboptimality gap of O(c + \/C), s+ Qtapprox), the sample complexity
boundis N =T -m = O (X + ) - log |W| - BW?2).

Remark 6. Several remarks are in order. First, due to the exponential mechanism, we achieve pure
DP (i.e., 6 = 0) rather than approximate DP; Second, our results hold for general reward and policy

function classes. We state the result for a finite JV for ease of presentation. It can be easily extended
for an infinite class using a standard covering argument. For instance, if YW = R<, then log(|W|) can



be converted to O(d). Meanwhile, we remark that in general, Algorithm 4 is not computationally
efficient. Thus, the above result is mainly from the statistical perspective. Note that we also explore
several efficient oracles for specific scenarios later. Finally, we highlight that the approximation
error in (8) is different from the transfer error in (5), which directly takes expectation over the target
optimal policy. In contrast, when we use approx, We have to account for the transition from g to 7*
explicitly via C,_, . This is the case even in the non-private case (cf. Corollary 21 in [5]).

Log-linear policy class with realizability. We now turn to computationally efficient PrivLS
oracles by considering a concrete case where the policy is log-linear and reward r is realizable.
More specifically, the policy 7y is given by some § € R? and feature vector ¢,, € R? with

67 s
mo(y | ) = Ey/z);péxpf;ffﬁ)w,) and [[¢ 4 < B.

This leads to the fact that Vg log mp (y|7) = ¢y — Eyrory(|2) [P,y7] and smoothness parameter of

B2. Further, we assume the reward 7(z,y) = (w*, ¢, ) is a linear function with respect to ¢, ,, i..,
compatible realizability. In this case, Assumption 4 reduces to estimation error (or in-distribution
generalization error) of linear regression:

E.’rwp,yw/:,(-|m) |:(<wt - w*v d_)fn,y>)2:| < err?(mv g, 57 C)a (9)

where q%y = @u,y — By wny, (2[5 ], Which depends on the current policy.

The above particular form allows us to leverage recent advances in private linear regression, both in
the low-dimension and high-dimension cases, respectively.

Corollary 2 (Log-linear policy in low-dimension). Consider DP-NPG with the above log-linear
class (with smoothness parameter 3 = B?). Suppose PrivLl$ is instantiated with the ISSP
algorithm in [35]. Then, by [35, Theorem 5], we have that erry(m,e,0,{) < «, when m >

0] <adz + 2 1(;gs(1/5) + d(logg/é))2>. Thus, by Theorem 4, for a suboptimality gap of O(a), the

sample complexity bound is N = T - m = Og ((O%'l4 + 4+ anEZ) - B*W?).

ade

Corollary 3 (Log-linear policy in high-dimension). Consider DP-NPG with the above log-linear
class (with smoothness parameter 3 = B?). Suppose Privl$S is instantiated with Algo-
rithm 5 in [36]. Then, by [36, Theorem 6.2], we have that erry(m,e,0,() < « when m >

0] (log((xlél/o + tog(1/¢) log(l/é)). Thus, by Theorem 4, for a suboptimality gap of O(«), the sample

ade

complexity bound is N =T -m = Oy (& + =) - B*W?).

One key subtlety behind these two corollaries is that W can be large and depend on d. This is due to
the fact that the update w, in both PrivLS oracles is privatized by a Gaussian noise in the last step.
Thus, by standard concentration of a Gaussian vector, W can be on the order of V/d. This subtlety
is somewhat unique due to the interplay between PrivLS oracle and “regret-lemma” type analysis
in Theorem 4. In practice, one can properly truncate w;, which preserves privacy. In theory, we
conjecture that one may use a different technique (e.g., based on the three-point lemma in [37]) to
avoid the requirement of bounded w;, which is left to be an exciting future work.

Connection to private stochastic optimization. In the context of the above discussion and corollaries,
one in-between solution is to aim for suffering dimension dependence only in the private term. This
leads us to consider private SGD over a bounded domain, since the estimation error in (9) is
equivalent to excess population risk under realizability. Thus, one can leverage existing results on
private stochastic optimization to bound err;(m, €, d, ¢), which does not have dimension dependence
in the non-private term, but at a cost of a slower rate O(1/4/m) vs. O(1/m). See Appendix C.

7 Conclusion

We initiate a systematic theoretical investigation into the sample complexity of differentially private
PO, leveraging a unified meta-algorithmic framework and reductions to private regression problems.
We establish the first set of sample complexity results for several widely used PO algorithms under
differential privacy constraints, including DP-PG, DP-NPG and DP-REBEL. Our analysis not only
quantifies the privacy cost in PO but also uncovers subtle and important interplays between privacy



mechanisms and algorithmic structures in PO. These insights offer practical guidance for designing
privacy-preserving PO methods. We hope our work will open new avenues for future research in both
the theoretical understanding and empirical development of private policy optimization. Besides,
although we mainly focus on the theory in the main body, we have also managed to conduct some
experiments as proof of concept, see Appendix H for details.
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to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA]

Justification: Our conclusions are derived through mathematical deduction and logical
argumentation, so it does not include experiments requiring code.
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» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
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to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

 Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]
Justification: This paper does not include experiments.
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* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.
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material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
Justification: This paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]
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Justification: This paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: Our research adheres to all guidelines outlined in the NeurIPS Code of Ethics.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: There is no societal impact of the work performed.
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* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
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Answer: [NA]
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Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
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* The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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service of that source should be provided.
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« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
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include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This research does not involve any form of crowdsourcing or studies with
human subjects.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
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* Including this information in the supplemental material is fine, but if the main contribu-
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or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
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Question: Does the paper describe potential risks incurred by study participants, whether
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approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The study does not include human subjects, and therefore IRB approval is not
required.

Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
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of the core methodology, it is used only for editing.
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* The answer NA means that the core method development in this research does not
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for what should or should not be described.
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A Additional Related Work

Policy optimization. The theoretical study of policy optimization can be roughly divided into two
lines of work. The first line often assumes a certain reachability (coverage) condition and takes a
perspective from optimization. Under this assumption, various types of policy gradient methods have
been investigated, including REINFORCE [1], variance-reduction variants [38], and preconditioned
variants such as NPG [11], TRPO [39], and PPO [3]. The performance metrics are often convergence
rate or sample complexity, see some typical results in [5, 40, 6, 41, 42]. The second line of work
focuses on the exploration setting, i.e., without the coverage condition. To this end, the algorithm
design is often based on optimism, e.g., an optimistic version of NPG or PPO via bonus terms or
global optimism. Several recent papers have made progress in this direction for tabular RL [43],
linear mixture MDP [44], linear MDP and more [45—47]. Our paper can be viewed as the first work
that aims to privatize the first line of work above.

Differentially private RL and bandits. Recently, a line of work studies RL (bandits) under the
constraint of differential privacy, e.g., multi-armed bandits (MABs) [48-52], contextual bandits [27,
36, 53-55], and RL [25, 14, 28, 15, 56]. To the best of our knowledge, only [14] and [15] studied
private RL under policy optimization. They consider the exploration setting and characterize the cost
of privacy in regret bounds by privatizing optimistic versions of PPO (NPG) under tabular or linear
function approximations, respectively. In contrast, we take the optimization perspective (with the
coverage condition) and study private PO for general reward/policy function approximations.
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Differentially private stochastic optimization. Extensive research has been done around private
stochastic convex and non-convex optimization. In particular, for the problem of differentially private
stochastic convex optimization (DP-SCO), [24] gave the first optimal algorithm in terms of excess
population loss, and [57] developed the first linear-time efficient and optimal algorithm. There are
also many follow-up papers under various settings, e.g., [58—62]. Moving to the non-convex case, the
performance metrics include first-order or second-order population stationary points (e.g., [63—67])
as well as excess population loss (e.g., [66]). As already mentioned, these results in private stochastic
optimization can be useful to us since the estimation error in our master theorem is equivalent to
excess population loss/risk under square loss and realizability, see Appendix C for more details.

Differentially private linear regression. For the specific problem of private linear regression (which
is a special case of DP-SCO), one can possibly achieve better results by leveraging its structure.
We can roughly group the research efforts' in this area based on the conditions on the boundedness
of the feature vector (and the true parameter). Assuming boundedness, state-of-the-art results are
established in [68, 69]. On the other hand, without boundedness but under a general sub-Gaussian
data, ISSP in [35] is the first efficient and nearly-optimal algorithm, which does not require an
identity covariance matrix compared with [70, 71] and does not depend on the condition number of
the covariance matrix compared with [72, 73]. Moving from approximate DP to pure DP, the very
recent work [74] gives the first polynomial-time and sample-optimal private regression algorithm. As
mentioned before, these results on private linear regression are useful to us since, under log-linear
policy parameterization, our estimation error reduces to the estimation error in linear regression.

B Tabular Softmax with Log-barrier Regularization

In this section, we move to the second scenario for our DP-PG of global convergence where we
consider the tabular case with the classic softmax policy:

Definition 3 (Tabular softmax policy). Consider a finite state space X’ and action space ). For any
state-action pair (z,y) € X x ), the softmax policy is given by

exp(bz,y)
yey exp(fy,y)’

’/T()('y|1') = Z
where 0 € RIXIIYI,

One key motivation here is to leverage the tabular structure and the specific property of softmax
policy to establish a sample complexity of global optimum convergence that is independent of the
parameter . To this end, as in the non-private case [5, 6], we will consider a regularized problem,
whose FOSP turns out to be an approximate global optimal solution of the unregularized (original)
objective, for proper choice of regularization. In particular, we consider the following log-barrier
regularization objective:

J)\(G) L= J(Q) — )\]E;ENUme [KL(UHify,ﬂ'g(-ﬁ))]

A
= J(O)+ —— S Al 10
() + NI ;; og mo(y|z) + Alog V], (10)

where the KL divergence is KL(p, ¢) = E;~ {log %}, Unif,, denotes the uniform distribution

over a set y and A > 0 is the regularization constant.

We will run our DP-PG over this regularized objective by using the sample-based gradient estimator
at each step with proper choices of batch size and learning rate. Then, we have the following main
result regarding the global optimum convergence in terms of the unregularized .J(6). The proof is
given in Appendix E.3.

Theorem 5. Consider Algorithm 2 applied to J\(0). For any m > 0, setting 0> =

161n(1.25/5)-R2 2 . .. . .
61n( i{f;RmaxG ensures (¢,0)-DP as in Definition 2. Further, there exist proper choices of

parameters for m and 1), such that the following holds

1 T
T = 2 S EL(0)] < Ola),
t=1

! As before, this is not a complete list of all the works in this area.
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when the sample size satisfies N > O (% + Y4 )

a9/2¢

Remark 7. The first term in the sample complexity bound matches the non-private one in Yuan et al.
[6], while the second term is the lower-order privacy cost (for constant € and d). We note that while
the dependence on « is worse than the previous one, there is no dependence on «y in the bound, which
could offer benefits when - is quite small.

C Connection to Private Stochastic Optimization

In this section, we first aim to bound the estimation error in (9) by leveraging the existing result in
private SCO. In particular, we aim to apply Theorem 3.2 in [24] for a Lipschitz and smooth loss
function. The first step is to realize that under realizability, the LHS in (9) is equal to the excess
population loss for a square loss, which is both Lipschitz (with parameter of order O(B2W) under
our boundedness assumption for both feature and parameter space) and smooth (with parameter
of O(B?)). Hence, by [24, Theorem 3.2], we can obtain that erry(m,¢,d,() < a when m >
0] (14 + dlog(l/é)) - O(Poly(B,W)). Thus, by Theorem 4, for a suboptimality gap of O(«),

«a aze

the sample complexity bound is N = T - m = O ((% + T\/fz) - Poly(B, W)) Recall that due
to projection in the mini-batch SGD in [24], one can ensure that ||w;| < W for some W that is
independent of d. Thus, the non-private term does not depend on d. We mention in passing that one
can also potentially directly bound the error in Assumption 4 by leveraging the excess population

loss for non-convex loss functions.

D Differentially Private REBEL

In this section, we will consider DP-REBEL which includes a general private regression oracle as the
PrivUpdate in Algorithm | and then similar to our previous DP-NPG, we will give some concrete
applications under different specific regression oracles.

Our proposed DP-REBEL is Algorithm | with its PrivUpdate being instantiated in Algorithm 5,
which also relies on a general private least-square regression oracle to return an approximate minimizer
of an estimation problem under the square loss. The square loss in (11) is the same as before in (3).

Algorithm 5 PrivUpdate Instantiation for DP-REBEL

1: Input: D; = {(z;, s, A:(i,y:)) }2,, current policy 6y, base policy i, learning rate 1, PrivLS
oracle

2: Output: 641

3: Call the PrivLs oracle on D; := {(z;, y;, A:(2;,y;))} to find an approximate minimizer w; of

argmin F(0) = E [1 (m molr) ) ”9(y/|x)> - (/Tt(xi,yi))r, (11

6o n\ 7o, (ylz) 7, (y']x)

where expectation is over  ~ p,y ~ pu(-|z),y" ~ mp, (-|z).
4: Output policy 611 = 6 + nw;

We now turn to establish a generic performance guarantee of DP-REBEL. Similar to DP-NPG, we
assume that the approximate minimizer w; returned by PrivLS at each iteration satisfies the following
guarantee.

Assumption 6 (Private estimation error). For each ¢ € [T, the PrivLS oracle satisfies (¢,0)-
differential privacy and ensures that with probability at least 1 — (,

E {1 (hl Touss (U]7) —In Mt+l(y/|x)) - (11 (x; y))r <err?(m,e,6,¢)
n o, (y|x) W@t(y’|x) T\ Ji = t 3€,0,G),

for some statistical error function err?(m, ¢, d, {) depending on batch size m, privacy parameters

(e,9), and probability ¢, also, expectation here is over x ~ p,y ~ u(-|z),y" ~ w9, (-|z).
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Remark 8. This assumption parallels Assumption 4 in DP-NPG and ensures that our private oracle
accurately estimates the relative reward differences while preserving our DP in PO as Definition 2.

Our main result is given by the following theorem.

Theorem 6. Under Assumption 6, according to Lemma 11 and Lemma 12, we have with probability
at least 1 — (, for any comparator policy 7 such that:

T T
N 1 In |y \/IOCM_M*
J(m*) — T tEZI J(m) < QA\/ T + T t; err¢(m, e, 9, ().
Remark 9. If we simply set the base policy i = mp,, which make this assumption simpler,

then we can have a tighter bound, it is easy to show that the bound will turns to 2A % +

\/2C, _o* T
’1‘:% Zt:l eIy (m? 57 5a C)

The application here is totally same as the DP-NPG, thus we can directly use our previous Corol-
lary 1, Corollary 2 and Corollary 3 which derive the almost same bound of sample complex-
ity. For PrivLS with exponential mechanism, consider DP-REBEL with PrivLS as in Algo-

rithm 4, for a given suboptimality gap of O (& + /C),— r+ Qapprox ), the sample complexity bound is
N=T-m=0((X%+ %) log[W|- A%). For log-linear policy class with realizability, assume
that err;(m, €, 9, () < «, therefore, for log-liner-policy in low-dimension and high-dimension, we

have m > O (;2 n d+/log(1/9) + d(logg/a)ﬁ)’ andm > O <10g£[14/() T a/log(l/()log(l/é)), e

ae ade

spectively. Thus, we can derive such sample complexity: N =T-m = Os ((Of‘i4 + -4 4 4. AQ)
2

asde a2e?

for log-liner-policy in low-dimension and N =T - m = 65 ((% + ﬁ) . ) for high-dimension.

E Proof of Chapter 5

E.1 Proof of Theorem 2

Lemma 3 (ABC). There exists constants A, B,C > 0 such that the policy gradient estimator
satisfies:

E {H%J(e)m <2A(J* — J(0) + B|VIO)|? + C, (12)

where VJ(0) = Eqpyomy(ls) [A™ (2,y)Vologmg(y|x)], and A = 0,B = 1 - 1/m,C =

4R2, G?
max + d0.2

m

Proof. For notation simplicity, we let gg(7;) = A" (z;,y;)Vglogmg(yi|z;). Thus, we have
Vi J(0) = L5 90(7;) + Z. Notice that E[gy(7;)] = E [6mJ(9)} = VJ(6), cause Z is the

gaussian bias, which expectation is 0.
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Now, we have

E M%mj(ﬁ)’ﬂ =F %Zgg(n) +7Z

i .
=E - i 90(7;) E[IZ]?] +2- EK Zga i), >
- =
=E % _ 9o(7) +do? 40
- 1 ' ,
=E . Zi:gg(n) —VJ(0)+ VJ(b) + do?
i 2
— V@) +E ”ﬂl1 S go(rs) = VIO)| | +do?

= VIO + — ZE[Hga 7) ~ VI0)|?] + do®
= 19T + - -E [lgo(r)]I* ~ [9T6) ] + do?.

To proceed, we need to establish an upper bound on E [|| go(m)]| 2} . In particular, we have

E [llgo(m)?] =E [|A” (z1,51)* | Vo log mo(y: | $1)||2]
<A4R? . G2,

max
which follows from Assumption 1.

Hence, we conclude that:
~ 2 4 2 2
E U\va(Q)H ] <1 _ ) 1V0))? + Lo 2

i.e., ABC condition in (12) is satisfied with A =0,B=1—1/m,C = ¢ + do? O

Lemma 4 (Smoothness under LS). Under LS assumption in Assumption 1, J(-) is L-smooth, namely
V2J(0)|| < L for all 6, with

L = 2R (G* + F).

Proof. For smoothness, it suffices to bound the operator norm of Hessian, i.e., |

J(0)]-

By definition, we have

V2J(0) = VoEonpymmy(-a) [A™ (2,y) Vo log mo(ylz)]
@ Ve/pe(w,y) (A™ (2,y)Vglogmg(y|x)) d(z,y)
. /Vope(x,y) (A™ (2, y)Vlogmo(yla)) " d(z,y) + /p9($ay> (A7 (,y) Vg log mg(y|)) d(.y)

= Eayopy [A™ (2,y)Volog mo(y|z) log mo(y|2) | + Bayep, [A™ (2,y) V5 log mo(y|z)]

where in (a), we let pg(x,y) := p(x)mg(y|z), and (b) holds by chain rules.
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Thus, we have
IV3T0)]| < Eay [|4™ (@, 9|1V log mo(y]0) ] + Eay [1A™ (2, )| | V3 log mo(y]a) ] -

Th T2

For 77 and 72, by Assumption 1, we have
Ti < 2RimnaxG?, To < 2RmaxF,
which hence completes the proof. O

Lemma 5 (Adapted from Theorem 3.4 in Yuan et al. [6]). Suppose that J satisfies smoothness
and the ABC assumption in Lemma 3. Consider the iterates 0; of the PG method with step size
ne =n € (0, %), let 61 = J* — J(61). In particular, if A = 0, we have:
261 + LCW
nT(2—LBn) 2-— LBy

where 0y is uniformly sampled from {01, ..., 01}

E {HVJ(HU)Hz} < (13)

1
LB’

2] _ 201
B[Iv760)IF] < S5 + L, (14)

Proof of Theorem 2. Followed by Lemma 5, when 1 < we can simplify the equation into this:

where B=1—1/m, 8§ = J* — J(01), L = 2Rpnax(G* + F), C = % +do?, G and F are
constants.

From Theorem 1, to make sure our algorithm satisfy the (e,d)-DP as in Definition 2, we set
o2 — 161n(1.25/68)-R2 , G?
= . .

max
m2e

V20,
vTLC

20,LB W25, LC
T JT

1 VC
m 1 ovmd
<N TR TN >

m 1 Vd
=0<N+\/N : Nm).

Based on Lemma 5 and Equation (14), choose np = min{ﬁ, }, we have:

E[|VJ(00)]?] <

0

To proceed, we need to determine the value of m.

4 _Yd Vd

. m m
In order to balance the terms in the convergence bound O ( ~ T E \/W) , weset T = N

2

Thus, we have:

2/3
m = (‘/E> N3 = (1/¢)*3 (Na)'/3.

3

Substituting back, the convergence bound simplifies to:

) Vi 2/3
0 m+<m_>
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E.2 Proof of Theorem 3

Proof. We know that:
E[IVI00)IP] = ZE [NZIRE (15)

Besides, followed by Lemma 1, we obtain that:

G 2 @2
(J— J0)° < (7 VI + \ﬁabias) < 2% VIO + 200,

which holds by (p + q)? < 2p? + 2¢°.

Taking expectation over both sides, condition on 6;, yields that

1 & ,G* 1
T2 Bl =707 < fZE[wat)H}mab.as

(15) . G2
=2 5E {||VJ(0U)||2} T 200pia

where (a) holds by Theorem 2.

By applying Jensen inequality twice, we have:
1 — 1 « ’ 1 ’
* 2 * *
= ;E [(J° ()] > E (J -7 ;:1: Jwt)) > (J = D mem) .

So we can derive that:

T 2 2/3
.1 1 1 Vd
(J - T ;E [J(Gt)}> < 0] ? ﬁ + <J\k> + O(abias)'

In that case, we finally get the result:

. 1/3
J* — TZE[J(@)] —o( L[~y (1\\/IZ> + O(vawis).

t=1 v

Suppose J* — + ?:1 E[J(6:)] < O(a) + O(\/Obias), We have:

1 \/g
N>2O|—+—+1.
<a474 + a373€>

O
E.3 Proof of Theorem 5
Based on softmax settings in Definition 3, by simple calculus, we have
O0log my(y|x
% =1, — m,(0), (16)
0% log Ty (y|)
TLemlle) — g, 0)),
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where 1, € Rl is a vector with all zero entries except being 1 for the entry corresponding to action
y, and H(m,(0)) = Diag(n,(0)) — 7 (0)7,(0) .

In particular, for softmax, we can determine the G and F' in Assumption 1:

1

IVologmo(y | o) < G = /1 — ~—
Y

IV3log moly | )| < F o= 1.

E.3.1 FOSP of softmax policy

Lemma 6. The regularized gradient estimator %m,] (0) satisfies ABC assumption in Lemma 3 with
parameters:

A=0, B=1-—
m

Cm( o) (1 )
|

Specifically, we have the variance bound: E HV N H } < (1=L)[IVIAO)]? + do* +

2 1 2 A2

Proof. Similar to Appendix E.1, here we let gg(7) be a stochastic gradient estimator of one single
sampled trajectory 7. Thus we have: V,,,J (6) = L 3" go(7;) + Z.

From equation (10) we have the following gradient estimator

A
Vimnda(0) = Vi J(0) + K] > Vplog s, (0).
T,y

For a state ¢ € X', we have

A dlogm, ,(0) (16) A B
i on a2t o)
yey yey

x

)\1‘3;| A
- ~ 26
N

- (5 —=0).

where 1)y, € Rl is a vector of all ones.

Thus we have

- . A (1
T (0) = T (0)+ 5 (|y| - [me)]xex) | am

where 1 € RI¥IV! and [7,(0)],ex = [72, (0); .. T (0)] € RIXIIYI is the stacking of the vectors
7. (6).
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Next, taking expectation on the trajectories, we have

[T ] @ E [0+ 5 (7~ reOloce )

|
‘hﬂ@+¢;(;y{mwm@0+%mﬂ@—vﬂ®

2‘|
(@) |

VIO +E [Hv J(0 w(e)m

@HVA@W+EUWW“”+Z‘V“”W]

_ v + Elem - VIOPr]

= |[|[VJA(0)|? + do?
E | Jon(r) + iy (1 -~ (aO)c) = 990) - g (31 - el )|

+

—
o
-~

+ do?

)t 2 (A = )],
_;O—%WJ(W+EUM()+W(W e

m

Q@;)NA@P  llontr)1F) H%Gﬁ kaﬁ”+m&

where (a) and (c) hold by definition of V.Jx(0); (b) holds by definition of V,,.J(0); (d) holds by

(p+4q)* < 2p* + 2¢°
2
V(WWIIM > V( 1)
<2 T X 1—— ),
A \E M) = U

In particular, we have
A ( 1
ROy
X\
where the inequality is obtained by using ||, (0)[|*> < 1
As for E [||go(71)[|?]. we have

1
E [lgo(r)II”] < uﬁgﬂuﬁﬁ( DO’

where the equality is obtained by Assumption 1 with G? = (1 — ﬁ) .

Combining above, we proved the gradient estimator Vind. A(0) satisfies ABC assumption with

E “)%JA(@)HQ} (1— ) IV (0 )\M% (1 31)|) <4R;§m Gj') + do?,

where 2
1 2 1
A=0, B=1-—, C="—"(1-— R%. + + do*.
0= (1o 97) (18t )

O

Lemma 7 (Regularized FOSP Convergence). Under the learning rate condition n < ﬁ, the iterates
satisfy:
20,

E [IVA@0)I] < T+ L0n, (18)

where B=1—1/m, 6; = J* — J(01), L = 2Rpax(2 — and C as defined in Lemma 6.

D’I)
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Proof. To proceed with the analysis, we first introduce the following key lemma:

Lemma 8 (Adapted from Lemma E.3 in Yuan et al. [6]). J(-) with the softmax tabular policy is
2R nax (2 — ﬁ)-smooth and 2R x4 /1 — ﬁ-Lipschitz.

From Lemma 8, we know that J)(-) is smooth and Lipschitz. Then, based on Lemma 5, we have:

nT(2—LBn) 2— LBy

E IV 00)IF] <

1

Assuming 17 < 13, the above equation simplifies to:

2 24,
< 222
E IV 00)17] < Lo,

where B = 1—1/m. 8, = J* — J(61). L = 2Ruax(2— 5). C = 2 (1 - ﬁ) (4R§m + Q(—l) +

d02,G2=1—ﬁandF:1. O

Note that the sensitivity A of the gradient estimator ﬁm Jx(6) is dominated by the data-dependent
term. Despite introducing the regularization term J, this term only depends on the policy parameters
0 (independent of data), thus it does not affect the sensitivity. So the ¢2-sensitivity of the gradient

remains same as before.
2

Lemma 9. let 0% = 161n(1‘25/5)2'R“‘aXG2, the batch size m be set as: m = (1/5)2/3 (Nd)/3, and

n=min($5, ﬁilc ), we have:
2/3
1 Vd
E[IVAG)IT] <O | =+ (N) (19

Proof. forn = min(£5, Jiszilc) we know:

26,LB  2y26,LC (1 VC\ _[m 1  ovVmd
L0 BIC (1) o )

B [IIVx60)17] < G A

Plugin 02 = 1610(1.25/0) Ropas G g gy = (1/£)?/3(Nd)*/3, we have:

E [V 00)IP] <0 (\}N + g@w’) .

E.3.2 Global optimum convergence

We first introduce an important proposition to bound our global private optimum convergence of
softmax with log barrier regularization.

Proposition 2 (Adapted from Theorem 5.2 in Agarwal et al. [5]). Suppose 0 is such that ||V Jx(0)]| <
m. Then for every initial distribution p, we have

J* — J(0) < 2. (20)

Proof. Firstly, we define the following set of “bad” iterates:

A
IT&dte{l,....T} | [IVJr(6))| = ,
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with \ = 2
From Proposition 2, we know that if || V.Jy(6)| < W,

Hence, we have:

R 1 . 1 i
J —T;J(Gt):TZJ —J(Gt)+fZJ -

telt tgl+
@ |7 .
< S ARmax + o Z J
tgéIJr
(20) ‘_[+| _ |I+|
\ -4 max = 2)\
T B + T
< | “4Rmax + 2A
T
i

\ T 4Rmdx + «,

where (a) holds by J(-) < 2Rpax, then J* — J(0;) < J* + J(0;) < 4Rmax-

Now we turn to bound |1 |. From the definition, we have:

- It
INONCH] = VINO)|* >
E: [V JIx(0)]" > tgﬁ IVJIx(0:)]" = Z NXPE

Through a straightforward mathematical transformation, we get

T
] _ 4l XPY)? 1 2
- < - . —
T el IO

16 s 1 — )
= — - |X° Y| 'TE INOANCHIR
t=1

Thus, we have

T T
1 (1) 64Rpmax | 4 i91ann 1 )
ff;zf(ﬂt) < TEEAPYR 2 S IVAG)IP +

t=1

Taking expectation over the iterations on both sides, we have

64Rmax

-
J —T;]E[J(Gt)]\

t:l

To guarantee that J* — £ tT EJ ((975)] a, we need to show:

1
T ZE IV 5 (6:)]%] < o
t=1
Obviously, we have:

E (|93 (00)I7] = ZE [AZACIEE
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we have J* — J(6) < 2.

T
X212 - ZE IV IA )] + o
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Hence, based on Lemma 9, it is obvious to show that:

F Proof of Chapter 6

F.1 Proof of Theorem 4

For notation simplicity, we let m; = mp,. By the performance difference lemma, we have

DI = I(m) = Y Eampymn(lay [A™ (2, 9)].

t=1 t=1

Define err} := Ey ) yme(-|z) [(A™ (2,y) — w/ V1ogm, (y | 2))]. Then, we have

T T
Z J 7Tt = ZEmwp y~m* (-|x) [Am (l‘ y)]

t=1 1

~
Il

T
Egpymms(-|z) [(we, Vo log T (y | ))] + Zerr;‘

t=1

I
[M]=

~+

Iz
M=~ L

]Em~p7y~7r*('\x) |: <9t+1 — Gt, Vg log Tt y | 1’ :| + E errt
1 T1(Y | m))] np 2
| D log< +§ |w +E err;
- T~p,Y (-lz) [77 m(y ‘ l‘) - 9 ” t” 2 t

T

1 mry1(y | x) Tnp «

Eonpynms (o) {77 log( T w2+ E err,
=1

-
Il

1

—~
=
=

N
M=

o~
Il

(

Q

)

N

mi(y | v)
T
1 TnB . .
flogD)H-—? w +;errt,

where (a) holds by the update rule of our algorithm; (b) is true since the 3-smooth condition of
log g (y|x) is equivalent to the following inequality:

V0,60, x,y: [logmy (y | x) —logme(y | x) — Viegme(y | z) - (¢ — 0)] < gl\ﬁ— 0'3;

(c) follows from the Assumption 5, which has a bounded norm of W, along with telescope sum; (d)
is true since r; is a uniform distribution at each state. Thus, dividing by T on both sides and choosing

"= /2;%%3; L, yields

1 1 w2
J(7*) — = ZJ(ﬂt) < OiTM + 7762 + — Zerrt

/BVV2 loegI ZT:
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To bound err}, we will simply leverage the guarantee of the regression oracle and the concentrability
coefficient to transfer from p to 7v*. In particular, we have for any ¢ € [T]

err; = By yon=(|2) [(A’”’t (z,y) — w?VIog 7o, (Y | w))]
(a)
< \/Evap,yww*(~;c) |:(A779t (2,y) —w, Viogmg, (y | x))q

(b) 2
< \/Cu%ﬂ*E:cwp,ywuﬂx) |:(Aﬂ—0t ((E, y) - thVIOg o, (y | CL')) :|

(e
< \/O,L_m* ~errg(m, e, 6, (),

where (a) holds by Cauchy—Schwarz inequality; in (b), we define the single-policy concentrability

coefficient C, sz~ := max, 4 7:((11‘7"‘;)) ; (c) follows directly from the guarantee of PrivateLS oracle.

Finally, putting everything together, yields

T T
1 w21 Cern
J(m*) — T E J(m) < \/ﬁ 2;g\y| + v ;f E erry(m, €, 6, ().
t=1 t=1

F.2 Proof of Lemma 2

A key lemma in our proof is the following form of Freedman’s inequality.

Lemma 10 (Lemma A.2 in [75]). Let {X;}i<n be a real-valued martingale difference sequence
adapted to a filtration {F;}i<n. If |X;| < R almost surely, then for any n € (0,1/R), with
probability at least 1 — (,

zn:Xi = ”iEifl[XE] + log(;/C),
i=1 i=1

where B;_1[] := E[-|F;—1].

Proof of Lemma 2. For any fixed h € H, we define
Ul = (h(w) — 2)* = (B*(w;) — z)%

If we define the filtration F; = o (uy, 21, . .., u;, 2;) and let E; 4[] = E[-|F;_1], then we have that
{DI'};<,, where
D} :=E.[U}] - U}

is a martingale difference sequence adapted to {F; };<,. We further notice that
Ei1[(D})?] < Eimt [(U)?) = Bica[(R(wi) = h* (w3))? (R(wi) + h* (u;) = 22;)?]
< R? - Eia[(h(ui) = h* (u))?],
where the last step holds by the boundedness of z;, h € H and h*. Moreover, by definition, we have
Ei1[U}] = Eima[(h(us) = B (ui)) (R(wi) + h* (u;) = 22;)]
= Ei1[(h(us) — h* (u:))?].

With the above results, we first apply Lemma 10 to {D?}igm along with a union bound, yielding
that with probability at least 1 — ¢, forall h € ‘H

m m
D Eia[(h(us) = h*(w:)?] S U + R -log(1H]/¢). (22)
i=1 t=i
Similarly, we can apply Lemma 10 to {—D},<,, along with a union bound, which give us
S UMY Eiaf(h(ui) — b (ui))?] + log(|%1/). (23)
i=1 i=1
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Now, we set h = hin (22), i.e., the output of the exponential mechanism, and by the standard utility
guarantee of the exponential mechanism [34], we have

Y Eia[(hlws) = h*(ui))’] S DU + R log(|H]/¢) +
i=1

i=1

e los(741/)
9

where b’ € argminpey L(h) = arg minheH D icm) (h(ui) — 2;)?. Since 377", ur <y, Uk

where h := argming, cqg >0y Bim1[(h(u;) — h*( uz)) ], by (23) and the above inequality, we have
) h 3 * log(|H
> Eial(h(ui) = ¥ (u:)?] S Eia b (us))?) + R log (M) + RQ%
i=1 pt
(@) 1
< T Oapprox + R2 10g(|7—[|/€) + RQM7

where (a) holds the assumption on the approximation error. O

G Proof of Appendix D

Lemma 11. Consider any t € [T|. For notation simplicity, we define fi(x,y) := 1l %ﬁﬂ‘;)
Define A(z,y) = fi(z,y) — r(z,y). Define Az, (x) = Eyur,(|2)A(2,9) and Aylz) =

Eyp(lz)A(x,y). Under Assumption 6, for all t, we have the following:

Ex,ywm,(~\x) (ft(x»y) - T(x7y) - A7Tt (x))Z < err?(mvga(sv C)
Em,ywu(~\ac) (ft(x»y) - T(xvy) - A/—t(x))Q < errf(m7s,5 C)
E. (A, (2) — Ap(x))? < err?(m, e, 6, C)

Proof. From Assumption 6, we have:

Eoyymmi o | (fe(@ 1) = 1(2,1) = Ar (@) = (fol®,52) — r(2,92) — Au(@)) + Ar, (2) — Ay(2)

= Eo o, (fol@ 1) = 1(@,51) = Ar, (0))7 + B o (fol@, y2) = (2, 32) = Au(@))

— 2By, oy oo (fe (2, 01) — (33 Y1) = Ar, () (fe(@, y2) — (2, y2) — Au())
+2Eq gy o, (fo(@,31) = 7(2,01) — Ar, (7)) (Ar, (2) — Ay(2))
= 2B o (fi(2,y2) — (2, 42) (1)) (Ar, (2) — Apu(z))
+Eo (Ar, (2) = Ay())*
=Eo i, (fe(@,91) = (2, 91) — Ar, (7))
+ B (Ar, (@) = Au(@))’
<err?(m,e,6,Q).

2 2

+ Ex,yzw,u (ft(xva) - r(x’yQ) - A#(x))

In that case, since the total sum is less than err?(m, ¢, §, ¢), it follows that each term must be less
than err?(m, ¢, d, ¢). Hence, the lemma holds. O

Lemma 12. Assume max, ,+|Ai(z,y)] < A € RY, and 7y is uniform over Y. Then with n =
In(|V])/(A2T), for the sequence of policies computed by REBEL, we have:

N Z]EM(‘ Ay(z,y) < 24/In((Y))T

t=1
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Proof. By the definition of f;, we have

1. Ty (ylz)

A = T T
Taking exp on both sides, we get:
Vo mea(yle) = mole)exp (0 (r (o) + Ale.y)) = USRIV OLY = 2u ()

Denote
ge(z,y) ==r(z,y) + Az, y) — Apu(2),

and the advantage
At(xa y) = gt($7 y) - Ey’wwt(<|z)gt(xa y/)'

We can rewrite the above update rule as:

Va,y: g (ylx) o m(ylo) exp (nAd(x, y))

The remain part of the proof is similar to the analysis of NPG in F.1. O

G.1 Proof of Theorem 6
Proof. We know that:

T

T
1 1 ™
T Z zy~* (-|x)T (x7 y) - Ez,yN‘frt(v\w)r(mv y)) = T ZE%?JNW*('\UC) (A t(x’ y)) :
t=1 t=1
Then, we have:
T 1 X
T Z z,y~7* (-|z) (1‘7 y)) = T Z Ez,y~7r*(»|w) (At(x7 y))
P t=1
1 Z
+7 > Euyars (o) (A" (2,9) — As(2,7))
t=1
(a)
IW )

T
1 T
2
T > \/]Ewaw*(-\w) (A™(2,y) — A(2,y))",

where (a) holds by Lemma 12.

Then we need to bound: E,Ey o+ (.|2) (A7 (2,y) — At(2, ))>.
By the definition of concentrability coefficient C',_, »+, we know that:

EmEyNﬂ'*(-\z) (Aﬂ-t (xa y) At ($ y)) CM—HT*Ew y~p(-|z) (Aﬂ-t (Z‘, y) - At ('Ta y))Q

We now bound E,, ,,(.o) (A™ (2, y) — A¢(z,y))%
Ez,ywu(~\x) (Aﬂ-t (Iv y) — Ay (Iv y))2
= Ew,ywuﬂz) (’I"(l', y) - Ey'wﬂt(-\x)r(xa y/) — Gt (J?, y) + Ey’wwt(»m)gt (.13, y/))Q

2
< 2Em,y~u(-\z) (T(a?,y) - gt(xay))Q + ZEIEy’Nm(-\z) (T(Z‘,y/) - gt(xvy/))
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Recall the g;(z,y) = r(z,y) + A(z,y) — A,(x), and from Lemma 11, we can see that

E:c,ywp,(-h:) (7”(.13, y) - gt(l‘, y))2 = Ew,y~p,(~|:1:) (A($7 y) - Au(x))Q < errf(m, g, 5a C)

For E,Eyr, (.12) (r(2,9") — g¢(2, y'))?, we have:

E.Eyr o) (@, 9) = 01(2.9")" = EeEyrom, (o) (A2, y) — Ap(2))?

= BBy o, (2) (A@,3) = Ar, () + Ar, (2) — Ap())”

< 2E, By, (o) (A2, y) = Ar, (2)) + 2E, (Ar, () — Ay(2))
< derr?(m, e, 6, ¢),

where the last inequality uses Lemma 11 again.

Combining things together, we can conclude that:

ELE, e (1) (AT (2.) — 44(2,9))* < Cpsr- (e (m. £,6,)).

Hence, we can derive our main theorem:

T
1 . In y
T E Eg ymm (o) (A™ (2, y)) < 244/ | E \/1OC’MHW*errt (m,e,6,()

t=1

B In|)Y| \/IOC’#HW*
_2A\/ T + T ;errt(m,s,&@.

H Experiments

Environment. We conduct experiments on the CartPole-v1 environment from OpenAl Gym, a
standard benchmark for evaluating policy gradient methods. The task requires balancing a pole on a
moving cart, with a maximum episode reward of 500.

Policy Parameterization. Policies are represented by two-layer fully-connected neural networks with
64 hidden units, ReLU activation, and softmax output layer, i.e., the architecture is Linear(4, 64) —
ReLU — Linear(64, 2) — Softmax.

Privacy Settings. We evaluate privacy-preserving algorithms under two privacy budgets: (¢,d) =
(5,1075) and (&, §) = (3,1079), representing moderate and strong privacy guarantees respectively.

Training Details. All algorithms are trained for 100 epochs with batch size 10 (i.e., 10 episodes
per gradient update) and discount factor v = 0.99. We use advantage normalization with baseline
subtraction for variance reduction. Each algorithm is trained with 3 random seeds, and we report the
average performance with standard deviation.

Evaluation. We evaluate performance using three metrics: (i) Mean Final Reward: average reward
in the final epoch across all seeds, (ii) Std Final Reward: standard deviation of final rewards across
seeds, and (iii) Best Epoch Mean: highest average reward achieved during training.

Results. Table 1 summarizes the performance under different privacy settings.

We can see that (i) NPG consistently outperforms PG in both private and non-private settings,
demonstrating the benefit of curvature-aware updates, (ii) DP-NPG with € = 5 achieves near-optimal
performance (~ 500), aligning with our theoretical predictions and empirical findings in Rio et al.
[13] who use PPO instead of NPG, and (iii) as privacy budget decreases (smaller ¢), performance
degrades as expected from theory.
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Algorithm € Mean Final Reward Std Final Reward Best Epoch Mean

PG N/A 334.37 25.25 361.70
DP-PG 5 190.34 5291 199.17
DP-PG 3 143.87 22.88 187.17
NPG N/A 492.90 10.04 500.00
DP-NPG 5 478.73 28.05 494.70
DP-NPG 3 400.87 65.37 410.43

Table 1: Performance summary for CartPole-v1 under different privacy budgets (¢ = 5 and ¢ = 3,
§=1079).

I Limitations

In this study, we propose private variants of three classical algorithms for policy optimization and
provide a comprehensive analysis of their sampling complexity under both private and non-private
settings. Our analysis successfully recovers the classical complexity bounds in the non-private regime,
validating the theoretical soundness of our approach. However, our current results focus only on the
one-pass sampling setting; the sampling complexity in the multi-pass scenario may admit further
improvements.

Moreover, while this work primarily focuses on the theoretical foundations of the proposed algorithms,
we have also conducted simple empirical validations to support our theoretical findings. It should
be noted, however, that we have not yet performed large-scale evaluations on real-world datasets.
Nevertheless, since our methods serve as core components in policy optimization, they have broad
applicability across various reinforcement learning domains—particularly in privacy-sensitive settings
such as reinforcement learning with human feedback (RLHF) and medical data analysis. Applying
our approach to these areas could further enhance the secure handling of sensitive information.
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