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Abstract001

Retrieval-Augmented Generation (RAG) in-002
tends to mitigate hallucinations by incorpo-003
rating external knowledge sources. However,004
the seemingly accurate, authoritative responses005
of RAG models may unintendedly make hal-006
lucinations harder to detect. In this paper,007
we systematically investigate this phenomenon008
across three popular RAG frameworks and009
three question-answering datasets. Compared010
to vanilla language models, RAG increases the011
false negative rate of widely adopted automatic012
hallucination detectors from 23.8% to 52.0%013
on average. Furthermore, we study RAG’s014
impacts of production models (DeepSeek-R1)015
on real human users. We find that RAG rises016
the false negative rate of hallucination detec-017
tions by 5.4%. Finally, we show that optimiz-018
ing RAG models with hallucination detectors019
cannot mitigate but exacerbate this problem:020
RAG models can hack hallucination detectors021
and further increase the false negative rate by022
53.3%. We highlight an overlooked risk of023
RAG and call for more research in helping both024
machines and humans detect hallucinations.025

1 Introduction026

Large language models (LLMs) (Brown et al.,027

2020) have achieved remarkable success in028

text generation, demonstrating strong perfor-029

mance across a wide range of natural language030

tasks (Hudevcek and Dusek, 2023; Pu et al., 2023).031

Despite these advancements, a persistent and crit-032

ical limitation remains: LLMs are prone to hal-033

lucinations, where they produce content that is034

factually incorrect or not grounded in verifiable035

information (Zhang et al., 2023; Ji et al., 2022).036

This issue significantly undermines the reliability037

of LLMs, especially in real-world applications that038

require factual precision and trustworthiness.039

To address this limitation, Retrieval-Augmented040

Generation (RAG) (Lewis et al., 2020) has emerged041

as a promise. By incorporating external knowledge042

through a retrieval mechanism, RAG gathers rele- 043

vant evidence from curated document collections 044

and integrates it into the generation process. This 045

approach reduces reliance on the model’s paramet- 046

ric memory while anchoring outputs to concrete, 047

external sources. RAG has proven effective in im- 048

proving the factuality of tasks such as question an- 049

swering and summarization, especially in domains 050

requiring up-to-date or specialized knowledge. It 051

strikes a good balance between generative fluency 052

and factual reliability, making it a key framework 053

for developing trustworthy AI systems. 054

However, while RAG improves factual accuracy, 055

it introduces a subtler and less understood chal- 056

lenge: it increases the difficulty of hallucination de- 057

tection. RAG-generated outputs often appear more 058

credible, as they incorporate superficially aligned 059

or partially relevant information (Zhao et al., 2024), 060

even when the final content is inaccurate. As a re- 061

sult, existing hallucination detection frameworks 062

often overestimate the truthfulness of RAG out- 063

puts (Chen et al., 2023). Compared to hallucina- 064

tions produced by standard LLMs, which tend to be 065

more overt or logically inconsistent, RAG-induced 066

hallucinations are frequently more subtle, plausi- 067

ble, and harder to identify—even under rigorous 068

evaluation. This credibility-detectability paradox 069

poses substantial risks in high-stakes settings such 070

as healthcare, finance, and law, where subtle misin- 071

formation can have significant consequences. 072

In this work, we systematically investigate 073

how RAG exacerbates the challenge of hallu- 074

cination detection. We first evaluate common 075

RAG frameworks on three question answering 076

datasets—HotpotQA (Yang et al., 2018), 2Wiki- 077

MultihopQA (Ho et al., 2020), and ASQA (Stel- 078

makh et al., 2022). Across three widely-adopted 079

automatic hallucination detectors (e.g., SelfCheck- 080

GPT (Manakul et al., 2023)), we find that using 081

RAG largely reduces their performance. Specifi- 082

cally, the false negative rate of hallucination detec- 083
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tors increases from 23.8% to 52.0% on average.084

Next, we investigate the impact of RAG on085

real users using the production model Deepseek-086

R1 (DeepSeek-AI et al., 2025). Responses from087

the vanilla and RAG models are judged for hallu-088

cination by human annotators based on collected089

online queries. We show that RAG also increases090

the human-annotated hallucination false negative091

rate by 5.4% in production environments.092

We also examine whether preference learning093

methods like DPO (Rafailov et al., 2023) and094

KTO (Ethayarajh et al., 2024) can help. Surpris-095

ingly, these fine-tuned models not only fail to im-096

prove reliability but increase false negatives by097

53.3% (Sec.,4). Overall, our findings reveal a key098

risk of RAG: while it improves factual accuracy, it099

makes hallucinations harder to detect. This calls for100

better automatic detectors and more robust human101

evaluation practices.102

2 Evading Automatic Hallucination103

Detection104

To assess the impact of RAG on hallucination de-105

tection, we evaluate two representative RAG frame-106

works across three widely-used QA benchmarks,107

employing three famous hallucination detectors.108

2.1 Experimental Setup109

Datasets. We start with evaluating the impact110

of RAG on hallucination detection using three111

widely-adopted benchmark datasets, including Hot-112

potQA (Yang et al., 2018), 2WikiMultihopQA (Ho113

et al., 2020), and ASQA (Stelmakh et al., 2022).114

HotpotQA and 2WikiMultihopQA focus on multi-115

hop reasoning, requiring models to integrate in-116

formation across multiple documents. ASQA, on117

the other hand, emphasizes ambiguity resolution118

in open-domain questions. These datasets were119

chosen for their emphasis on questions that re-120

quire information from multiple external sources,121

which presents an ideal testbed for examining the122

strengths and limitations of RAG-based generation.123

Answer Generation & Metrics. We evaluate124

three different answer generation approaches:125

1. w/o RAG: a non-RAG baseline relying on the126

internal knowledge of the language model.127

2. Vanilla RAG: using Contriever (Izacard et al.,128

2021) as the retriever model, and adding re-129

trieved passages as additional inputs to prompt130

LMs.131

HotpotQA 2WikiMQA ASQA
Method Acc. K Acc. K Acc. K

w/o RAG 0.325 - 0.325 - 0.565 -
vanilla RAG 0.590 10 0.421 10 0.842 3
InstructRAG 0.618 5 0.391 10 0.804 5

Table 1: Answer accuracy judged by GPT-4-Turbo
across three methods. For RAG-based methods, K de-
notes the number of retrieved documents used.

3. InstructRAG (Wei et al., 2024): enhancing 132

RAG with task-specific instruction-finetuning 133

to guide the integration of retrieved evidence. 134

We use LLaMA-3-8B-Instruct (Dubey et al., 135

2024) as the backbone generator, with either few- 136

shot prompting or supervised fine-tuning based on 137

the dataset. To ensure consistent answer evaluation, 138

we employ GPT-4-Turbo (Achiam et al., 2023) to 139

assess whether responses fully and accurately ad- 140

dress the question. This LLM-based judgment over- 141

comes the shortcomings of string-matching metrics, 142

which often overestimate correctness due to shal- 143

low token overlap or partial relevance. 144

Hallucination Detection & Metrics. We evalu- 145

ate hallucination detection frameworks of: 146

• FAVA (Mishra et al., 2024) identifies hallu- 147

cinations by classifying errors into six fine- 148

grained categories: invented, unverifiable, en- 149

tity, contradictory, relation, and subjective. A 150

response is considered hallucinatory if any of 151

these error types are present (see Appendix A 152

for details of category descriptions). 153

• SelfCheckGPT (Manakul et al., 2023) esti- 154

mates the likelihood of hallucination by com- 155

paring a model’s response to its alternative 156

generations. Responses scoring above 0.5 are 157

flagged as hallucinations, so as to follow ex- 158

isting standard practice. 159

• We use GPT-4-Turbo as an LLM-based judge 160

to assess hallucination (Cheng et al., 2023) 161

presence by cross-referencing the question, 162

model output, and retrieved documents. 163

2.2 Results and Analyses 164

Finding 1: While RAG improves answer accu- 165

racy, it reduces the performance of hallucination 166

detection. In Table 1, both vanilla RAG and In- 167

structRAG well outperform the non-RAG baseline 168
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HotpotQA 2WikiMQA ASQA
Method Precision Recall F1 Precision Recall F1 Precision Recall F1

FAVA
w/o RAG 0.668 0.774 0.717 0.667 0.928 0.776 0.453 0.721 0.557
Vanilla RAG 0.450 0.632 0.526 0.535 0.717 0.613 0.203 0.667 0.311
InstructRAG 0.417 0.705 0.524 0.642 0.763 0.697 0.201 0.688 0.311

SelfCheckGPT
w/o RAG 0.726 0.828 0.774 0.705 0.882 0.784 0.701 0.549 0.616
Vanilla RAG 0.440 0.698 0.540 0.604 0.820 0.696 0.377 0.333 0.354
InstructRAG 0.634 0.399 0.490 0.741 0.591 0.658 0.633 0.460 0.533

GPT-4-turbo
w/o RAG 0.768 0.953 0.851 0.687 0.977 0.807 0.471 0.988 0.637
Vanilla RAG 0.658 0.623 0.640 0.630 0.730 0.676 0.214 0.833 0.341
InstructRAG 0.516 0.804 0.629 0.618 0.991 0.761 0.251 0.962 0.398

Table 2: Comparison of three hallucination detection methods on three datasets, evaluating their effectiveness in
detecting hallucinations from answers generated by different modeling approaches.
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Figure 1: False negative rate (FNR) comparison between non-RAG and RAG approaches across three datasets,
evaluated under two hallucination detection frameworks.

in answer accuracy across all datasets. This proves169

the efficacy of RAG in improving the factuality of170

LM outputs, particularly on multi-hop reasoning171

and ambiguous question answering tasks.172

However, Table 2 also highlights a critical issue:173

hallucination detection methods perform worse174

when applied to RAG models. Across three hal-175

lucination detectors (FAVA, SelfCheckGPT, and176

GPT-4-Turbo), the F1 score is reduced by a large177

margin when detecting RAG models. For example,178

on HotpotQA, the F1 score is reduced from 0.717179

to 0.526 when augmenting LMs with vanilla RAG.180

These results suggest that while RAG increases fac-181

tuality on average, it also increases the likelihood182

that hallucinations go undetected.183

To further quantify this phenomenon, we calcu-184

late the false negative rate (FNR), defined as the185

proportion of hallucinated responses that are not186

successfully identified by the detection system. As187

illustrated in Figure 1, RAG-based methods consis- 188

tently exhibit higher FNRs across all three datasets 189

and both hallucination detection frameworks evalu- 190

ated. Specifically, the FNR increases from 23.8% 191

in the non-RAG setting to as high as 52.0% with 192

RAG. This substantial rise indicates that hallucina- 193

tions embedded within RAG-generated content are 194

significantly more difficult for automated detection 195

frameworks to recognize. Notably, this remains 196

true even when the RAG-generated answers are ob- 197

jectively incorrect, highlighting a critical challenge 198

in identifying subtle or plausibly phrased halluci- 199

nations that are reinforced by retrieved evidence. 200

Finding 2: RAG increases the confidence of hal- 201

lucination detection models during identifica- 202

tion. To better evaluate RAG influence on hallu- 203

cination detection, we focus on a specific subset 204

of questions: those for which both RAG and non- 205
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Figure 2: Breakdown of the two most common hallucination types and their proportions in asymmetric cases, where
only one of the two methods is flagged as hallucinated by the FAVA framework.

Error Type HotpotQA 2WikiMQA ASQA

w/o RAG Vanilla RAG w/o RAG Vanilla RAG w/o RAG Vanilla RAG

Invented 115 15 116 3 1 0
Unverifiable 327 101 1024 87 13 0
Entity 208 121 340 101 7 10
Contradictory 24 32 60 66 6 8
Relation 27 38 120 52 1 4
Subjective 7 2 2 2 0 1

HotpotQA 2WikiMQA ASQA

w/o RAG InstructRAG w/o RAG InstructRAG w/o RAG InstructRAG

Invented 71 18 107 26 2 4
Unverifiable 262 26 710 2 9 0
Entity 170 192 257 135 6 13
Contradictory 39 254 122 211 10 15
Relation 40 59 157 46 0 2
Subjective 7 2 1 4 0 0

Table 3: Comparison of error types across three datasets under different RAG settings. For each dataset, two separate
comparisons are shown: w/o RAG vs. Vanilla RAG (top) and w/o RAG vs. InstructRAG (bottom). Bold values
represent the most dominant type of hallucination within each pairwise comparison under FAVA framework.

RAG methods produced incorrect answers, yet only206

one approach successfully flagged the hallucina-207

tion. We conduct analyses on this subset. As illus-208

trated in Figure 2, when RAG is not employed, the209

FAVA framework lacks access to external evidence210

and often classifies uncertain responses as “unveri-211

fiable.” In contrast, with RAG integrated, the gen-212

erated answers partially reflect retrieved content,213

even if the overall answer remains incorrect. This214

partial alignment can lead the hallucination detec-215

tor to misjudge the response as correct due to super- 216

ficial consistency with external sources. This effect 217

is evident in the HotpotQA dataset, where the pro- 218

portion of errors identified in the non-RAG setting 219

versus the vanilla RAG setting is 0.699 to 0.301, 220

and for non-RAG versus InstructRAG, the ratio 221

is 0.587 to 0.413. Moreover, the incorporation of 222

RAG substantially increases the detection model’s 223

confidence, reducing the frequency of “unverifiable” 224

labels while prompting more definitive—yet poten- 225
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Figure 3: SelfCheckGPT average hallucination scores
in cases where the generative model fails to produce
correct answers under both non-RAG and RAG settings.

tially inaccurate—classifications such as “contra-226

dictory” or “entity.” Similar trends are observed227

across the 2WikiMQA and ASQA datasets. Full nu-228

merical results and illustrative examples are avail-229

able in Table 3 and Appendix B.230

Finding 3: RAG enhances output consistency,231

potentially misleading hallucination detection232

frameworks. As shown in Figure 3, when the233

model produces incorrect answers both with and234

without RAG, SelfCheckGPT tends to assign235

higher hallucination scores to non-RAG outputs.236

Without RAG, when the model lacks sufficient237

knowledge, its responses often appear more er-238

ratic or inconsistent (Mündler et al., 2023; Du239

et al., 2023), leading to higher hallucination es-240

timates. In contrast, RAG introduces external in-241

formation—regardless of factual correctness—that242

can increase lexical and semantic coherence. As243

a result, the model’s outputs appear more consis-244

tent, even if they remain factually incorrect. This245

surface-level consistency may falsely signal relia-246

bility to detectors like SelfCheckGPT. For instance,247

in Table 4, the incorrect answer “Locarno”, being248

the premiere location of the film, is mentioned in249

the reference information with more detailed de-250

scriptions, which likely caused SelfCheckGPT to251

mistakenly associate it with the “The director’s252

workplace.” Our findings reveal the vulnerability253

of consistency-based hallucination detection meth-254

ods. More case studies are in Appendix C.255

3 Evading Real Human Detection256

In Sec. 2, we showed that RAG negatively af-257

fects automatic hallucination detectors on standard258

benchmarks. We now examine its impact on real259

users with production models. Specifically, we first 260

collect a production dataset of live user queries to 261

LMs. For each query, we generate two responses 262

from the Deepseek-R1 model—one without RAG 263

and one with its default RAG setting. Human an- 264

notators then judge each response’s authenticity, 265

allowing us to assess how RAG influences users’ 266

ability to detect hallucinations. 267

3.1 Experimental Setup 268

Datasets. To enhance the systematicity and real- 269

world relevance of our evaluation, we incorporate 270

a dataset derived from a real-world industrial set- 271

ting. Specifically, the dataset was constructed from 272

the company’s internal database by randomly sam- 273

pling 712 user queries from monthly search logs, 274

each with over 5,000 impressions and clearly de- 275

fined question intent. These queries reflect authen- 276

tic user behavior in online environments, where 277

accurate and time-sensitive information is critical. 278

Many of them require accessing up-to-date docu- 279

ments or aggregating information across multiple 280

sources—making the dataset well-suited for evalu- 281

ating both the utility and potential risks of RAG in 282

real-world deployments. 283

Answer Generation & Metrics. Given the 284

widespread deployment of the DeepSeek-R1 model 285

(DeepSeek-AI et al., 2025) across various applica- 286

tions, we conduct experiments using both the non- 287

RAG and RAG variants of the model to generate 288

two distinct sets of answers for each question. To 289

evaluate these responses, we enlist experienced an- 290

notators who have been deeply involved in data la- 291

beling tasks within our organization. Each annota- 292

tor received a comprehensive annotation guideline 293

and was instructed to assess the factual correctness 294

of the model-generated answers by consulting mul- 295

tiple trusted information sources, such as search 296

engines and mobile applications. Detailed annota- 297

tion protocols and accuracy evaluation templates 298

are provided in Appendix E. 299

Hallucination Detection & Metrics. For the in- 300

dustrial dataset, we adopt a rigorous annotation pro- 301

tocol for hallucination detection. Two independent 302

groups, each with two well-trained annotators, man- 303

ually reviewed model outputs—one group for the 304

non-RAG version of DeepSeek-R1 and the other 305

for the RAG version. To reflect real-world usage, 306

annotators for non-RAG responses were given only 307

the question and the model output, while those for 308

RAG responses also received the retrieved docu- 309
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query Where does the director of film Man At Bath work at?
groundtruth Cahiers du cinéma
predict w/o RAG The National Film and Television School
predict samples
w/o RAG

[‘National Film and Television School’, ‘The University of York’, ‘Fil-
marchiv Austria’, ‘Sundance Institute’, ‘Cinémathèque française’]

hallucination score
w/o RAG

0.8

predict
w Vanilla RAG

Locarno International Film Festival in Switzerland

predict samples
w Vanilla RAG

[‘He was a director at Locarno International Film Festival in Switzerland’,
‘Locarno International Film Festival in Switzerland’, ‘Christophe Honoré
works at Locarno International Film Festival in Switzerland’, ‘Locarno
International Film Festival in Switzerland and in cinemas on 22 September
2010’, ‘Christophe Honoré works at Locarno International Film Festival in
Switzerland.’]

hallucination score
w Vanilla RAG

0.0

Table 4: RAG misleads SelfCheckGPT by repeatedly mentioning information that is related to the question but fails
to genuinely address it.

Method Pre. Rec. FNR F1

DS w/o RAG 0.446 0.269 0.731 0.336
DS w RAG 0.386 0.215 0.785 0.276

Table 5: The annotators’ assessment of hallucination
in the answers generated by both RAG and non-RAG
versions of Deepseek-R1.

ments. To simulate typical user behavior, annota-310

tion time is capped at 2 minutes per response and 1311

minute per document. This setup balances annota-312

tion quality with practical constraints, improving313

the realism and reliability of our evaluation. De-314

tailed rules and templates are in Appendix F.315

3.2 Results & Analyses316

An analysis of human annotations on the pro-317

duction dataset reveals that errors are more fre-318

quently identified in responses from the non-RAG319

of DeepSeek-R1. Specifically, the FNR for the320

non-RAG DeepSeek-R1’s responses decreases by321

5.4% compared to the RAG version (see Table 5 for322

quantitative results). This is largely attributed to323

two factors: (1) the non-RAG model lacks access324

to up-to-date external knowledge, leading to out-325

dated or contextually irrelevant content—especially326

for time-sensitive queries; and (2) in the absence327

of retrieved evidence, the model tends to express328

greater uncertainty, often resorting to speculative329

or assumptive language. These cues increase anno- 330

tators’ skepticism and make inaccuracies more ap- 331

parent. We list several typical cases in Appendix G. 332

In contrast, when evaluating responses from 333

the RAG version of DeepSeek-R1, annotators fre- 334

quently place trust in the provided reference mate- 335

rials and are more likely to accept the response as 336

correct—despite the possibility that the references 337

themselves may contain errors. In such cases, only 338

clearly flawed synthesis or misinterpretation of the 339

reference content prompts annotators to flag a re- 340

sponse as incorrect. However, such overt mistakes 341

are relateively uncommon in state-of-the-art mod- 342

els. Thus, annotators face greater difficulty detect- 343

ing subtle errors in the RAG version’s responses. 344

4 Persisting Through Hallucination 345

Mitigating Training 346

Our previous experiments show that RAG signifi- 347

cantly hinders hallucination detection for both au- 348

tomatic detectors and human users, across bench- 349

marks and real-world queries. But what if devel- 350

opers fine-tune LMs to reduce hallucinations using 351

these detectors? Will this weak supervision truly 352

align the models—or will LMs learn to exploit de- 353

tector flaws, making the problem even worse? 354

To answer this question, we analyze this question 355

by optimizing LMs against automatic hallucina- 356

tion detectors with two widely adopted preference 357

learning methods, DPO (Rafailov et al., 2023) and 358
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HotpotQA 2WikiMQA
Method Precision Recall F1 Precision Recall F1

base model + Vanilla RAG 0.440 0.698 0.540 0.604 0.820 0.696
DPO model + Vanilla RAG 0.604 0.349 0.442 0.665 0.418 0.513
KTO model + Vanilla RAG 0.579 0.295 0.391 0.653 0.248 0.359

Table 6: The hallucination detection performance between base model and preference learned models in SelfCheck-
GPT framework.

Figure 4: The distribution of hallucination scores obtained through SelfCheckGPT for responses generated by three
approaches on the HotpotQA and 2WikiMQA test sets.

KTO (Ethayarajh et al., 2024). Specifically, for359

each query, we sample multiple outputs from RAG360

models, use hallucination detectors to rank them,361

thereby constructing a preference dataset. Then, we362

use preference learning methods to fine-tune LMs,363

aiming to mitigate the hallucination score accord-364

ing to the detectors. After training, we compare365

the hallucination detection performance on vanilla366

RAG models and the fine-tuned RAG models.367

4.1 Experimental Setup368

We conduct experiments on the HotpotQA369

and 2WikiMQA using the LLaMA-3-8B-Instruct370

model (Dubey et al., 2024), combined with371

a vanilla RAG pipeline to generate responses372

grounded in retrieved evidence. To assess hal-373

lucinations, we apply SelfCheckGPT to each re- 374

sponse, labeling whether it contains factual errors. 375

These annotated examples are then used to train 376

preference-based models via: Direct Preference 377

Optimization (DPO) (Rafailov et al., 2023), which 378

aligns model outputs with preferred responses 379

based on pairwise comparisons, and Kahneman- 380

Tversky Optimization (KTO) (Ethayarajh et al., 381

2024), which models human-like biases in decision- 382

making during preference learning. 383

For KTO, we construct a binary classification 384

dataset based on SelfCheckGPT scores: responses 385

scoring ≤ 0.1 were labeled as non-hallucinatory 386

(“true”), while those scoring ≥ 0.9 were labeled 387

as hallucinatory (“false”). For DPO, we leverage 388

the inherent stochasticity in LLM outputs to iden- 389
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tify pairs of semantically inconsistent responses390

to the same question with divergent hallucination391

scores. Within each pair, the response with the392

lower score was labeled as “chosen,” and the one393

with the higher score as “rejected.” Illustrative394

training data templates are provided in Appendix H.395

4.2 Results & Analyses396

After training, we re-evaluate the preference-397

learned models—integrated with RAG—using Self-398

CheckGPT. In Table 6, both DPO- and KTO-399

trained models surprisingly underperforms the base400

model in terms of hallucination detection scores.401

A closer examination of the training data re-402

veals substantial annotation noise. In the DPO403

datasets (HotpotQA and 2WikiMQA), 24.7% and404

21.3% of the “rejected” responses are actually bet-405

ter than their “chosen” counterparts, indicating a406

misalignment between hallucination scores and se-407

mantic quality. For the KTO datasets, mislabeling408

rates reaches 52.6% and 59.1%, respectively, sug-409

gesting that the hallucination detection framework410

struggles to reliably annotate RAG-generated re-411

sponses. This labeling noise ultimately degraded412

the effectiveness of preference learning and limited413

the model’s ability to improve generation quality.414

Interestingly, in Figure 4, responses from the415

preference-learned models tend to receive lower416

hallucination scores from SelfCheckGPT com-417

pared to the base model. While this indicates im-418

proved consistency, it does not necessarily reflect419

better factual accuracy. Instead, the enhanced flu-420

ency and internal coherence may obscure subtle421

errors, confusing consistency-based detectors and422

reducing their ability to flag hallucinations.423

5 Related Work424

5.1 Retrieval-Augmented Generation425

Retrieval-Augmented Generation (RAG) enhances426

traditional generative models by incorporating427

external knowledge retrieval into the generation428

pipeline. This approach mitigates the limitations of429

parametric memory and improves factual accuracy.430

Recent advancements have further extended the ca-431

pabilities of RAG. LongRAG (Jiang et al., 2024)432

leverages long-context language models to more ef-433

fectively coordinate retrieval and generation across434

extended textual inputs. GraphRAG (Edge et al.,435

2024) constructs hierarchical knowledge graphs436

from retrieved corpora, enabling structured infor-437

mation integration and improved summarization.438

InstructRAG (Wei et al., 2024) introduces self- 439

synthesized rationales to guide the language model 440

in learning a denoising process, thereby enhanc- 441

ing its interpretability and robustness. While these 442

methods primarily reduce hallucinations and im- 443

prove answer quality, they often overlook a crucial 444

implication: RAG can inadvertently complicate 445

hallucination detection by increasing surface-level 446

coherence. In this work, we highlight this underex- 447

plored challenge and present a systematic analysis 448

to uncover and address the vulnerabilities RAG. 449

5.2 Hallucination Detection Approaches 450

Hallucination detection seeks to identify factual in- 451

accuracies in generated text. SelfCheckGPT (Man- 452

akul et al., 2023) assesses intra-model consistency 453

by sampling multiple generations and measuring 454

semantic agreement among them. FAVA (Mishra 455

et al., 2024) introduces a fine-grained taxonomy of 456

hallucination types spanning six hierarchical levels, 457

along with a framework for automatic hallucination 458

classification. Although both methods demonstrate 459

strong performance, they do not account for the 460

influence of retrieval-augmented inputs. Specifi- 461

cally, they haven’t examined how RAG’s added 462

coherence might hide hallucinations or impact de- 463

tection accuracy. We close this gap by evaluating 464

SelfCheckGPT and FAVA under both RAG and 465

non-RAG settings, revealing how retrieval affects 466

hallucination detection. 467

6 Conclusion 468

In this paper, we have conducted a comprehensive 469

analysis of why hallucination detection becomes 470

less effective under Retrieval-Augmented Genera- 471

tion (RAG). Leveraging both automated and man- 472

ual evaluation across multiple challenging datasets, 473

we reveal that RAG systematically degrades the per- 474

formance of hallucination detectors, making false- 475

hoods harder to identify. Furthermore, we eval- 476

uate existing hallucination detection frameworks 477

and find that their generated labels not only fail 478

to improve the reliability of fine-tuned generative 479

models, but may also introduce misleading supervi- 480

sion. These findings expose critical blind spots in 481

current detection paradigms when applied to RAG- 482

enhanced systems. We call for the development of 483

more robust hallucination detection mechanisms 484

designed for RAG, with future work focusing on 485

enhancing both detection accuracy and the trustwor- 486

thiness of model outputs in real-world applications. 487
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Limitations488

To manage computational costs, our experiments489

primarily rely on the LLaMA-3-8B-Instruct model490

and its supervised fine-tuned (SFT) variants for an-491

swer generation and hallucination detection. While492

this choice offers practical advantages, the limited493

capacity of these models may constrain the gen-494

eralizability of our findings. Future studies could495

incorporate both open- and closed-source models496

of varying scales to improve the robustness and497

comprehensiveness of the conclusions.498

Additionally, our evaluation focuses on three499

representative hallucination detection frameworks:500

FAVA, SelfCheckGPT and GPT-4-turbo based. Al-501

though these methods are widely used, our study502

does not cover the full landscape of existing ap-503

proaches. Several promising alternatives remain504

unexplored. For instance, Varshney et al. and Luo505

et al. proposed a method that leverages internal506

model states to detect hallucinations, offering a507

deeper understanding of LLM behavior. Similarly,508

FacTool (Chern et al., 2023) introduced a unified509

framework that equips LLMs with external tool us-510

age for evidence collection, which could improve511

factuality assessment. Future work may benefit512

from integrating or benchmarking such methods to513

advance the development of more effective halluci-514

nation detection techniques.515
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A The Explanation of Six Fine-grained Categories of Hallucination Errors 655

error type type explanation

invented The LM generates an entirely fabricated entity that doesn’t exist
based on world knowledge.

unverifiable The LM output contains facts, but no retrieved evidence from the
web can directly support or contradict the fact.

entity An entity in a statement is incorrect and changing that single entity
can make the entire sentence factually correct.

contradictory A full statement entirely contradicts relevant evidence from the
web, and cannot be solved via phrase-level edits.

relation A semantic relationship (e.g., verbs, prepositions, or adjectives) in
a statement is incorrect.

subjective Existing entities lack universal validity.

Table 7: Six types of fine-grained error mentioned in FAVA (Mishra et al., 2024)

B FAVA Case Study 656

We demonstrate two cases within the FAVA framework: both the non-RAG and RAG-assisted responses 657

were incorrect, but the hallucination detection framework only identified the error in the non-RAG 658

response. 659

query Which Australian city founded in 1838 contains a boarding school opened by a
Prime Minister of Australia and named after a school in London of the same name.

groundtruth Marion, South Australia
edited output
w/o RAG

Edited: Toowoomba, an Australian city founded in 1838, contains a boarding
school <unverifiable>opened by a Prime Minister of Australia</unverifiable> and
named after a school in London of the same name.

edited output
w/ Vanilla RAG

Edited: Adelaide, an Australian city founded in 1838, contains a boarding school
opened by a Prime Minister of Australia and named after a school in London of
the same name.

misleading
retrieved docs

Westminster School is... located at Marion, South Australia, 12 km south of
Adelaide.
Westminster School, Adelaide: Westminster School is an independent...

analysis The description of Westminster School mentions “located in Marion, South Aus-
tralia, 12 km south of Adelaide.” The framework might prioritize selecting the
more prominent and well-known geographical name (“Adelaide”) as the answer.
The reference information starts with “Westminster School, Adelaide,” and the
framework might have simply assumed this to be the city where the school is
located.
The prominent association between Westminster School and Adelaide, combined
with the lower frequency of mentions of Marion, might have led the framework to
overlook the specific accuracy required by the question.

Table 8: Case 1 from HotpotQA.
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query When was the British author who wrote the novel on which “Here We Go Round
the Mulberry Bush” was based born?

groundtruth 7 January 1936
edited output
w/o RAG

Edited: The <unverifiable>British author who wrote the novel on which “Here We
Go Round the Mulberry Bush” was based</unverifiable> was born in 1951.

edited output
w Vanilla RAG

Edited: The British author who wrote the novel on which “Here We Go Round the
Mulberry Bush” was based was born in 1867.

misleading
retrieved docs

George Slythe Street (18 July 1867 – 31 October 1936) was a British critic,
journalist and novelist.
James Hogg (1770 – 21 November 1835) was a Scottish poet, novelist and essayist
who wrote in both Scots and English.

analysis The reference information mentions that the film Here We Go Round the Mulberry
Bush was adapted from the novel of the same name by Hunter Davies, but it does
not specifically provide Hunter Davies’ birth year. As a result, the framework might
assume that Hunter Davies’ birth year is not covered in the reference information
and attempt to find other content containing similar terms like “British author” or
descriptions related to novels, ultimately leading to an incorrect association with
another author.
The reference information includes details about several unrelated British authors
(e.g., G. S. Street, James Hogg), including their birth years and biographical details.
Notably, G. S. Street is explicitly noted as being born in 1867, and his description
as a “British critic, journalist, and novelist” might superficially align with the
question’s criteria (“British author”).
The framework may have simply matched the keyword “British author” and,
combined with G. S. Street’s prominent birth year of 1867, incorrectly assumed
this to be the correct answer.

Table 9: Case 2 from HotpotQA.

12



C SelfCheckGPT Case Study 660

We demonstrate two cases within the SelfCheckGPT framework: both the non-RAG and RAG-assisted 661

responses were incorrect, but the hallucination detection framework only identified the error in the 662

non-RAG response.

query What nationality is the director of film Name The Man?
groundtruth Swedish
predict w/o RAG American
predict samples
w/o RAG

[‘Australian’, ‘American’, ‘Austrian’, ‘Australian’, ‘French’]

hallucination score
w/o RAG

0.8

predict
w Vanilla RAG

American

predict samples
w Vanilla RAG

[‘American’, ‘American’, ‘American’, ‘American’, ‘American’]

hallucination score
w Vanilla RAG

0.0

misleading
retrieved docs

Hubert Cornfield: Hubert Cornfield( February 9, 1929 — June 18, 2006)
was a film director in Hollywood. He was born in Istanbul, Turkey, and died
in Los Angeles, California.
Gregory La Cava: Gregory La Cava( March 10, 1892 – March 1, 1952) was
an American film director of Italian descent best known for his films of the
1930s, including" My Man Godfrey" and" Stage Door", which earned him
nominations for Academy Award for Best Director"

analysis In the reference information, there are many other descriptions related to
"directors," such as: Hubert Cornfield being described as "a film director in
Hollywood," and Gregory La Cava as "an American film director of Italian
descent." These details may have been overly prominent despite being irrele-
vant background information, thereby misleading the hallucination detection
framework. The framework might have simply associated "director" with
"American" or "Hollywood" and thus considered the answer "American" to
be reasonable.
The key information in the reference material related to the question is the
nationality of the film director Victor Sjöström, rather than the background
of the film itself or descriptions of other directors. However, the framework
may have failed to focus its attention on the correct association between
Victor Sjöström and "Swedish," instead showing a preference for and being
distracted by secondary, irrelevant information.

Table 10: Case 1 from 2WikiMQA.
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query Who is the mother of the director of film Brenda Brave?
groundtruth Käbi Laretei
predict w/o RAG Liz Lake
predict samples
w/o RAG

[‘Judy Cornwell’, ‘Sarah Townsend’, ‘Terry Braunstein’, ‘Jill Gevargizian’,
‘Judit Elek’]

hallucination score
w/o RAG

1.0

predict
w Vanilla RAG

Astrid Lindgren

predict samples
w Vanilla RAG

[‘Astrid Lindgren’, ‘Astrid Lindgren’, ‘Astrid Lindgren’, ‘Astrid Lindgren’,
‘Astrid Lindgren’]

hallucination score
w Vanilla RAG

0.0

misleading
retrieved docs

Brenda Brave (original title: Kajsa Kavat) is a 1989 Swedish film directed by
Daniel Bergman and based on the novel "Brenda Brave Helps Grandmother"
by Astrid Lindgren.

analysis The framework may not have sufficient ability to distinguish the following
when verifying the answer: who the director of Brenda Brave is (Daniel
Bergman) and that Lindgren’s role is limited to being the source of the film’s
story rather than connected to the director’s background. The framework
might have simply performed a surface-level match between the keyword
“Brenda Brave” from the question and prominent references in the context,
ignoring deeper semantic tracking and reasoning.
In the reference information, Daniel Bergman’s mother (Käbi Laretei) is
not explicitly linked to Brenda Brave. The framework needs to traverse
multiple layers of data: starting from Brenda Brave to identify its director
as Daniel Bergman, and then deducing from Daniel Bergman’s background
information that Käbi Laretei is his mother. The framework’s failure to
perform this cross-layered logical reasoning led it to rely more heavily on
the prominent mention of Astrid Lindgren in the context.

Table 11: Case 2 from 2WikiMQA.
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D Manual annotation cost 664

During the manual data annotation process in Section 3, the cost for annotating the accuracy and 665

hallucination of each answer is $2 per item. 666

E Manual Accuracy Annotation 667

Accuracy Annotation Requirements

Accuracy judgment Objective facts mentioned in the responses (especially numbers, dates,
and procedures) must be verified through websites, mobile applications,
or practical operations to ensure their accuracy.
If the answer to a question has regional and temporal requirements, the
response must meet the corresponding conditions.

Ways to obtain
reference information

Search engines: Baidu, Bing, Google;
Mobile applications: Alipay, rednote, WeChat, etc.

Table 12: The rules of accuracy annotation.

Figure 5: The template of accuracy annotation.
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F Manual Hallucination Annotation668

Hallucination Annotation Requirements

Hallucination
judgment

DeepSeek-R1 with RAG: First, check whether the answer is consistent with
the results in the reference; second, assess based on personal experience
whether there are issues with the reference itself; finally, evaluate based on
personal experience whether there are issues with the model’s response.
DeepSeek-R1 without RAG: Directly assess based on personal experience
whether there are issues with the model’s response.

Annotation time
requirements

DeepSeek-R1 with RAG: The time spent evaluating the model’s response
should not exceed 2 minutes; the time spent reviewing each reference should
not exceed 1 minute.
DeepSeek-R1 without RAG: The time for evaluating the model’s response
should not exceed 2 minutes.

Table 13: The rules of hallucination annotation.

Figure 6: The template of hallucination annotation (DeepSeek-R1 with RAG).

Figure 7: The template of hallucination annotation (DeepSeek-R1 without RAG).
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G Human Annotation Case Study 669

We selecte two representative cases to illustrate that when RAG is not used, erroneous answers generated 670

by the model are more likely to be noticed as problematic by annotators. 671

query What is the annual fee for the Hangzhou Culture and Tourism Card?
answer by
no-RAG DeepSeek-R1

Based on the currently available information, the annual fee for the
Hangzhou Culture and Tourism Card (commonly referred to as the
“Hangzhou Cultural and Tourism Benefit Card”) is 200 RMB per year.
This card provides free or discounted access to various scenic spots and
cultural venues in Hangzhou and surrounding areas.
Additional Notes:
1. This fee is the publicly announced standard for 2024. If there are no
adjustments to the policy, it will remain valid for 2025.
2. Certain groups (e.g., students/seniors) may be eligible for special dis-
counts. It is recommended to check the latest policies via the “Hangzhou
Citizen Card” app or the official website of the Culture and Tourism
Bureau.
3. Once activated, the card must be used within its validity period;
renewal is required after expiration.
For application or detailed confirmation, you can use the “Hangzhou
Citizen Card” app or contact the Citizen Card hotline at 96225.

accuracy label False
analysis Since the annotation task is being conducted in 2025, but the response is

based on 2024, such policy-related questions have high requirements for
timeliness. Therefore, the annotators believe that the response exhibits a
significant degree of hallucination.

Table 14: Case 1 from real-world user query dataset.
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query Why is xiaoqiandai different from before?
answer by
no-RAG DeepSeek-R1

Based on your location (Hangzhou) and the common adjustment direc-
tions for Alipay features, the following changes might occur to xiao-
qiandai in the near future:
1. Adjustment of feature entry
Alipay might relocate the entry point for xiaoqiandai from the home-
page’s “More” or “Finance” section to the “Yu’e Bao” submenu, or
integrate it into the “Family Account” feature. Users may need to search
for “xiaoqiandai” directly via the search bar.
2. Upgrade in usage rules
Due to the 2024 “Financial Product Compliance Guidelines”, the fol-
lowing changes might be introduced:
Verification of minor identity information required when binding a sub-
account Limits on single transfer amounts (e.g., daily ≤ 5,000 RMB)
Extended processing time for fund withdrawals to T+1 3. Interface and
interaction optimization
Following the recent update to Alipay version 10.2, xiaoqiandai might:
Add expenditure classification charts Support customizable saving goal
progress reminders Simplify the hierarchy for managing permissions
among family members Recommended actions:
Open Alipay and search for “xiaoqiandai” to access the latest interface
Check the “Message Center - Service Notifications” for official change
announcements Contact customer service and input “xiaoqiandai up-
grade” to obtain policy clarification documents (Note: If the feature has
been discontinued, Alipay will usually provide guidance on alternative
services. Please pay attention to account security and avoid performing
operations through unofficial channels.)

accuracy label False
analysis Because there is no introduction of RAG, the LLM frequently uses

words like “might” when answering questions it is unfamiliar with.
Such hypothetical tone in its responses may lead annotators to believe
that the model’s answers are based on conjecture, thus making it easier
to identify hallucinations.

Table 15: Case 2 from real-world user query dataset.
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H Preference Learning Data Template 672

KTO data template

{
“messages”: [

{
“content”: “Answer the given question, you can refer to the document provided. As an assistant, your task is to answer

the question based on the given knowledge. your question and reference knowledge are as follows.
knowledge: {knowledge}
Question: {question}
Please answer the question.”

“role”: “user”
},
{

“content”: “{answer}”
“role”: “assistant”

}
],
“label” : true/false

}

Table 16: KTO data template used for training data generation.

DPO data template

{
“conversations”: [

{
“from”: “human”
“value”: “Answer the given question, you can refer to the document provided. As an assistant, your task is to answer

the question based on the given knowledge. your question and reference knowledge are as follows.
knowledge: {knowledge}
Question: {question}
Please answer the question.”

}
],
“chosen”: {

“from”: “gpt”,
“value”: “{chosen answer selected by SelfCheckGPT}”

},
“rejected”: {

“from”: “gpt”,
“value”: “{rejected answer selected by SelfCheckGPT}”

}
}

Table 17: DPO data template used for training data generation
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