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Abstract

Accurate anomaly detection is critical in vision-based infrastructure inspection,
where it helps prevent costly failures and enhances safety. Self-Supervised Learn-
ing (SSL) offers a promising approach by learning robust representations from
unlabeled data. However, its application in anomaly detection remains underex-
plored. This paper addresses this gap by providing a comprehensive evaluation of
SSL methods for real-world anomaly detection, focusing on sewer infrastructure.
Using the Sewer-ML dataset, we evaluate lightweight models such as ViT-Tiny
and ResNet-18 across SSL frameworks, including BYOL, Barlow Twins, SimCLR,
DINO, and MAE, under varying class imbalance levels. Through 250 experiments,
we rigorously assess the performance of these SSL methods to ensure a robust
and comprehensive evaluation. Our findings highlight the superiority of joint-
embedding methods like SimCLR and Barlow Twins over reconstruction-based
approaches such as MAE, which struggle to maintain performance under class
imbalance. Furthermore, we find that the SSL model choice is more critical than
the backbone architecture. Additionally, we emphasize the need for better label-
free assessments of SSL representations, as current methods like RankMe fail to
adequately evaluate representation quality, making cross-validation without labels
infeasible. Despite the remaining performance gap between SSL and supervised
models, these findings highlight the potential of SSL to enhance anomaly detection,
paving the way for further research in this underexplored area of SSL applications.

1 Introduction

Self-Supervised Learning (SSL) is a machine learning paradigm where models are trained on
unlabeled data by creating surrogate labels through pretext tasks that exploit inherent structures or
patterns within the data. As a result, this approach enables learning meaningful representations that
can be applied to various downstream tasks without the need for explicit manual labeling [4]. Because
of this, SSL is particularly advantageous for semi-supervised anomaly detection problems where
obtaining labeled data is costly, labor-intensive, impossible, or undesirable [1]. Despite these benefits,
anomaly detection is frequently underrepresented in SSL research, with recent large-scale ablation
studies often neglecting its inclusion in benchmarking [10, 2]. In fact, common benchmarks such
as ImageNet [7] and CIFAR [16], are object-centric and do not accurately reflect the complexity of
real-world environments, where images are more diverse and less structured [11].

Closer to the anomaly detection scenario, recent works have started to stress-test SSL on more
realistic scenarios with uncurated data. Albeit still employing a classification task evaluation, it
has been shown that SSL may be sensitive to the quality of the data and in particular to balance
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Figure 1: Samples from the Sewer-ML
dataset [13]. The red circle highlights a
defect associated with lateral reinstatement
cuts, where improper cutting or misalign-
ment can cause issues such as blockages,
leaks, or structural weakness in the sewer
system.

representations of the features to be learned [17, 3]. Clearly, such warning seems to go against the
ability of SSL to solve anomaly detection as such scenario assumes by nature that the model can
learn the anomaly features from very few samples.

This gap in evaluation coupled with those recent sensitivity studies of SSL beg the following question:

Can SSL successfully learn representations on highly imbalance datasets and capture salient features
to solve anomaly detection tasks?

To scientifically approach that question, we propose the use of the Sewer-ML dataset [13], a sewerage
infrastructure dataset that contains 1.3 million images captured from video inspections, featuring
17 different defect classes. Figure 1 presents examples of defect and non-defect images taken from
Sewer-ML. To determine the robustness of self-supervised learning in handling class imbalances,
we conducted 250 binary classification experiments where we systematically vary the proportion of
defect samples in the train and validation datasets as 1%, 2%, 5%, and 15%.

We summarize our key findings below:

• Superiority of joint-embedding methods over reconstruction methods: we observe that
MAE has difficulties to maintain performance with varying class imbalance as opposed to
methods like SimCLR or BarlowTwins that compete with supervised baselines.

• Impact of SSL methodology over backbone architecture: the choice of backbone archi-
tecture (Resnet or Transformer) is not critical compared to the choice of SSL method.

• Need for better label-free assessment of SSL representations: our findings indicate
that methods such as RankMe fail to assess the richness of SSL representations making
cross-validation without labels currently impossible on such task and dataset.

The code for this research will be open-sourced and is available at Anomaly-Detection-In-The
Wild_code.zip.

2 Controlled evaluation of self-supervised anomaly detection

We will first describe our methodology in detail and then provide results and discussions at the end of
this section.

2.1 Methodology

Prior to conducting the SSL ablation study, an initial hyperparameter search was performed to optimize
the data augmentation pipeline for the dataset. The focus was placed on tuning image resolution and
augmentation settings to achieve a balance between model performance and computational efficiency.
Detailed results and configurations are provided in Appendix A.

Methods and models. Our study conducts an ablation analysis on anomaly detection using self-
supervised learning methods, with a particular emphasis on their robustness to distribution imbalances.
We primarily focus on joint-embedding architectures—specifically Barlow Twins, SimCLR, BYOL,
and DINO [18, 6, 12, 5]—which aim to learn an embedding space by aligning representations of
different augmented views of the same input while avoiding collapse. To provide a comparative
perspective, we also evaluate Masked Autoencoders (MAE) [14], a self-supervised approach that
reconstructs missing parts of the input data. For our backbone architectures, we use lightweight
models such as ViT-Tiny [8] and ResNet-18 [15].
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Controlled dataset imbalance. To determine the robustness of self-supervised learning in handling
class imbalances, we conduct binary classification experiments with the Sewer-ML dataset [13], where
we systematically vary the proportion of defect samples in the dataset. Specifically, we assess the
performance of these methods under different levels of class imbalance—defect sample proportions
of 1%, 2%, 5%, and 15%. As a binary setting, Sewer-ML has an approximately balanced distribution
by design-45% and 47% defect proportion on the train and validation sets, respectively. We seek to
assess how well self-supervised learning approaches can learn from imbalanced distributions and to
evaluate their effectiveness on datasets with varying levels of class imbalance. We apply each of the
specified defect proportions to both the training and testing datasets, allowing us to evaluate model
performance across all combinations of class imbalance scenarios.

Evaluation metrics. In addition to reporting performance based solely on the F1 score, we also
evaluate our models using the metrics proposed by the benchmark. This includes a weighted F2
metric (F2CIW ) for identifying defects and a conventional F1 score (F1Normal) for non-defect
classifications [13]. The F2 metric’s weights are assigned to each defect category according to their
economic significance. Additionally, they encourage the use of an F2 score to give greater emphasis
to recall over precision, recognizing that overlooking a defect incurs a higher economic cost than the
occurrence of a false positive.

2.2 Results

We present in Table 1 the performance of various SSL models compared to their supervised coun-
terparts. Training was conducted on imbalanced data, while validation adhered to a balanced set,
aligning with benchmark standards. Although previous studies have noted that CNN-based architec-
tures like ResNet-18 often outperform vision transformers (ViTs) [10], our results do not indicate a
significant difference in performance between these backbones architectures.

Robustness of joint-embedding methods. When examining individual SSL methods, SimCLR
achieves the best overall results especially when paired with ResNet-18 and defect proportion is
higher than 5%. When working with stronger distribution imbalances, particularly with 1%, BYOL
and Resnet-18 have the best results. This might be due to the training dynamics behind these methods,
in situations with moderate imbalance (like 5%), the contrastive approach of SimCLR can still
adequately separate the minority class from the majority, leveraging the discriminative power of the
contrastive loss. This can be counter-productive when working with extremely imbalance levels.
BYOL avoids this issue by not requiring explicit negative sampling, allowing it to maintain more
consistent performance even when the class imbalance becomes more extreme. Thus, while SimCLR
thrives with moderate imbalance, BYOL proves more resilient in handling extreme class disparities.
Another interesting insight is Barlow Twins’ competitive performance under extreme imbalance. Its
use of redundancy reduction loss, which both maximizes similarity between augmented views and
decorrelates the learned representations, may help avoid the pitfalls of overfitting to the dominant
class. DINO, however, shows a unique trend, performing poorly in 1% and 2% settings with ResNet-
18, but not with ViT-Tiny. This could be attributed to DINO’s focus on global feature learning through
knowledge distillation, which aligns better with ViT’s global attention approach.

Failure of reconstruction-based methods. Finally, the Masked Autoencoder (MAE) delivers the
weakest performance across all scenarios, especially at higher imbalance levels (e.g., 45%). MAE’s
reliance on reconstructing multiple classes might introduce noise that hampers its ability to generalize
under severe imbalance. In highly imbalanced data, MAE could face challenges in differentiating
between common and rare classes, possibly due to the reconstruction bias that favors the majority
class. This might also be tied to the model’s neural capacity, which can struggle to produce robust
representations when not sufficiently overparameterized.

Detailed analysis of each model’s performance on imbalanced test distributions is provided in
Appendix B.1. SSL monitoring metrics including RankMe [9] and the mean and standard deviation
of features and embeddings for DINO, BYOL, and SimCLR—are discussed in Appendix D.

Performance Trends on Imbalanced Validation Sets. When evaluating the models on increasingly
imbalanced validation sets (Figure 2), there is a clear and consistent decline in performance across
most methods, as indicated by the F1 scores. As the validation set imbalance becomes more severe
(e.g., at 1% and 2% imbalance), no method is able to sustain strong performance, particularly in
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Table 1: Validation metrics for each method and architecture across different imbalance levels.
The percentages represent the imbalance levels applied during training, while the validation data
proportion remained unchanged.

RESNET-18 VIT-TINY
1% 2% 5% 15% 45% 1% 2% 5% 15% 45%

F1↑

Supervised 0.831 0.847 0.865 0.882 0.898 0.768 0.785 0.831 0.858 0.878
BYOL 0.764 0.768 0.774 0.783 0.792 0.676 0.738 0.752 0.757 0.730
Barlow Twins 0.768 0.775 0.789 0.796 0.803 0.682 0.738 0.747 0.769 0.772
DINO 0.049 0.032 0.673 0.719 0.727 0.691 0.683 0.553 0.704 0.719
MAE – – – – – 0.513 0.636 0.570 0.575 0.024
SimCLR 0.740 0.778 0.796 0.807 0.814 0.762 0.768 0.771 0.778 0.786

F2CIW ↑

Supervised 0.838 0.849 0.880 0.904 0.879 0.837 0.812 0.831 0.870 0.881
BYOL 0.837 0.844 0.819 0.825 0.785 0.680 0.768 0.760 0.781 0.725
Barlow Twins 0.817 0.805 0.817 0.822 0.780 0.704 0.749 0.786 0.784 0.758
DINO 0.566 0.402 0.712 0.777 0.752 0.733 0.736 0.690 0.724 0.695
MAE – – – – – 0.629 0.640 0.704 0.702 0.009
SimCLR 0.775 0.813 0.826 0.822 0.813 0.766 0.795 0.798 0.801 0.788

F1Normal ↑

Supervised 0.850 0.861 0.879 0.894 0.908 0.774 0.794 0.844 0.869 0.890
BYOL 0.758 0.759 0.783 0.789 0.818 0.719 0.757 0.778 0.771 0.781
Barlow Twins 0.782 0.796 0.799 0.807 0.828 0.716 0.760 0.766 0.785 0.806
DINO 0.689 0.686 0.700 0.730 0.763 0.655 0.688 0.419 0.727 0.759
MAE – – – – – 0.471 0.350 0.553 0.389 0.677
SimCLR 0.752 0.793 0.806 0.818 0.836 0.782 0.781 0.786 0.785 0.810

terms of accurately identifying the minority class. On the other hand, the F2 score remains relatively
stable, likely due to the use of a weighted loss function based on defect proportions.

Figure 2: ResNet-18 validation performance heatmaps across imbalance levels. The x-axis represents
the imbalance levels in the validation set, while the y-axis indicates the method and the imbalance
level used during training.

3 Conclusions and discussion

Our study indicates that self-supervised learning (SSL) is effective for anomaly detection and remains
robust even when facing significant distribution imbalances. We also find that the choice of backbone
architecture is not the most critical factor in model performance, as neither ViT-Tiny nor ResNet-18
consistently outperforms the other across all cases. In contrast, the selection of the SSL methodology
significantly impacts performance, with substantial variations observed among different SSL model
families. Therefore, for practitioners, choosing the appropriate SSL family is more crucial than
selecting a specific backbone architecture. Furthermore, there is a pressing need to accurately measure
the quality of representations produced by SSL models. Our findings indicate that the RankMe metric
is ineffective for this purpose; it aims to assess the richness of representations but fails to correlate
with actual performance. As shown in Appendix D, there is no correlation between performance and
RankMe metrics, underscoring the necessity for better methods of evaluating representations quality.
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A Images resolution and data augmentations ablation

For the resolution, we trained both architectures in a supervised fashion, using no data augmentations
other than resizing. As seen in Table 2, the resolution ablation study reveals a clear trend where
increasing the image size leads to better model performance, as measured by validation F1 scores.
However, this improvement comes at the cost of increased training time. Notably, the best trade-off
between performance and runtime was achieved at a resolution of 224x224.

Table 2: Best validation F1 scores for different image sizes and architectures.
64 128 224 384 512

ViT-Tiny 0.866 0.885 0.894 0.897 0.90

ResNet-18 0.877 0.892 0.901 0.907 0.909

Time/Epoch 28m 31m 37m 52m 69m

For the data augmentations, we explored how changes in color jitter and random cropping impacted
model performance. To maintain computational efficiency, we used 25% of the dataset, running
experiments with the ResNet-18 architecture. We adjusted the ColorJitter parameters using a
variable t_val that ranged from 0.1 to 0.8. Specifically, brightness, contrast, and saturation were
each set to t_val, while hue was set to half of that value (hue = t_val / 2). Furthermore, the
minimum scale for RandomResizedCrop was varied from 0.08 to 0.71. As illustrated in Figure 3,
the best performance, measured by F1 Score, was obtained when t_val was around 0.1 and 0.45 and
when min_scale was around 0.395 and 0.605. Due to the small performance difference, and looking
to introduce stronger augmentations when using SSL methodologies, we decided to use min_scale
= 0.395 and t_val = 0.275 for further ablations.

Figure 3: Val F1 Score by min_scale and t_val. This heatmap shows the performance variation in
terms of F1 score, demonstrating the interaction between these two hyperparameters.

B Complementary tables

When evaluating SSL methods trained and tested on various class imbalances, several important
observations emerged (refer to Figure 4). DINO, when trained on low defect proportions (1% and
2%), struggled significantly in identifying defects, despite performing well at detecting non-defects,
suggesting a limitation in handling extreme class imbalances. Additionally, the supervised baseline
consistently outperformed all SSL methods across every class imbalance, with the performance gap
widening as the class imbalance in the validation set increased. This highlights the need for further
exploration of SSL methods in real-world anomaly detection scenarios. Interestingly, Barlow Twins
demonstrated the strongest resilience in highly imbalanced settings, particularly when both training
and evaluation involved significant class imbalances. Specifically, Barlow Twins variants trained
on 1% and 2% defect proportions achieved the best performance among SSL methods under these
conditions, underscoring its robustness in scenarios with severe class imbalances.

When evaluating precision across varying validation imbalances, a degradation trend is evident as class
imbalance increases (refer to Figure 5). Notably, BYOL, when trained on a nearly balanced setting
(45% defect proportion), shows a larger performance gap compared to its 15% counterpart, indicating
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the potential influence of training balance. Meanwhile, the recall score remains consistently strong
across all validation imbalance proportions, likely due to the weighted loss choice, demonstrating
solid recall performance even under significant class imbalances.

B.1 Imbalanced validation setting

Figure 4: ResNet-18’s F1, F2CIW , and F1Normal validation score heatmaps across imbalance levels.
The x-axis represents the imbalance levels in the validation set, while the y-axis indicates the method
and the imbalance level used during training.

Figure 5: ResNet-18’s precision, recall, and f1 validation score heatmaps across imbalance levels.
The x-axis represents the imbalance levels in the validation set, while the y-axis indicates the method
and the imbalance level used during training.

C Self-supervised monitoring metrics

D Self-supervised monitoring metrics

A key finding is that RankMe does not correlate with downstream performance (see Figure 7).
Scatter plots show that RankMe scores don’t correlate with validation F1, questioning its usefulness
as a performance predictor. While architectural differences persist—ResNet models consistently
achieve higher RankMe scores than ViT-T—the validation results suggest that these differences do
not translate into a significant performance gap. This challenges RankMe’s reliability as a predictor
of downstream success, emphasizing the need for better metrics to monitor SSL methods.

However, interesting trends emerge when examining RankMe across different architectures and SSL
methods (see Figure 6). ResNet consistently shows more stable RankMe improvements across epochs,
particularly under SimCLR and BYOL, where ViT-Tiny suffers from degraded RankMe performance
over time. In contrast, under DINO, ViT-Tiny’s RankMe quickly catches up with ResNet, stabilizing
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at similar levels. While the differences in RankMe may not impact validation performance, this
behavior warrants further investigation. It suggests that when using ViT-Tiny with SimCLR and
BYOL, tailored optimization techniques may be necessary to maintain representation quality.

D.1 RankMe graphs

(a) SimCLR

(b) BYOL

(c) DINO

Figure 6: Self-supervised monitoring metrics across different methodologies.

D.2 RankMe scatter plots

Figure 7: Validation F1 scores plotted against re-scaled RankMe metrics. RankMe metrics were
re-scaled to enable easier comparisons with F1 scores.
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