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ABSTRACT

Tactile information plays a crucial role in human manipulation tasks and has re-
cently garnered increasing attention in robotic manipulation. However, existing
approaches struggle to effectively integrate visual and tactile information, result-
ing in sub-optimal performance. In this paper, we present ViTaS, a simple yet
effective framework that incorporates both visual and tactile information to guide
an agent’s behavior. We introduce Soft Fusion Contrastive Learning, an advanced
version of conventional contrastive learning method, to enhance the fusion of these
two modalities, and adopt a CVAE module to utilize complementary information
within visuo-tactile representations. We conduct comprehensive experiments, in-
cluding 9 tasks in simulation environment, across 5 different benchmarks, to com-
pare ViTaS with existing baselines. The results demonstrate that ViTaS achieves
state-of-the-art performance, with an average improvement of 51%. Furthermore,
our method significantly enhances sample efficiency while maintaining minimal
parameters, underscoring the effectiveness of our approach. The code will be re-
leased upon acceptance.

1 INTRODUCTION

Figure 1: Overall performance. (a) shows the overall average success rate and feature extractors
parameter size (in a log scale). (b) shows success demos for 4 tasks (Block Spin, Mobile Catch, Egg
Rotate, Dual Arm Lift).

Humans are adept at performing complex manipulation tasks, such as spinning a pen or lifting a
block. While vision plays a critical role in these activities, other modalities, particularly touch,
also provide rich information for object manipulation. Interestingly, visual and tactile information
often exhibit significant relevance and complementarity (Apkarian-Stielau & Loomis, 1975). For
individuals with visual impairments, a clearer mental reconstruction of an original visual image can
be achieved by combining a blurred visual perception with tactile information (Kappers, 2011).

Most previous reinforcement learning (RL) algorithms have relied primarily on visual information
to address manipulation tasks (Yuan et al., 2022b; Xiao et al., 2022; Yuan et al., 2022a; Li et al.,
2024b;c; Haarnoja et al., 2024; Yu et al., 2023; Pitz et al., 2023; Lin et al., 2024; Xu et al., 2023;
Qi et al., 2023b;a; Plappert et al., 2018b; Yuan et al., 2024b). Recently, several efforts have aimed
to incorporate tactile information to improve the performance of RL algorithms. However, these
approaches generally exhibit limited fusion between the two modalities. For instance, Sferrazza et al.
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(2023) directly concatenates visual and tactile inputs and feeds them into MAE, while Chen et al.
(2022) segments visual and tactile data into patches and uses a transformer to extract representations.
As a result, these methods often demonstrate limited performance in contact-rich manipulation tasks
that rely heavily on both visual and tactile inputs, such as in-hand rotation. Moreover, many previous
methods employ complex encoders like transformers and MAE, which involve intricate architectures
with numerous parameters, leading to prolonged training time. Due to the insufficient utilization
of tactile information, these methods also diminish sample efficiency of RL algorithms in guiding
manipulation. Given these limitations, we pose the question: how can we more effectively fuse visual
and tactile information, to enhance the performance of RL algorithms for manipulation?

Drawing on prior research in human physiology regarding the processing of visuo-tactile informa-
tion, we propose Visual Tactile Soft Fusion Contrastive Learning (ViTaS), a novel visuo-tactile
representation learning framework for reinforcement learning. Generally ViTaS can be divided into
two parts. Firstly, given the inherent relevance between visual and tactile modalities, we utilize
contrastive learning to align the embeddings of visual data with their corresponding tactile informa-
tion in the latent space. Notably, we employ soft fusion contrastive learning inspired by Han et al.
(2020) to fuse features in alternated modalities. Specifically, we extend the original RGB single-
modality framework to incorporate both visual and tactile modalities, enabling the agent to leverage
samples of different timesteps with similar tactile information as positive samples. Additionally,
inspired by the ability of humans to reconstruct clear images from blurred visual inputs combined
with tactile information and complementarity of two modalities, we integrate conditional variational
autoencoder (CVAE) introduced by Sohn et al. (2015) to reconstruct the original image with the
embeddings of vision and touch, further improving the fusion of visual and tactile information.

To evaluate the performance of our algorithm, we conduct experiments on 9 tasks across 5 en-
vironments: Insertion (Sferrazza et al., 2023), Gymnasium (Towers et al., 2024), Robosuite (Zhu
et al., 2020), Mobile Catch (Zhang et al., 2024) and Block Spin (Yuan et al., 2024a). Especially, the
original Mobile Catch and Block Spin environments lack tactile information, so we integrate tactile
sensors into the robotic hand, creating 2 challenging visuo-tactile tasks. Additionally, to demon-
strate the generalization capability of our system, we perform further experiments on 3 auxiliary
tasks, as well as several ablation studies. The overall experimental results illustrated in Figure 1 and
Figure 2 (a) show that ViTaS achieves state-of-the-art performance compared to other visuo-tactile
learning methods in all tasks, with an average success rate of 92% and average improvement of 51%,
while minimizing total trainable parameters in representation learning.

In summary, our contributions are as follows:

• We improve the traditional contrastive learning method and leverage it for the fusion of
visual and tactile modalities.

• We propose ViTaS, a simple yet effective representation learning paradigm that can inte-
grate visual and tactile inputs through soft fusion contrastive as well as CVAE, and utilize
it to guide the training of reinforcement learning and visuomotor control agent.

• We evaluate our algorithm on various simulation tasks, demonstrating state-of-the-art per-
formance with an average growth rate of 51%. ViTaS significantly improves sample effi-
ciency and also minimizes the number of parameters in the feature extractor.

2 RELATED WORK

Visuo-Tactile Representation Learning In recent years, numerous cross-modal representation
learning methods, particularly those focused on visuo-tactile integration, have emerged, as demon-
strated by Lee et al. (2020; 2019); Dave et al. (2024); Yang et al. (2024); Polic et al. (2019); Xu
et al. (2024); Li et al. (2022a); Yang et al. (2023); Lin et al. (2024); Xu et al. (2023); Radford et al.
(2021); Li et al. (2024a; 2022b). Among them, Li et al. (2019) utilizes an adversarial loss to learn
representation in the latent space, while Chen et al. (2022) leverages a transformer architecture to
integrate multiple modalities, introducing alignment and contact loss to enhance performance. Sfer-
razza et al. (2023) proposes a jointly visuo-tactile training scheme using an MAE-based encoder
trained through a reconstruction process, with the encoder co-trained for policy learning.

Despite the success of these approaches in specific tasks, they often fail to fully exploit the cor-
respondence between visual and tactile modalities, leading to sub-optimal encoder training and re-
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duced success rates in tasks such as dexterous hand manipulation. In contrast, our method employs a
simpler yet highly effective CNN-based encoder to improve the alignment and fusion of modalities,
achieving superior performance across multiple benchmark tasks.

Contrastive Learning Extended into computer vision by the MoCo series (He et al., 2020; Chen
et al., 2021), and SimCLR (Chen et al., 2020), contrastive learning has emerged as a prominent
technique for representation learning. We intend to extend the contrastive learning paradigm to
visuo-tactile framework for reinforcement learning. Related examples include Wang & Hu (2023a),
Dave et al. (2024), Yuan et al. (2021), Laskin et al. (2020), Wang & Hu (2023b), Han et al. (2020),
Yang et al. (2024), Wang & Hu (2023a), Yuan et al. (2024a) and Zhan et al. (2022). Among the
works most closely related to ours, Dave et al. (2024) proposes a visuo-tactile fusion approach
based on contrastive pre-training. Zhan et al. (2022) employs contrastive loss within the visual
modality to enhance policy learning. Yang et al. (2024) incorporates tactile, vision and text using
contrastive learning to solve downstream tasks. Han et al. (2020) advances contrastive learning
paradigm utilizing top K analogous samples in optical flow as positive samples in RGB modality.

However, as Han et al. (2020) mentions, simply doing instance discrimination tends to neglect
some key information that two resembling samples may be negatives for each other due to dis-
tinct timesteps. The phenomenon also pops up in the field of cross-modal contrastive learning. We
refine the contrastive learning method to alleviate the issue, which is elaborated in Section 3.1.

3 METHOD

Figure 2: Method overview. The agent takes information from two modalities, visual and tactile, as
inputs, which are then processed through separate CNN encoders. Encoded embeddings are utilized
by cross-modal soft fusion contrastive approach, yielding fused feature representation for policy
network. A CVAE-based reconstruction framework is also applied for cross-modal integration.

In this section, we elaborate Visual Tactile Soft Fusion Contrastive Learning (ViTaS), an advanced
visuo-tactile fusion framework tailored for reinforcement learning. We note that when two tactile
maps are resembling, the key features derived from the corresponding visual data should likewise
bear a strong resemblance and vice versa. This alignment makes the data particularly well-suited
for contrastive learning. Meanwhile, given the complementary information tactile and image offer,
our objective is to reconstruct the features extracted from two modalities, obtaining outputs with en-
riched and more detailed information. CVAE is a good candidate for this process. Therefore, ViTaS
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fuses visual and tactile modalities through the collaboration of Cross-modal Soft Fusion Contrastive
Learning (Section 3.1) and CVAE (Section 3.2). We utilize the PPO (Schulman et al., 2017), an
on-policy reinforcement learning strategy, for the underlying algorithm framework of our method.
Formally, our ultimate reinforcement learning objective can be defined as follows:

L = λLCON + µLVAE + LPPO, (1)

where λ, µ be tunable parameters to bridge the gap between various components. The value of
µ is well studied in Appendix A.10. Critical hyper-parameters and detailed settings of CNN are
displayed in Table 3 and Table 4. The overall pseudocode for ViTaS is shown in Algorithm 3.

3.1 SOFT FUSION CONTRASTIVE LEARNING

We denote a trajectory as Γ = {oi, ti}Ni=1where oi stands for image observation at i-th timestep and
ti for tactile inputs, with total lengthN . For simplicity, we denote oi and ti are dual samples of each
other. We use two convolutional neural networks separately to extract features from raw images and
tactile maps. Formally, we denote fo(·) and ft(·) as the image and tactile extractors respectively.

Inspired by Han et al. (2020), we present soft fusion contrastive learning, a novel cross-modal
contrastive learning paradigm to enhance the fusion of two modalities. We use soft fusion contrastive
below for simplicity. Specifically, we accomplish this by identifying the K most analogous samples
from one modality, say modality A, leveraging their dual samples as positives for each other in
alternated modality B. During the process, the parameters of the encoder corresponding to modality
A are frozen, with the counterpart in B updated actively. K is a hyper-parameter representing
the number of positives needed to be utilized. We set K = 10 by default and the effectiveness
of different values of K will be studied in Section 4.4. Then, we reach the following formula in
accordance to the description above:

 LCON,1,i = −E

[
log

∑
p∈P1(i)

exp(fo(op) · fo(oi) / τ)∑
p∈P1(i)

exp(fo(op) · fo(oi) / τ) +
∑
n∈N1(i)

exp(fo(on) · fo(oi) / τ)

]
s.t. P1(i) = {j|(Sim(ft(tj), ft(ti))) ∈ topKmaxk(Sim(ft(ti), ft(tk)))}, N1(i) = S \ P1(i)

(2)

In the formula, we denote P1(i) as the set of positives of oi, calculated by K most similar samples
in corresponding inputs in tactile modality, while N1(i) as negatives. S stands for universal sam-
ples of oi in one trajectory. We use topKmaxk(U) to obtain the top K similar samples in set U ,
which is obtained in replay buffer in implementation. Sim(x, y) calculate the similarity between key
features x and y. We use cosine similarity to achieve this, with detailed information elaborating in
Appendix A.7. We would like to emphasize that we discern positives by extracted features, where
the encoders walk in.

Similarly, we switch the position of ti and oi periodically like workflow presented in Yang et al.
(2023) to update both encoders equally, and the corresponding metrics are then denoted as LCON,2,i
and P2(i). Moreover, we replace all oi, fo(·) in the formula above as ti, ft(·) and vice versa.

To achieve a more balanced update of the target, we adopt alternating updates when calculating
ultimate objective LCON according to LCON,1/2,i. Specifically, LCON is contributed by LCON,1,i at start,
and shifted to LCON,2,i after exact Tswitch steps and so forth. Furthermore, we define the coefficient
sequence as ui = 1/2 ×

(
1− (−1)⌈i/T⌉) = [1, 1, · · · , 1, 0, 0, · · · , 0, 1, 1, · · · ]. Consequently, the

target of the contrastive loss can be written as:

LCON =
N∑
i=1

ui · LCON,1,i + (1− ui) · LCON,2,i (3)

To facilitate a more thorough and specific comprehension of the part, we have included the pseu-
docode of soft fusion contrastive in Algorithm 1.
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3.2 CONDITIONAL VAE VISUO-TACTILE FEATURE INTEGRATION

In the realm of visuo-tactile integration, VAE-based methods are commonly employed (Nair et al.,
2018; Bai et al., 2021). Inspired by Bachhav et al. (2019), we extend the CVAE framework for
visuo-tactile fusion by incorporating the condition component, which is derived from the projec-
tion of image and tactile embedding. Consequently, the image and tactile encoders are optimized
concurrently during the training process. A comprehensive depiction is presented in Figure 2.

We establish condition on the concatenated visuo-tactile feature c to reconstruct the current image
frame ocur. CVAE consists of an encoder pθ(·), decoder qψ(·), and visuo-tactile embedding projector
fϕ(·), which are parameterized by θ, ψ and ϕ separately. We use z to represent the latent variables,
and the reconstructed frame ôcur conditioned on visuo-tactile feature c can be expressed as:

ôcur = qψ(pθ(ocur, fϕ(c)), fϕ(c)) (4)

In accordance with CVAE constraints, the target can be formulated as:

LVAE = E
[
∥ocur − ôcur∥2

]
+DKL (pθ(z|pθ(ocur), c)∥ N (0, 1)) (5)

Notably, the CVAE module is active only during training and does not impose any additional com-
putational overhead during test time.

4 EXPERIMENTS

In this section, we conduct several tasks, most of which are relatively complex and contact-rich, to
showcase the performance in cross-modal fusion and policy learning. We aim at clarifying following
questions through comprehensive experiments:

(i) Does ViTaS have the capability to solve complicate tasks requiring compact tactile infor-
mation (e.g. dexterous hand rotation)?

(ii) How does ViTaS demonstrate generalization and robustness with respect to tasks involving
objects of various shapes, significant noise or different physical parameters?

(iii) What merit does ViTaS offer in comparison to previous visuo-tactile algorithms?

Moreover, we do a thorough examination of distinct components contributing to overall performance
of ViTaS, and the detailed analysis is presented in Ablation Study (see Section 4.4).

4.1 SIMULATION ENVIRONMENT

Allegro Hand

Tactile Sensor

Figure 3: Tactile Sensors on Alle-
gro Robotic Hand.

We conduct experiments using 9 simulated tasks, categorized
into 5 primary parts and shown in Figure 4: (a). shadow dex-
terous hand tasks (Plappert et al., 2018a; Melnik et al., 2021)
based on Gymnasium (Towers et al., 2024) (pen rotation, block
rotation, and egg rotation), (b). Robosuite (Zhu et al., 2020)-
based tasks (door opening, lift, and dual arm lift), (c). In-
sertion tasks originated by Sferrazza et al. (2023) simulated
in mujoco, (d). Mobile-Catch environment implemented by
Zhang et al. (2024) and (e). Block Spinning task created by
Yuan et al. (2024a). Beyond these foundational experiments,
we introduce a series of auxiliary tasks involving altering ob-
ject shapes in Lift or modifying physical parameters in Pen
Rotation. The outcomes of (a)-(d) environments are quanti-
fied in terms of success rate, whereas (e) is assessed based on training reward. A comprehensive
explanation of the experimental settings is provided in Appendix A.1.

Moreover, it is crucial to integrate tactile sensors to obtain tactile data for ViTaS framework. In re-
cent years, tactile sensors have gradually piqued the interest of researchers. For real-world scenarios,
sensors like Sferrazza & D’Andrea (2022), Zhang et al. (2022), Lin et al. (2023b), Lin et al. (2023a)
are commonly used, whereas in simulation environments, Akinola et al. (2024), Si & Yuan (2022)
are utilized. In our experiments, we incorporate appropriate tactile sensors across all 9 environments.

5
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Figure 4: Tasks. Our method is evaluated on 9 contact-rich tasks across 5 different domains, cover-
ing multiple types of grippers and dexterous hands, with tactile sensors embedded.

For the 3 Gymnasium rotate in-hand rotation tasks, we employ the built-in tactile modules. For the
Lift, Insertion, and Door Opening tasks, we employ a parallel gripper equipped with a 32× 32× 3
tactile sensor at the contact surfaces between the gripper and the object. Among the 3 channels in
tactile map, channel 1 and 2 represent the normal force and the value of channel 3 denotes shear
force. The kind of tactile sensors is adopted following that in Taylor et al. (2022) and Xu et al.
(2023). In the catch and block spin tasks, we enhanced the Allegro hand and Leap hand with tactile
sensors by integrating four 3× 3× 3 sensors on each finger (located at the proximal, middle, distal,
and tip segments) and one 3 × 3 × 3 sensor on the palm, as shown in Figure 3. These sensors are
zero-padded to form a 32× 32× 3 input, following Sferrazza et al. (2023).

4.2 COMPARED BASELINES

To validate the effectiveness of ViTaS, we compare with the following visuo-tactile representation
learning baselines:

• M3L (Sferrazza et al., 2023): A visuo-tactile fusion training algorithm utilizing the MAE
encoder for PPO policy learning, while simultaneously trains the MAE encoder with re-
construction loss through the MAE encoder-decoder architecture. Information in visual
and tactile is concatenated and passed through a unified encoder. Training process of pol-
icy and MAE encoder occurs concurrently.

• VTT (Chen et al., 2022): A visuo-tactile fusion training method rooted in the transformer
architecture. Specifically, both image and tactile data are segmented into patches, which
are then processed through transformer layers to obtain embeddings. Subsequently, the
latent representations are reconstructed into images and rewards using a VAE decoder. The
method also incorporates contact and alignment modules to further enhance performance.

• PoE (Lee et al., 2020): A VAE-like framework to fuse two modality. In particular, subse-
quent to acquiring the embeddings, instead of reconstructing images via a decoder, an MLP
is deployed after the decoder stage to tackle designed tasks. Additionally, KL divergence
is harnessed to ascertain the parameters of the latent embeddings.

• Concatenation (Lee et al., 2019): A relatively primitive multi-modal fusion method. Image
and tactile data are passed through a CNN encoder independently, whose results are then
concatenated and fed into a contrastive-like module.

4.3 EXPERIMENT RESULTS

We conduct comparisons of our algorithm against 4 baseline methods across the aforementioned 9
primitive tasks. We evaluate each algorithm in each environment 5 times under different random
seeds, and average the results when training 3× 106 timesteps to obtain the performance metrics.

The results for all 5 methods in 9 tasks are shown in Figure 5. Several baselines show excellent per-
formance in some relatively simple tasks like Door Opening or Insertion. However, for tough tasks
like Egg Rotation and Block Rotation, which are contact-rich and require methods to incorporate vi-
sual and tactile information jointly, few baselines can solve it within a limited horizon, while ViTaS
still owns the capability to succeed. We can calculate the average success rate for ViTaS and other
baselines in Figure 5, obtaining the results in Figure 1. The average improvement upon 4 baselines
is 51%, also illuminated in the abstract part. Furthermore, in cases like the Dual Arm Lift, where
all baselines are capable of solving the task, ViTaS exhibits notably enhanced sample efficiency by
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Figure 5: Learning curves for all 5 methods in 9 primitive tasks and the derived ones. We utilize
success rate for the evaluation of first 8 tasks, with reward for Block Spin task. In the last 3 plots,
we measure model robustness on additional Gaussian noise in Insertion and various objects in Lift.

accomplishing the desired outcomes in far fewer timesteps (about 3 times faster). This underscores
its exceptional capability to extract features and solve complicate tasks, clarifying question (i).

In order to assess the generalization capability and robustness of our approach, we introduce aux-
iliary tasks derived from the Lift and Pen Rotate tasks mentioned earlier. For the Lift task, the
object shape is modified from a cube to cylinder and capsule in both training and testing phases,
allowing us to evaluate the method’s resilience to changes in object geometry. As for the Pen Ro-
tate task, we randomize the target angle within a large range, enabling a thorough evaluation of the
model’s generalization across varying conditions. We also add Gaussian noise with 0.3 standard
deviation in Insertion task (The intensity of Gaussian noise of different standard deviation could re-
fer to Figure 12. The experimental parameters are kept in alignment with the preceding 9 primitive
benchmarks.

Table 1: Generalization ability. We
show the success rate of best run among 3
seeds in Pen Rotate task with randomized
position. All results are recorded when
training 3× 106 timesteps.

Tasks / Method ViTaS M3L

Fixed 99.2 93.1
Random 78.4 62.7
Drop 20.8 30.4

As illustrated in Figure 5, when the object shape is
changed, every baseline model experiences a perfor-
mance drop when training 106 timesteps, indicating
sensitivity to these alterations. ViTaS, however, ex-
hibits a negligible decrease, demonstrating its resilience
to variations in object geometry. Pen rotation, among
the most challenging tasks, is only successfully handled
by ViTaS and M3L. When the target angle is random-
ized, the agent is required to extract the most signifi-
cant information from the current observations via vi-
sual tactile representation learning to make appropriate
moves. In this scenario, M3L struggles to maintain per-
formance, while ViTaS continues to solve the task effectively with less drop than M3L. Given the
robust performance in 3 auxiliary tasks, we provide a clear clarification of question (ii).

Another observation from Figure 5 is that although baseline like M3L can solve tasks in some
cases, it may suffer from unstable training process and large variance (e.g. insertion, door and
pen rotate). A possible explanation lies in M3L’s approach of segmenting both image and tactile
maps into discrete tokens, which are then passed through the MAE encoder. This token-based
feature extraction is prone to overlooking critical information compared to pixel-level extraction,
thus resulting in the capture of fewer essential features. The dexterous hand manipulation task,
however, requires more compact information especially rich tactile features in latent space to control

7
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the manipulation agent, and the rather scarce information of observation leads to underfitting of the
agent and large variance of training metrics.

We quantify the number of trainable parameters employed in representation learning across 5 algo-
rithm, depicted in Figure 1. It is evident that ViTaS, in addition to exhibiting superior performance,
also owns a smaller parameter count compared to other baselines.

Taking into account several key reasons including higher success rate and sample efficiency, fewer
training parameters, enhanced generalization and robustness and diminished training variance, we
reach the conclusion that ViTaS owns better performance in all presented benchmarks, show-
ing a state-of-the-art result, which is a comprehensive solution to question (iii).

4.4 ABLATION STUDY

To verify the fidelity of various designs in our algorithm, we conduct extensive ablation experiments
to show the necessity of each component. The overall ablation results are presented in Table 2. In
order to simplify the name of each ablation experiments, we use abbreviations of experiments in the
first row of Table 2. Specifically, the corresponding experiments are ViTaS, w/o. Tactile, w/ Unified
Encoder, w/o. soft fusion Contrastive module, w/ Time Contrastive, K = 1 and K = 50. The
meaning and detailed information of each experiment are clarified in the following sections.

Table 2: Overall ablation study. We conduct the experiments with each repeats with 5 times, and
take the average success rate percentage as results when training 3 × 106 times. The experiment
results show that various designs in ViTaS are of high importance. Without the designs, the success
rate drops 31.5% on average. Names of each column are abbreviations of different experiments,
and are explained above. Green for optimal results while purple for suboptimal.

Tasks / Methods V w/o. TA U w/o. C TC K1 K50
Insertion 99.2±0.7 88.1±4.3 61.6±5.7 90.3±2.5 75.2±5.2 83.3±3.9 78.7±3.6

Block rotation 92.7±2.0 67.7±3.6 18.4±0.8 67.7±2.6 79.5±4.3 88.0±2.1 70.1±4.8

Egg rotation 85.3±3.1 24.3±4.1 3.3±2.4 6.5±2.1 57.7±1.8 65.2±2.3 3.6±6.4

Average 92.5±2.8 60.9±5.6 27.1±2.6 54.7±6.1 70.6±4.4 78.8±3.7 67.3±5.2

Is tactile information crucial? We conduct 2 main experiments in this part. Firstly we eliminate the
tactile information, retaining only the visual data, and solely utilize the image encoder, while han-
dling the corresponding tactile information through zero-padding. Additionally, the workflow out-
lined in Sferrazza et al. (2023) employs a unified MAE encoder across both modalities, disregarding
the inherent distinctions between them. This oversight could potentially leads to less discriminative
feature representations and a notable reduction in overall effectiveness. To prove that tactile maps
can offer unique information beyond visual inputs can provide, we build another experiment that
image and tactile are directly concatenated and subsequently fed into a shared encoder.

Figure 6: Learning curve for tactile and CVAE. The left part shows results for ViTaS,ViTaS w/o.
tactile information and w/ unified encoder, while the right one indicates pen rotation ablating CVAE.

The results in Figure 6 (a) show that when ablating tactile information, the success rate in 3 bench-
marks drops 34% on average. Thus, tactile information gets crucial in dexterous operation tasks like
rotation, while it also makes difference in simpler tasks like Insertion.
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Using a unified encoder, however, is not a good choice either given the poor performance on the U-
column in Table 2, almost failing to accomplish 2 in-hand rotation tasks. We then clarify that tactile
has some complementary information to image, which cannot be extracted via a unified encoder.

How much do CVAE and soft fusion contrastive contribute to ViTaS? In order to clarify the
effectiveness of each component, we remove the CVAE and soft fusion contrastive components
separately, conducting independent tests on the same benchmarks and comparing results.

We use ViTaS without CVAE to perform pen rotation task and results are shown in Figure 6 (b).
Several extra experiments are also added in Figure 11 and Appendix A.6. The learning curves show
that when ablating CVAE, the performance drops heavily (about 25%), and the training process is
rather unstable. Moreover, as shown in Table 2, we remove soft fusion contrastive learning and the
results drop for about 28.9%, with a surge in variance. We also study the impact of difference value
of coefficient in CVAE loss presented in Equation (1), which is shown in Appendix A.10.

Trajectory time steps
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Figure 7: Visuo-Tactile embedding visu-
alization. We collect 2 aligned insertion
trajectories with different hole shapes.
ViTaS exhibits superior capability in ex-
tracting structured multimodal features.

Moreover, feature space distribution is shown in Fig-
ure 7 to illuminate underlying reasons. We extract
visuo-tactile features using ViTaS and ViTaS ablating
soft fusion contrastive learning from two aligned tra-
jectories with different plug-in shapes. In the figure,
each color represents a trajectory-method combination,
with shades from light to dark indicating the progres-
sion from start to finish. The endpoints of the lines de-
note the corresponding visual and tactile embeddings.
ViTaS maintains a consistent structure across both tra-
jectories, with similar visuo-tactile embedding relation-
ships and spatial distributions before and after changing
the plug-in shape. In contrast, the model without soft
fusion contrastive learning lacks this stable relation-
ship, highlighting the superiority of this module in ex-
tracting high-quality, generalizable features. By com-
bining the three experiments above, we show that two
main components of ViTaS are necessary and powerful.

K in soft fusion contrastive learning. We explore the
impact of varying K, for instance, setting it to 1, 10 (ours) and 50, to observe how the results are
affected. It is noteworthy that image and tactile at the same timestep are the only positives for each
other when K = 1, adopting the same process as conventional cross-modal contrastive learning.
Therefore, by comparing results between ours and K = 1, we can also clarify whether soft fusion
contrastive could outperform conventional contrastive learning method.
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Ablation on Contrastive Method

ViTaS
TC

Figure 8: Ablation on contrastive
method. We evaluate soft fusion con-
trastive learning (ViTaS) and time con-
trastive learning (TC) on 3 tasks with 3
seeds when training 3× 106 timesteps.

The last two columns of Table 2 show the effectiveness
of different K in ViTaS. The results when K = 1 show
that though conventional contrastive learning can achieve
relatively excellent performance, it still has performance
gap with our method (i.e. K = 10), while too large K
value as 50 also causes a drop in performance.

Soft fusion contrastive v.s. time contrastive. To ver-
ify the effectiveness of soft contrastive in another per-
spective, we carry out experiments utilizing an alternative
contrastive approach, namely time contrastive, to high-
light the indispensable role of cross-modal soft fusion
contrastive learning. Neighboring frames (i.e., a fixed
number of preceding and succeeding frames) are treated
as positives in this method, while distant frames serve as
negatives, echoing with Sermanet et al. (2018). The im-
plementation of time contrastive is shown in Algorithm 2 as pseudocode. The motivation behind this
lies in emphasizing that, despite frames within close time intervals often appearing to be similar, it
is crucial during the contrastive learning process to identify the K most analogous frames, which
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may not necessarily be temporally adjacent. This distinction underscores the importance of going
beyond mere time contrastive.

As shown in Figure 8, time contrastive learning cannot surpass soft fusion contrastive, proving the
necessity of our advanced soft fusion contrastive.

In conclusion, our ablation study delves deep into our algorithm to analyze the effectiveness of each
component. The results prove that tactile information, soft fusion contrastive learning and CVAE
are of high importance, while soft fusion contrastive performs better than other contrastive methods
like conventional contrastive and time contrastive. We show the necessity of every design we use.

5 CONCLUSION AND LIMITATIONS

In general, we introduce ViTaS, a succinct yet effective visuo-tactile fusion framework. Drawing
an analogy to human physiology, we extend the application of visual and tactile perception to the
domain of reinforcement learning, yielding remarkable results. We propose soft fusion contrastive
learning to extract key features from one modality according to another, and we adopt a CVAE mod-
ule to utilize complementary information from different modalities. Experiments, auxiliary tasks and
ablation studies are meticulously conducted to verify each component of ViTaS. The results show
the effectiveness of ViTaS and necessity of soft fusion contrastive and CVAE.

The main limitation of ViTaS is that addressing scalability to more complex manipulation and long-
horizon dexterous tasks still remains challenging. Moreover, despite the success in a wide range of
tasks in various simulated environments, the applicability in the real world is absent. However, it has
not escaped our notice that ViTaS is theoretically capable of being seamlessly deployed to physical
robotic systems, for information we use could be easily obtained in the real world. The results in
Figure 12 also show the robustness to noise, a main hindrance for real-world applicability, further
proving the capability of ViTaS. In the future, we will continually explore the potential of ViTaS for
more complex manipulation tasks and validate the transfer on real hardware.
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nipulation using a modular reinforcement learning architecture. In 2023 IEEE International
Conference on Robotics and Automation (ICRA), pp. 1852–1858. IEEE, 2023.

Matthias Plappert, Marcin Andrychowicz, Alex Ray, Bob McGrew, Bowen Baker, Glenn Powell,
Jonas Schneider, Josh Tobin, Maciek Chociej, Peter Welinder, Vikash Kumar, and Wojciech
Zaremba. Multi-goal reinforcement learning: Challenging robotics environments and request
for research, 2018a.

Matthias Plappert, Marcin Andrychowicz, Alex Ray, Bob McGrew, Bowen Baker, Glenn Pow-
ell, Jonas Schneider, Josh Tobin, Maciek Chociej, Peter Welinder, et al. Multi-goal reinforce-
ment learning: Challenging robotics environments and request for research. arXiv preprint
arXiv:1802.09464, 2018b.

Marsela Polic, Ivona Krajacic, Nathan Lepora, and Matko Orsag. Convolutional autoencoder for
feature extraction in tactile sensing. IEEE Robotics and Automation Letters, 4(4):3671–3678,
2019.

Haozhi Qi, Ashish Kumar, Roberto Calandra, Yi Ma, and Jitendra Malik. In-hand object rotation
via rapid motor adaptation. In Conference on Robot Learning, pp. 1722–1732. PMLR, 2023a.

Haozhi Qi, Brent Yi, Sudharshan Suresh, Mike Lambeta, Yi Ma, Roberto Calandra, and Jitendra
Malik. General in-hand object rotation with vision and touch. In Conference on Robot Learning,
pp. 2549–2564. PMLR, 2023b.

Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya Ramesh, Gabriel Goh, Sandhini Agarwal,
Girish Sastry, Amanda Askell, Pamela Mishkin, Jack Clark, et al. Learning transferable visual
models from natural language supervision. In International conference on machine learning, pp.
8748–8763. PMLR, 2021.

John Schulman, Filip Wolski, Prafulla Dhariwal, Alec Radford, and Oleg Klimov. Proximal policy
optimization algorithms. arXiv preprint arXiv:1707.06347, 2017.

Pierre Sermanet, Corey Lynch, Yevgen Chebotar, Jasmine Hsu, Eric Jang, Stefan Schaal, Sergey
Levine, and Google Brain. Time-contrastive networks: Self-supervised learning from video. In
2018 IEEE international conference on robotics and automation (ICRA), pp. 1134–1141. IEEE,
2018.

Carmelo Sferrazza and Raffaello D’Andrea. Sim-to-real for high-resolution optical tactile sensing:
From images to three-dimensional contact force distributions. Soft Robotics, 9(5):926–937, 2022.

Carmelo Sferrazza, Younggyo Seo, Hao Liu, Youngwoon Lee, and Pieter Abbeel. The power of the
senses: Generalizable manipulation from vision and touch through masked multimodal learning.
2023.

Zilin Si and Wenzhen Yuan. Taxim: An example-based simulation model for gelsight tactile sensors.
IEEE Robotics and Automation Letters, 7(2):2361–2368, 2022.

Kihyuk Sohn, Honglak Lee, and Xinchen Yan. Learning structured output representation using deep
conditional generative models. Advances in neural information processing systems, 28, 2015.

Ian H Taylor, Siyuan Dong, and Alberto Rodriguez. Gelslim 3.0: High-resolution measurement of
shape, force and slip in a compact tactile-sensing finger. In 2022 International Conference on
Robotics and Automation (ICRA), pp. 10781–10787. IEEE, 2022.

12



648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

Under review as a conference paper at ICLR 2025

Mark Towers, Ariel Kwiatkowski, Jordan Terry, John U Balis, Gianluca De Cola, Tristan Deleu,
Manuel Goulão, Andreas Kallinteris, Markus Krimmel, Arjun KG, et al. Gymnasium: A standard
interface for reinforcement learning environments. arXiv preprint arXiv:2407.17032, 2024.

Di Wang and Mengqi Hu. Contrastive learning methods for deep reinforcement learning. IEEE
Access, 11:97107–97117, 2023a. doi: 10.1109/ACCESS.2023.3312383.

Di Wang and Mengqi Hu. Contrastive learning methods for deep reinforcement learning. IEEE
Access, 2023b.

Tete Xiao, Ilija Radosavovic, Trevor Darrell, and Jitendra Malik. Masked visual pre-training for
motor control. arXiv preprint arXiv:2203.06173, 2022.

Jie Xu, Sangwoon Kim, Tao Chen, Alberto Rodriguez Garcia, Pulkit Agrawal, Wojciech Matusik,
and Shinjiro Sueda. Efficient tactile simulation with differentiability for robotic manipulation. In
Conference on Robot Learning, pp. 1488–1498. PMLR, 2023.

Zhengtong Xu, Raghava Uppuluri, Xinwei Zhang, Cael Fitch, Philip Glen Crandall, Wan Shou,
Dongyi Wang, and Yu She. Unit: Unified tactile representation for robot learning. arXiv preprint
arXiv:2408.06481, 2024.

Fengyu Yang, Chao Feng, Ziyang Chen, Hyoungseob Park, Daniel Wang, Yiming Dou, Ziyao Zeng,
Xien Chen, Rit Gangopadhyay, Andrew Owens, et al. Binding touch to everything: Learn-
ing unified multimodal tactile representations. In Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition, pp. 26340–26353, 2024.

Max Yang, Yijiong Lin, Alex Church, John Lloyd, Dandan Zhang, David AW Barton, and Nathan F
Lepora. Sim-to-real model-based and model-free deep reinforcement learning for tactile pushing.
IEEE Robotics and Automation Letters, 2023.

Zhenjun Yu, Wenqiang Xu, Siqiong Yao, Jieji Ren, Tutian Tang, Yutong Li, Guoying Gu, and
Cewu Lu. Precise robotic needle-threading with tactile perception and reinforcement learning.
In Conference on Robot Learning, pp. 3266–3276. PMLR, 2023.

Xin Yuan, Zhe Lin, Jason Kuen, Jianming Zhang, Yilin Wang, Michael Maire, Ajinkya Kale, and
Baldo Faieta. Multimodal contrastive training for visual representation learning. In Proceedings
of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp. 6995–7004, 2021.

Zhecheng Yuan, Guozheng Ma, Yao Mu, Bo Xia, Bo Yuan, Xueqian Wang, Ping Luo, and Huazhe
Xu. Don’t touch what matters: Task-aware lipschitz data augmentation for visual reinforcement
learning. arXiv preprint arXiv:2202.09982, 2022a.

Zhecheng Yuan, Zhengrong Xue, Bo Yuan, Xueqian Wang, Yi Wu, Yang Gao, and Huazhe Xu.
Pre-trained image encoder for generalizable visual reinforcement learning. Advances in Neural
Information Processing Systems, 35:13022–13037, 2022b.

Zhecheng Yuan, Tianming Wei, Shuiqi Cheng, Gu Zhang, Yuanpei Chen, and Huazhe Xu. Learning
to manipulate anywhere: A visual generalizable framework for reinforcement learning. arXiv
preprint arXiv:2407.15815, 2024a.

Zhecheng Yuan, Sizhe Yang, Pu Hua, Can Chang, Kaizhe Hu, and Huazhe Xu. Rl-vigen: A
reinforcement learning benchmark for visual generalization. Advances in Neural Information
Processing Systems, 36, 2024b.

Albert Zhan, Ruihan Zhao, Lerrel Pinto, Pieter Abbeel, and Michael Laskin. Learning visual
robotic control efficiently with contrastive pre-training and data augmentation. In 2022 IEEE/RSJ
International Conference on Intelligent Robots and Systems (IROS), pp. 4040–4047. IEEE, 2022.

Lunwei Zhang, Yue Wang, and Yao Jiang. Tac3d: A novel vision-based tactile sensor for
measuring forces distribution and estimating friction coefficient distribution. arXiv preprint
arXiv:2202.06211, 2022.

Yuanhang Zhang, Tianhai Liang, Zhenyang Chen, Yanjie Ze, and Huazhe Xu. Catch it! learning to
catch in flight with mobile dexterous hands. arXiv preprint arXiv:2409.10319, 2024.

13



702
703
704
705
706
707
708
709
710
711
712
713
714
715
716
717
718
719
720
721
722
723
724
725
726
727
728
729
730
731
732
733
734
735
736
737
738
739
740
741
742
743
744
745
746
747
748
749
750
751
752
753
754
755

Under review as a conference paper at ICLR 2025

Yuke Zhu, Josiah Wong, Ajay Mandlekar, Roberto Martı́n-Martı́n, Abhishek Joshi, Soroush Nasiri-
any, and Yifeng Zhu. robosuite: A modular simulation framework and benchmark for robot
learning. arXiv preprint arXiv:2009.12293, 2020.

A APPENDIX

A.1 DETAILS IN SIMULATED ENVIRONMENT

A.1.1 INSERTION

The insertion environment consists of various kinds of holes and a peg corresponding to one of those
shapes. The peg is attached to a Robotiq-85 robotic arm and securely held by the arms two fingers
(grippers). During the operation, tactile sensors fixed on both fingers detect tactile information,
generating two 3× 32× 32 tactile maps, which is stated in Xu et al. (2023). The three channels rep-
resent forces in two shear directions and one contact (normal) direction. A third-person perspective
camera is positioned in front of the peg to capture RGB information during the insertion process,
represented as a 3× 64× 64 image. The task is considered successful when the peg is fully inserted
into the hole with the matching shape.

To more effectively evaluate the algorithm’s generalization and robustness performance under vary-
ing conditions, the insertion environment includes pegs of different shapes (e.g., rectangular, trian-
gular, trapezoidal, etc.). Additionally, multiple positional configurations are provided, ranging from
the center to the periphery of the workspace.

A.1.2 GYMNASIUM-BASED TASKS

Shadow Dexterous Hand in Gymnasium are equipped with tactile sensors on the fingers offered by
the sensor package, providing a foundation for tactile-based manipulation operations. We selected
three tasks from the Shadow Dexterous Hand suite as our benchmarks, specifically pen rotation, egg
rotation, and block rotation.

The tasks are composed of a dexterous hand which is manipulated by agent and an object varying
in different task. The target of each task is to rotate the object and reach the final position provided
by task itself. For instance, the target in block rotation is to manipulate an egg to reach the target
position, which indicated by colors on different faces. To maintain consistency with the baseline,
we adopted the environmental configurations outlined in M3L, which include parameters such as
position settings, reward magnitude, object specifications, and tactile information padding. More-
over, we add Pen Rotate task with random target position mentioned in Section 4. The accurate
angle position of a pen is described as a quaternion in shadow dexterous hand benchmarks. We
denote a quaternion as {rx, ry, rw, rz}. Initially we randomly generate {r′x, r′y, r′w, r′z} according
to following condition:

r′x, r
′
y ∈ [−0.2, 0.2]; r′w, r′z ∈ [0.5, 0.8] ∪ [−0.8,−0.5]

Then, we normalize the quaternion to {rx, ry, rw, rz} so that we have r2x+ r
2
y+ r

2
z + r

2
w = 1, which

aligns with the condition needed in shadow dexterous hand.

A.1.3 ROBOSUITE-BASED TASKS

We selected the Franka robotic arm and a Robotiq 2F-85 gripper from the Robosuite environment,
augmenting the gripper fingers with additional tactile sensors to facilitate the acquisition of both
visual and tactile data.

In the Door Opening task, the agent manipulates the robotic arm to open a door equipped with a
handle. Similar to the aforementioned tasks, we adopt the same environment configuration as used
in M3L, employing a dense reward structure. Additionally, the doors initial position is randomized
within a specific range: x ∼ [0.06, 0.10], y ∼ [−0.1, 0.1] to align with baselines and compare fairly.
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The above 5 tasks are used in baselines, and we do not modify any parameters. Additionally, we
add 2 original tasks based on Robosuite in order to evaluate the performance of algorithms. The two
tasks, Lift and TwoArmLift, will be clarified below.

In the Lift task, the robotic arm attempts to learn a strategy for lifting an object, which could be a
cube or potentially other shapes like cuboids or cylinders, to a specified height. To better focus on
assessing the fusion of multimodal information and testing the models generalization capabilities,
we employ a dense reward structure to facilitate learning. Specifically, when the robotic arm suc-
cessfully lifts the object, the reward is increased to 300, and when the object is successfully grasped,
the corresponding reward is multiplied by 10. All other settings remain consistent with the default
configuration in Robosuite.

Similarly, in the TwoArmLift task, the agent must learn to lift a pot-like object with two handles. In
this case, the algorithm controls two robotic arms, each with the same configuration as the single-
arm tasks. Following the reasons for incorporating dense rewards in the previous tasks, we also
introduce dense rewards in this scenario. Specifically, we amplify the grasping reward and reaching
reward, setting the grasp reward to 70 and multiplying the proximity reward by 5× to enhance the
learning process.

A.1.4 MOBILE-CATCH TASKS

The task is originated by Zhang et al. (2024). The whole task can be divided into 2 parts, track
and catch. The track period is to manipulate the movable robot to reach as close to the object to
be thrown later as possible. It usually utilizes the image information while the tactile maps are in
absence, so it is not suitable to deploy our algorithm. We use the method proposed in the paper and
the pre-trained models to complete the first period.

The latter catching period, in contrast, is contact-rich and relatively fit for our cross modal algorithm.
The content of catching period is to literally catch the thrown object and make it stable in the robot’s
palm. We use environment with same physical parameters. For consistency, we add propriocep-
tive information presented in original paper along with image and tactile to better evaluate training
results. We concatenate image, tactile and proprioception directly.

A.1.5 BLOCK SPIN TASK

Block spin environment is borrowed from Yuan et al. (2024a), where we add tactile sensors on the
robotic hand. The agent is expected to spin the in hand block with an Allegro hand and the overall
input is RGB image observation and padded 32× 32× 3 tactile sensor data. It is worth noting that
the task is different from shadow dexterous hand tasks, in which objects are rotated with a fixed
angle in every episode.

A.2 PSEUDOCODE OF THE PROPOSED SEVERAL CONTRASTIVE METHODS

Algorithm 1 Pseudocode of soft fusion contrastive learning
Input: two modality inputs q, k; parameter K for soft fusion contrastive. k is detached for stabiliz-
ing the update process.

1: logits← q · k / τ
2: k logits← k · k
3: k index← topKmax(k logits,K)
4: mask← scatter(k index)
5: soft← softmax(logits) ·mask
6: loss← − log(

∑N
i=1 soft)

Output: soft fusion contrastive loss loss

A.3 HYPER PARAMETERS

The important hyper-parameters are shown in Table 3. The detailed information of our CNN encoder
is shown below. CNN encoder we adopt corresponds to the designs in drq-v2.
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Algorithm 2 Pseudocode of time contrastive learning
Input: two modality inputs q, k; parameter K, t for soft fusion contrastive and time contrastive. k
is detached for stabilizing the update process.

1: logits← q · k / τ
2: for each i ∈ [1, N ] do
3: k indexi ←

∪max(N,i+t)
j=min(1,i−t){j} {we use t preceding and succeeding frames}

4: end for
5: mask← scatter(k index)
6: soft← softmax(logits) ·mask
7: loss← − log(

∑N
i=1 soft)

Output: time contrastive loss loss

Algorithm 3 Pseudocode of ViTaS guiding reinforcement learning
Initialization: parameters in policy πθ, CNN encoder and CVAE.
Notations: We denote C as numbers of trajectories collected per step, U as update times for policy
each iteration in training process.

1: while train until reach horizon do
2: Run policy πθ and collect {oi, ti, ai, ri} to buffer B for C times.
3: Estimate advantages Ai in B using ri, γ.
4: for i ∈ [1,U] do
5: Prepare observation fo(oi), ft(ti) to interact with environment.
6: Set si ← {fo(oi), ft(ti)}
7: Calculate policy loss via

LPPO = min

(
πθ(a|s)
πθk(a|s)

A(s, a), clip
( πθ(a|s)
πθk(a|s)

, 1− ϵ, 1 + ϵ
)
A(s, a)

)
8: Calculate soft fusion contrastive loss LCON according to Equation (2) and Equation (3)
9: Calculate CVAE loss LVAE via Equation (5)

10: Update policy, CNN encoder and CVAE via optimizing L = λ · LCON + µ · LVAE + LPPO
11: end for
12: end while

A.4 ADDITIONAL BASELINES

Apart from 4 baselines raised above, we add extra visual RL algorithms as baselines. DrQ-V2, a
critical visual RL algorithm, is adopted here to further illuminate the merit of ViTaS. Specifically, we
use image-only and combined image-tactile observations as inputs respectively to test the efficiency
based on 4 aforementioned benchmarks, with results listed below.

Figure 9: Learning curve for ViTaS and DrQ-V2. We validate the performance of image-only and
combined image-tactile versions of DrQ-V2 on Insertion, Door, Lift and Pen rotate.

The results in Figure 9 manifest the prominent performance of ViTaS, with a significant improve-
ment compared to DrQ-V2. Despite variance in the policy architecture (off policy like DrQ-V2 vs.
on policy like PPO), ViTaS still boasts better feature extraction, leading to a better performance con-

16



864
865
866
867
868
869
870
871
872
873
874
875
876
877
878
879
880
881
882
883
884
885
886
887
888
889
890
891
892
893
894
895
896
897
898
899
900
901
902
903
904
905
906
907
908
909
910
911
912
913
914
915
916
917

Under review as a conference paper at ICLR 2025

Table 3: Hyper-parameters in ViTaS

Hyper-parameters Value
RGB Image Input shape 64 × 64 × 3

Tactile Input shape 32 × 32 × 3
Soft Contrastive Learning projection dim 1024

InfoNCE temperature 0.1

CVAE Condition Projection dim 81 × 64 × 2
CVAE latent space dim 256

Policy learning rate 10−4

CNNs learning rates 10−4

MLP truncate dimension 64
batch size in training process 512

Tswitch 100
K in soft fusion contrastive 5

γ in PPO 0.99
clip range in PPO 0.2

λ 1
µ 0.1

batch size in soft fusion contrastive 4096
t in time contrastive 5

horizon 3× 106

update per iteration 10

Table 4: CNN parameters in ViTaS

Layer in channel out channel kernel size stride
Layer 1 3 32 3 2

Layer 2 (ReLU) - - - -
Layer 3 32 32 3 1

Layer 4 (ReLU) - - - -
Layer 5 32 32 3 1

Layer 6 (ReLU) - - - -
Layer 7 32 32 3 1

Layer 8 (for image) 32 64 3 2
Layer 9 (for image) 64 64 4 1

Layer 10 (for image, ReLU) - - - -
Layer 8 (for tactile) 32 64 1 1

Layer 9 (for tactile, ReLU) - - - -

sequently. Moreover, the distinction between two versions of DrQ-V2 also shows the critical role
tactile information plays in representation learning.

A.5 VALIDATE ROTATE ENVIRONMENTS

To show we adequately optimize the rotate environments for all algorithms, we conduct additional
experiments to validate the environments. Specifically, we train M3L and VTT for up to 20 million
timesteps in Block Rotate and Egg Rotate environments.

The results in Figure 10 clearly validate Block Rotate and Egg Rotate. The training results of M3L
resonate with Sferrazza et al. (2023), as in gymnasium rotate tasks success demonstration usually
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has rewards around 8000 (Towers et al. (2024)). Moreover, the similarity M3L and VTT shows
before 3M in Figure 10 and Figure 5 also implies the accuracy of our experiments before.

Figure 10: Extensive learning curve for ViTaS, M3L and VTT. We validate the rotate environ-
ments by enlarging total timesteps of M3L and VTT.

A.6 ABLATION ON CVAE

Apart from the experiments presented in Figure 6 (b), we conduct extensive experiments to further
investigate how CVAE contribute to our algorithm. Block Rotate and Egg Rotate are added with 3
seeds. Moreover, we shift the shape of objects in Lift task, shrinking the target object into various
smaller shapes. The results are shown below.

Figure 11: Extensive experimental results for ViTaS and ViTaS ablating CVAE. We show the
results in Egg Rotate, Block Rotate, Lift and Lift with tiny objects.

From the figure above, it can be deduced that the performance of ViTaS decreases by approximately
35% on average after the removal of the CVAE module. Furthermore, in the task of Lift with tiny
object, ViTaS demonstrates remarkable robustness, as its performance at 3M is comparable to that
of original Lift task. However, when ablating CVAE module, the performance of ViTaS drops by
50%, which underscores the significant role of CVAE in capturing the nuances of visual imagery.

A.7 CLARIFICATION OF CONTRASTIVE FORMULA

The original formulation of Equation (2) is like below:

LCON,1,i = −E

[
log

∑
p∈P1(i)

exp(qp · qi / τ)∑
p∈P1(i)

exp(qp · qi / τ) +
∑
n∈N1(i)

exp(qn · qi / τ)

]
(6)

Specifically, we use contrastive learning with multiple positives qp, combining with infoNCE loss.
As mentioned above, we use the key featuers to discriminate positives and negatives, so we use
encoders to obtain samples in accordance to He et al. (2020) and Chen et al. (2021). Moreover, we
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use cosine similarity in Sim. The extracted features fo(oi) and ft(ti), however, are normalized at
the very end, leading to (

∑|oi|
j=1 fo(oi,j)

2)1/2 = 1. Thus, the cosine similarity is numerically equal
to the corresponding dot product, which is all we need to calculate.

A.8 RECONSTRUCTION RESULTS FOR CVAE MODULE

To effectively demonstrate the impact of CVAE module, we employ weights from ViTaS in the
Egg Rotate task for image reconstruction from pure gaussian noise conditioned on visuo-tactile
embedding. We compare the performance under varying levels of Gaussian noise added to the
observation space (both visual and tactile) against the token-based MAE method used in M3L.

0.1 0.2 0.3 0.4 0.50

ViTaS

M3L

Img Obs

Noise Level

Figure 12: Reconstruction results under different level of observation noise.

As illustrated in figure 12, the results indicate that our approach surpasses the token-based MAE in
reconstructing critical interaction details, such as finger joint positions and the egg’s location, which
are vital for the task. Our method also maintain robust under higher level of noise, underscoring the
high quality of the visuo-tactile embeddings used as conditions.

Furthermore, we conducted experiments where heavy noise (noise level 0.5) was introduced to ei-
ther the visual or tactile inputs while keeping the other noise-free. As shown in figure 13,these
experiments yielded superior generation performance compared to scenarios with heavy noise in
both inputs, demonstrating the complementary nature of the two modalities.

noise on tactile noise on visual noise on bothorigin

Figure 13: Reconstruction results under heavy noise applied to different modalities.

A.9 T-SNE VISUALIZATION FOR VISUO-TACTILE EMBEDDING

To visually demonstrate the contribution of ViTaS at the feature level, we extracted visuo-tactile
embeddings from three models: ViTaS, ViTaS without CVAE, and ViTaS without contrastive learn-
ing. These embeddings were obtained along the same egg rotate trajectory and visualized within the
same space, as shown in figure 14.
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Figure 14: t-SNE visualization of visuo-tactile feature space.

In the figure, the visual and tactile representations are color-coded as follows: blue-purple for visuo-
tactile embedding of ViTaS, red-gray for ViTaS without contrastive, and green-orange for ViTaS
without CVAE. The gradient from light to dark indicates the progression of a trajectory from start to
finish. It is evident that in ViTaS, the features from the two modalities exhibit strong complementary
characteristics. Additionally, within the same modality, the different phases of the trajectory are
spatially separated rather than clustered together. Such feature distribution is advantageous for the
downstream policy network, a benefit not observed when using CVAE or contrastive learning alone.

A.10 ABLATION ON HYPER-PARAMETER µ IN CVAE LOSS

To give a more precise analysis on the value of µ in CVAE loss presented in Equation (1), we conduct
experiments with different value of µ. Specifically, we let µ ∈ {0.01, 0.1, 1, 10} respectively to show
the value we chose in ViTaS (i.e. µ = 0.1) is optimal across different orders of magnitude.

We use Block Rotate and Egg Rotate, two of the toughest tasks among our benchmarks to manifest
the superiority over other different values. The settings of all experiments are aligned with all
corresponding experiments mentioned in Section 4, and the results are shown below.

Figure 15: Performance among different value of µ in CVAE loss. We show the success rate in 2
hard tasks with various coefficient in Equation (1).

As discerned from Figure 15, it is evident that when µ = 0.1, the results are far better than other set-
tings of µ, resonating with the hyper-parameter presented in ViTaS. Having obtained the magnitude
of µ, we want to further clarify that µ = 0.1 is optimal than other values like µ = 0.05 or µ = 0.5.
The overall results are shown in Table 5.

In addition to comparing the performance in tasks with different value of µ, we extract visuo-tactile
features from the same successful Egg Rotate trajectory and create the t-SNE plots in order to visu-
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Table 5: Additional ablation on µ in CVAE. Besides several value of µ in the figure above, we also
evaluate some value near that in ViTaS (i.e µ = 0.1). Green for optimal results while purple for
suboptimal.

µ 0.1 (ViTaS) 0.01 1 10 0.5 0.05
Egg Rotate 85.1±2.3 42.5±8.3 67.7±10.9 58.4±1.2 68.6±4.5 77.8±3.1

Block Rotate 93.2±2.0 60.3±7.4 74.1±8.7 48.9±6.0 80.2±3.6 76.5±4.8

Average 89.3±2.0 48.7±7.6 71.4±8.8 53.0±3.3 73.9±4.0 77.6±3.7

ally demonstrate the impact of different µ values on our algorithm in the feature space. As presented
in Figure 16, the patterns for µ = 0.01 and µ = 10 indicate that although the embeddings of vi-
sual and tactile observations in latent space could be easily discriminated, the large mean distance
between the two modalities suggests poorer extraction capability, given the resemblance between
the features of the two modalities at the same timestep in a trajectory. The two patterns for µ = 1
have a better performance than that in µ = 0.01 and µ = 10 since the mean distance between light
and dark orange scatter plots is reduced. However, the two patterns seem to be irrelevant to each
other and lack of local consistency, which indicates the inability for obtaining the similarity between
visual and tactile observations, and the sub-optimality of µ.

For µ = 0.1 (which is used in ViTaS), the adjacent visuo-tactile embeddings form a cohesive whole
between two modalities in contrast to other settings above. Within a single modality, the embeddings
corresponding to different states are well-separated, allowing the representation to better capture
the differences between states. This improved state representation leads to better performance in
downstream tasks highlighted in Figure 15 and Table 5, as the policy can distinguish and respond
more effectively to different states. Additionally, the cohesive integration of visuo-tactile features
allows the model to leverage the fused information from both modalities, further enhancing the
overall performance.

Figure 16: t-SNE visualization of visuo-tactile feature space for models with various µ.

Upon examination of Figure 15, Table 5 and Figure 16, we could reach the conclusion that µ = 0.1
is a prominent hyper-parameter for the coefficient of CVAE loss, echoing with the value of hyper-
parameter in Equation (1) and Table 3.
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