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Abstract
The progress in text summarization techniques001
has been remarkable. However the task of002
accurately extracting and summarizing neces-003
sary information from highly specialized docu-004
ments such as research papers has not been suf-005
ficiently investigated. We are focusing on the006
task of extracting research questions (RQ) from007
research papers and construct a new dataset008
consisting of machine learning papers, RQ ex-009
tracted from these papers by GPT-4, and human010
evaluations of the extracted RQ from multiple011
perspectives. Using this dataset, we systemati-012
cally compared recently proposed LLM-based013
evaluation functions for summarizations, and014
found that none of the functions showed suf-015
ficiently high correlations with human evalua-016
tions. We expect our dataset provides a foun-017
dation for further research on developing better018
evaluation functions tailored to the RQ extrac-019
tion task, and contribute to enhance the perfor-020
mance of the task. The dataset is available at021
PaperRQ-HumanAnno-Dataset.022

1 Introduction023

To understand research papers, it’s crucial to ac-024

curately grasp the Research Question (RQ). The025

RQ is the specific question set by the authors to026

address a particular research problem. It guides the027

research direction and narrows the focus of inves-028

tigations and experiments. Proper understanding029

of the RQ is essential for clarifying the research030

purpose and scope and comprehending the paper’s031

main arguments.032

However, research papers tend to have a com-033

plex structure, use many technical terms, and have034

important information scattered throughout the doc-035

ument, making RQ hard to grasp easily.036

Considering these characteristics of research pa-037

pers, automatic RQ extraction, which involves iden-038

tifying the key components of the RQ from the pa-039

per and summarizing them into a specific format,040

and appropriateness evaluation by machines are041

challenging tasks that have not yet been addressed, 042

to our best knowledge. 043

RQ extraction and evaluation can be considered 044

subtasks of document summarization, as they in- 045

volve selecting and concisely expressing important 046

information from research papers. Applying doc- 047

ument summarization techniques may help solve 048

these tasks with reasonable accuracy. 049

To improve the performance of summarization, 050

it is generally necessary first to define a perfor- 051

mance evaluation function and then optimize the 052

summarization model to maximize the value of 053

that evaluation function. For example, Lewis et al. 054

(2020) used perplexity as an evaluation function to 055

assess the similarity between human-created sum- 056

maries and summaries generated by BART. In this 057

way, identifying an appropriate evaluation function 058

is crucial for improving the performance of RQ 059

extraction. 060

An evaluation function’s output must strongly 061

correlate with human judgment to accurately mea- 062

sure qualitative improvements in summaries. As- 063

sessing the correlation between existing evaluation 064

functions and human evaluation in the context of 065

RQ is crucial. If existing functions do not correlate 066

well, developing RQ-specific evaluation functions 067

will be necessary. 068

Research on automatic evaluation of document 069

summarization has verified the correlation between 070

automatic evaluation functions and human evalua- 071

tion (Fabbri et al., 2020). However, many of these 072

studies target specific domains, such as news ar- 073

ticles, and there may be biases specific to those 074

domains (Kryscinski et al., 2020). Compared to 075

news articles, research papers tend to have a more 076

complex structure, use more technical terms, and 077

have important information scattered throughout 078

the document. Therefore, it is unclear how well 079

existing automatic evaluation functions align with 080

human judgment in RQ understanding evaluation. 081

Therefore, in this study, we constructed a new 082
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Figure 1: This study has two main processes. First, we constructed a dataset consisting of papers, RQ extracted
by an LLM, and human evaluation scores of the RQ quality based on the paper abstract and introduction. Second,
using this dataset, we analyzed the correlation between the output scores of various LLM-based evaluation functions
and human scores, and identified the evaluation function that is closest to human judgment. Through this series of
processes, we confirmed the effectiveness of automatic evaluation of RQ using LLM.

RQ evaluation dataset specialized for the domain083

of research papers. This dataset consists of:084

1. Paper abstracts and introductions085

2. RQ extracted by Large LLM from the ab-086

stracts and introductions087

3. Human-annotated evaluation scores for the088

extracted RQ, considering the abstracts and089

introductions090

By using this dataset, an automatic evaluation091

function for RQ can be established in the future,092

and the performance of RQ extraction can be opti-093

mized against that evaluation function. This will094

enable the achievement of RQ extraction, making095

a unique contribution that is distinct from conven-096

tional tasks dealing with research papers. While097

datasets for summarizing research papers exist, to098

our best knowledge, there is no dataset specifically099

designed for RQ evaluation.100

In this study, we used the constructed dataset to101

compare the alignment of existing LLM-based eval-102

uation functions with human judgments. Specifi-103

cally, we evaluated the quality of RQ in the dataset104

using existing LLM-based evaluation functions and105

compared their evaluations with the human evalua-106

tions provided in the dataset. An overview of this107

evaluation procedure is illustrated in Figure 1.108

The analysis revealed that LLM-based evalua- 109

tion functions do not correlate with human judg- 110

ment as much as previously suggested. This sug- 111

gests the need to design new evaluation functions 112

capable of handling complex tasks such as RQ un- 113

derstanding evaluation. Furthermore, this insight 114

may apply to the evaluation of automatic summa- 115

rization in other specialized domains, not just RQ. 116

The contributions of this study are as follows: 117

• We conducted human evaluations of RQ on 118

papers in the field of machine learning and 119

constructed a dataset containing these evalua- 120

tions. 121

• Using the constructed dataset, we compared 122

the alignment of existing LLM-based evalua- 123

tion functions with human judgments. 124

The structure of this paper is as follows. In Sec- 125

tion 2, we discuss related work, and in Section 3, 126

we explain the details of the proposed dataset. In 127

Section 4, we present the experimental setup, re- 128

sults, and discussion. In Section 5, we provide a 129

summary and future outlook. In Section 6, we dis- 130

cuss the potential risks. Finally, in Section 7, we 131

discuss the limitations of this study. 132
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2 Related Work133

2.1 Evaluation Functions134

Evaluation of automatic summarization is impor-135

tant for properly measuring the performance of136

summarization systems. Automatic evaluation137

functions can be broadly divided into two types:138

Reference-based and Reference-free. Assuming139

Document is the original document, Summary140

is the generated summary, and Reference is the141

human-created summary, in the Reference-based142

setting, evaluation is performed using Document,143

Summary, and Reference. On the other hand, in the144

Reference-free setting, evaluation is performed us-145

ing only Document and Summary (Sai et al., 2022).146

In recent years, it has become clear that eval-147

uation functions using LLM, typified by GPT-4,148

show higher performance than conventional evalua-149

tion functions(Wang et al., 2023; Liu et al., 2023a),150

attracting much attention. LLM-based evaluation151

functions work by having the LLM return a score152

based on a prompt that includes the document to153

be evaluated and its summary, and in some cases, a154

reference summary.155

LLM evaluation functions exist in both156

Reference-based settings and Reference-free set-157

tings. In the Reference-based setting, LLMs can158

more directly consider alignment with reference159

summaries, but evaluation needs to be performed160

even when reference summaries do not exist. On161

the other hand, in the Reference-free setting, the162

language understanding ability of LLMs can be uti-163

lized to directly evaluate the quality of summaries164

(Wang et al., 2023).165

There are various types of LLM evaluation func-166

tions, differentiated by the presence or absence of167

the features described in Table 1. Specifically, as168

categorized in Table 2, the differences are mainly169

distinguished by whether they include evaluation170

procedures (Liu et al., 2023a), output scores in171

batches (Yuan et al., 2023), or require explanations172

for scores (Chiang and Lee, 2023). More details173

are provided in Section 4.1.174

2.2 Datasets Targeting Academic Papers175

Building datasets targeting academic papers is one176

of the important research challenges in the field of177

natural language processing. Various datasets have178

been proposed, such as QASPER (Dasigi et al.,179

2021), SciCite (Cohan et al., 2019), and others,180

each focusing on different aspects of academic pa-181

pers (see Appendix A.1.1 for more details).182

Term Description
Document Document (ex. paper)
Summary Summary generated from the Document

(ex. RQ)
Reference Ground truth summary created by hu-

mans
Instruction Task instructions
Aspect Evaluation aspect
Output Space Range of evaluation values
Criteria Evaluation criteria
Evaluation Steps Evaluation steps
Data Sample Data unit for evaluation (ex. sample or

batch)
Multiple Score sam-
ple

Number of samples for evaluation scores

Score-Explanation Whether to have LLM explain the rea-
sons for the evaluation scores

ICL Whether in-context learning is used

Table 1: Representative terms and their descriptions
used to explain evaluation functions. As described later,
each evaluation function is differentiated by the pres-
ence or absence of these elements.

Unlike previous datasets, our proposed dataset 183

manually evaluates the quality of RQ extracted by 184

language models from paper abstracts and introduc- 185

tions. It quantitatively measures how closely the 186

extracted RQ match the true RQ, directly assessing 187

the RQ generation performance of language mod- 188

els. Creating this dataset involves a challenging and 189

complex annotation process, requiring annotators 190

to extract key information from papers, organize it, 191

and evaluate the extracted RQ. 192

3 Proposed Dataset 193

3.1 Dataset 194

In this study, we constructed a dataset targeting 104 195

papers accepted as long papers at ACL from 2016 196

to 2023. The papers subject to annotation were 197

limited to those proposing a solution (method) to 198

a specific problem, which is a common format for 199

many ACL papers. In these papers, the RQ is ex- 200

pected to be formulated as “Can a certain ‘problem’ 201

be solved by a certain ‘method’ ? ”. 202

For each paper, we used GPT-4 to estimate the 203

RQ and collected human scores evaluating the qual- 204

ity of the estimated RQ. 205

3.2 RQ Estimation Method 206

We input the abstracts and introductions of the pa- 207

pers into GPT-4 and used the following three dif- 208

ferent prompts to extract three RQ for each paper. 209

The specific prompts are listed in Appendix A.2.3. 210

1. prompt1: A prompt that simply instructs to 211

estimate the RQ 212
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Name Instruction Aspect Output
Space

Criteria Data
Sample

Eval-
procedure

Multiple
Score

Score-
explain

ICL

(Liu et al., 2023b) ✓ ✓ ✓ † Single ✗ ✗ ✓ ✗
(Wang et al., 2023) ✓ ✓ ✓ ✓ Single ✗ ✗ ✗ ✗
(Liu et al., 2023a) ✓ ✓ ✓ ✓ Single ✓ ✓ ✗ ✗
(Chiang and Lee, 2023) ✓ ✓ ✓ ✓ Single ✓ ✓ ✓ ✗
(Yuan et al., 2023) ✓ ✓ ✓ ✓ Batch ✗ ✓ ✓ ✗
(Gong and Mao, 2023) ✓ § ✓ ✓ Single ✗ ✗ ✗ ✗
(Jain et al., 2023) ✗ ✗ ✗ ✗ Single ✗ ✗ ✗ ✓

Table 2: The ✓in the table indicates that the element is included, while ✗ indicates that it is not included. Additionally,
the Aspect in (Gong and Mao, 2023) indicates estimating sub-aspects as sub-components of the Aspect, and the
Criteria in (Liu et al., 2023b) indicates using criteria estimated by GPT-4 instead of human-written descriptions.

2. prompt2: A prompt that specifies the RQ213

should be in a specific format (“Can the214

PROBLEM be solved by the METHOD?”)215

and instructs to estimate the RQ216

3. prompt3: A prompt that applies a method217

to generate structured text in an XML-like218

markup language, while specifying that the219

RQ should be in a specific format220

We chose to use three different prompts in order221

to introduce diversity in the quality of the extracted222

RQ, ranging from poorly extracted to well-crafted223

ones. By including this variety in our dataset, we224

can better evaluate the performance of the LLM-225

based evaluation functions across a range of RQ226

qualities:227

The third prompt is expected to seamlessly228

integrate Chain-of-Thought (CoT) and external229

tools by generating structured text in an XML-like230

markup language, allowing control of undesirable231

behaviors of language models (Yamauchi et al.,232

2023). The characteristics of each prompt are ex-233

plained in Table 3, and the actual prompts used are234

explained in Table 6. RQ generation was performed235

using gpt-4-0125-preview, with a temperature of 1236

and topP of 1.237

Furthermore, according to Appendix A.2.5,238

when taking the average of all annotators’ anno-239

tations, prompt 3 tends to be assigned high scores240

for Problem Score, Method Score, and Is Target241

RQ Type, suggesting that it is the most effective242

prompt for extracting RQ.243

3.3 Annotation Method244

3.3.1 Annotators245

The annotation was performed by a total of three246

people: two researchers who routinely read papers247

in the field of machine learning and one graduate248

student majoring in information science. All an-249

notators were male and were not compensated for250

prompt Explicit
RQ Type

Explicit
RQ Nature

Elicit
Thinking

prompt1 ✗ ✓ ✗
prompt2 ✓ ✗ ✗
prompt3 ✗ ✓ ✓

Table 3: Categorization of prompts. Explicit RQ Type
indicates that the prompt explicitly instructs the model
to extracted RQ following the format "Can the PROB-
LEM be solved by the METHOD?". Explicit RQ Nature
indicates that the prompt text itself explicitly describes
the desired characteristics of the RQ to be extracted.
Elicit Thinking indicates whether Chain-of-Thought
(CoT) is applied during output.

their work. The annotators were informed about 251

the purpose of the annotation task and how the data 252

would be used in the research. They provided ver- 253

bal consent to participate in the annotation process. 254

3.3.2 Annotation Perspectives 255

Each annotator scored the RQ estimated by GPT-4 256

from the following three perspectives: 257

• Problem Score: Does the RQ accurately es- 258

timate the true problem? (3 levels from 0 to 259

2) 260

• Method Score: Does the RQ accurately es- 261

timate the true method? (3 levels from 0 to 262

2) 263

• Is target rq type: Is the RQ in a specific format 264

(proposing a solution to an existing problem)? 265

(2 levels: 0 or 1) 266

3.4 Annotation Results and Analysis 267

In general, the annotation results for each data point 268

can vary depending on the annotator. Therefore, 269

by selectively retaining data with high agreement 270

among annotators, a highly reliable dataset can be 271

created. 272

When the difficulty of annotation is relatively 273

low and there is little variation among annotators, 274
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measures such as Krippendorff’s alpha coefficient275

(Fabbri et al., 2020) and perfect agreement rate276

(Valenzuela-Escarcega et al., 2015) have been used277

as indicators of agreement among annotators.278

On the other hand, when the difficulty of annota-279

tion is relatively high and there is greater variation280

among annotations, different agreement measures281

may be used. For example, in the construction of282

the PubmedQA dataset (Jin et al., 2019), when the283

labels of Annotator 1 and Annotator 2 do not match,284

a discussion is held between the two to reach a con-285

sensus, and if a consensus still cannot be reached,286

that instance is removed.287

The task in this study is a highly difficult one that288

requires understanding and judgment of complex289

text, and falls into a situation where there is large290

variation among annotations.291

In fact, we could not find sufficient agreement292

among annotators using Krippendorff’s alpha co-293

efficient and perfect agreement rate. Therefore,294

we decided to use the results of a majority vote as295

an indicator of agreement. Specifically, we con-296

sider the annotations that two out of three annota-297

tors agree on as the ground truth (GT). Using this298

method, 69.5% of the data (217 out of 312 RQ)299

were adopted as GT.300

4 Experiment301

4.1 Evaluation Functions Used in This302

Experiment303

In recent years, evaluation methods using LLM304

have been actively researched. The automatic eval-305

uation methods compared in the experiments are306

summarized in Table 2.307

The details of each method are provided in Ap-308

pendix A.3.1. In the following, we explain the309

experimental setup and results.310

4.2 Experimental Setup311

In this study, we evaluated the correlation between312

human-annotated scores and scores output by var-313

ious LLM-based evaluation functions using gpt-314

4o-2024-05-13 on the dataset we created. The315

evaluation settings were based on previous stud-316

ies. Jain et al. (2023) set the number of few-shots317

to 5, while Yuan et al. (2023) set the batch size318

to 10 and the number of loops to 3. Additionally,319

Liu et al. (2023a) and Chiang and Lee (2023) set320

the output n to 20. For other setting items such as321

temperature and top_p, we used the values reported322

in each paper.323

The model output obtained as a result of the 324

evaluation may contain text as shown in Table 7. 325

Therefore, it is necessary to extract the actual val- 326

ues from the output. This extraction process was 327

performed using the Python code attached in Ap- 328

pendix A.3.5. 329

4.3 Results 330

We summarized the correlation coefficients be- 331

tween each evaluation functions and human eval- 332

uation in Table 6. The table shows the Pearson 333

correlation coefficients between the scores given 334

by LLM-based evaluation functions and human 335

evaluations for each aspect of RQ quality. 336

While a correlation coefficient of around 0.5 was 337

obtained for the Method Score, the correlation co- 338

efficients for other aspects were below 0.2. This 339

suggests that the LLM-based evaluation functions 340

proposed so far do not correlate well with human 341

evaluations in assessing RQ quality, particularly in 342

aspects other than identifying the method. 343

In contrast, previous studies have reported that 344

these LLM-based evaluation functions correlate to 345

some extent with human evaluations. For example, 346

in studies such as Liu et al. (2023a), the corre- 347

lation coefficients between automatic evaluation 348

functions and human evaluations were around 0.6 349

for some aspects, and most exceeded 0.35. 350

Our results suggest that the correlation between 351

previously proposed LLM-based evaluation func- 352

tions and human evaluations may have been over- 353

estimated. While these evaluation functions have 354

been reported to correlate with human judgments 355

in tasks such as news summarization, our findings 356

indicate that they may not yet be able to provide 357

evaluations that correlate with human judgments 358

for tasks beyond news summarization, such as RQ 359

evaluation. This result implies the need to develop 360

optimal evaluation functions for each task. 361

4.4 Discussion 362

This section investigates common tendencies 363

across evaluation methods, examines method repro- 364

ducibility, and analyzes performance improvement 365

strategies. 366

We first analyze similarities in incorrectly eval- 367

uated RQ sets for each method and the impact of 368

input/output token count on performance. 369

Next, we discuss result variability due to sample 370

size and model differences when assessing method 371

reproducibility. 372
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paper-title extracted RQ problem
score

method
score

rq-
format

Are Training Samples Corre-
lated? Learning to Generate Di-
alogue Responses with Multiple
References

Can the generic response problem in open-domain dia-
logue generation be solved by utilizing a novel two-step
generation architecture that models multiple responses
jointly by considering their correlations?

2 2 1

Table 4: Example of human annotations

Name Problem Score Method Score Format Score
ρ τ ρ τ ρ τ

(Liu et al., 2023b) 0.120 0.114 nan nan -0.031 -0.031
(Wang et al., 2023) 0.076 0.071 0.0176 0.0165 0.0248 0.0236
(Chiang and Lee, 2023) α 0.121 0.091 0.493 0.405 0.067 0.055
(Chiang and Lee, 2023) β 0.110 0.088 0.281 0.233 0.139 0.125
(Liu et al., 2023a) 0.214 0.167 0.227 0.185 0.121 0.108
(Yuan et al., 2023) 0.041 0.039 0.149 0.143 0.006 0.005
(Gong and Mao, 2023) -0.048 -0.045 0.165 0.160 -0.134 -0.134
(Jain et al., 2023) -0.096 -0.086 0.101 0.094 0.126 0.126

Table 5: A list of correlation coefficients. Following Liu et al. (2023a), we calculated the Spearman and Kendall-Tau
correlation coefficients. ρ denotes the Spearman correlation coefficient, and τ denotes the Kendall-Tau correlation
coefficient. Additionally, α refers to analyze-rate from Liu et al. (2023a), and β refers to rate-explain. In analyze-
rate, the LLM first analyzes the input information, points out the good and bad points, and then outputs the final
evaluation score. On the other hand, in rate-explain, the LLM outputs the evaluation score based on the input
information first, and then explains the rationale for the evaluation. For the Method Score from (Liu et al., 2023b),
since only the same value was output, the correlation coefficient is nan.

Finally, we confirm the importance of model-373

ing evaluation procedures and verify how increas-374

ing procedure steps affects performance. We also375

fine-tune models to test the hypothesis that directly376

learning scoring patterns from data outperforms377

prompt-based methods.378

4.4.1 Investigating Common Tendencies379

across Evaluation Methods380

In this section, we analyze the common tendencies381

across evaluation methods from two perspectives:382

examining the similarity of RQ sets with incor-383

rect evaluation values and investigating the impact384

of input and output token counts on performance.385

These analyses aim to clarify common tendencies386

and provide insights for improving future evalua-387

tion methods.388

How similar are the sets of RQ for which incor-389

rect evaluation values were outputted between390

methods?391

Analysis of Common Patterns in Misclassified392

RQ We hypothesized that there might be a trend393

in the RQ with errors, where errors are defined as394

estimated scores different from the GT. Figure 2395

visualizes the overlap rate between RQ sets with396

mismatched evaluation values, categorized by score397

type. To account for varying output ranges, we set398

thresholds using percentiles and converted them399

Figure 2: Visualization of the overlap rate of RQ with
mismatched evaluation values between methods, cate-
gorized by Method Score, as a correlation diagram.

into three or two values. For Problem Score and 400

Method Score, the overlap rate of RQ with errors 401

was high in Liu et al. (2023a), Wang et al. (2023), 402

Yuan et al. (2023), and Gong and Mao (2023), sug- 403

gesting common issues leading to similar errors. 404

The analysis for Problem Score and Is target rq 405

type is in the appendix. 406

Correlation Analysis with Paper Acceptance 407

Year and Length We analyzed the characteris- 408

tics of commonly misclassified RQ, hypothesizing 409
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that the year of paper acceptance and paper length410

might be related. However, the analysis showed411

no clear trends, indicating that these factors do not412

explain the characteristics of RQ with errors.413

Do more tokens lead to better performance?414

The previous analysis did not identify any factors415

that could adequately explain the characteristics of416

frequently misclassified RQ. Consequently, based417

on the performance difference between Chiang and418

Lee (2023) and Yuan et al. (2023), we hypothesized419

that input and output token counts influence model420

performance. However, visualizing the relation-421

ship between token counts and manual evaluation422

revealed no clear correlation. Details are provided423

in Appendix A.4.2.424

4.4.2 Reproducibility of the Methods425

In this study, we define reproducibility as the abil-426

ity to obtain consistent results when repeating an427

experiment under the same conditions. To the best428

of our knowledge, reproducibility has not been suf-429

ficiently discussed in the context of LLM-based430

evaluation functions for text generation, despite its431

importance. We investigate the reproducibility of432

the methods from two perspectives: the impact of433

sample count on result variability and the variabil-434

ity due to model differences.435

Impact of sample count on result variability436

The number of samples from LLM outputs may437

differ depending on the evaluation function (Ta-438

ble 2). We hypothesized that methods with mul-439

tiple sampling would have less variability in the440

results. We conducted three trials each for Wang441

et al. (2023) (single sampling) and Chiang and Lee442

(2023) (20 samplings) the same temperature of 1443

and visualized the variability of Spearman corre-444

lation coefficients using violin plots. Contrary to445

our hypothesis, Chiang and Lee (2023) sometimes446

showed more variability (Figure 3), suggesting that447

multiple sampling may not significantly improve448

result reliability.449

Variability of results due to model differences450

We used gpt-4o-2024-05-13 in this study (Sec-451

tion 4.2), but it is necessary to confirm the ex-452

tent to which evaluation values change when us-453

ing a different model. We hypothesized that the454

reliability of results may vary depending on the455

model, even with the same method. We com-456

pared the variability of Spearman correlation coeffi-457

cients between gpt-4-turbo-2024-04-09 and gpt-4o-458

Figure 3: Visualization of Spearman correlation coeffi-
cients using violin plots, comparing Wang et al. (2023)
and Chiang and Lee (2023) to confirm the variability
due to differences in sample count when the temperature
is set to 1 for both methods. Visualization of Kendall
correlation coefficients is shown in Appendix A.4.3.

2024-05-13 for the analyze-rate of Chiang and Lee 459

(2023) (best-performing method) with a tempera- 460

ture of 1. While there was no significant difference 461

in performance, gpt-4-turbo-2024-04-09 showed 462

less variability (Figure 4), suggesting that output 463

results may fluctuate even if model performance 464

does not vary significantly. 465

4.4.3 Analysis for Performance Improvement 466

This section describes our attempts to improve 467

performance. We qualitatively analyzed the best- 468

performing methods, confirming the importance of 469

modeling the evaluation procedure. To improve the 470

completeness of the evaluation procedure, we in- 471

creased the number of steps and verified the impact 472

on performance. Finally, we attempted fine-tuning 473

to test the hypothesis that directly learning scoring 474

trends from data leads to higher performance than 475

prompting-based methods. 476

Importance of modeling the evaluation proce- 477

dure The best-performing methods, Chiang and 478

Lee (2023) and Liu et al. (2023a), estimate the 479

evaluation procedure in a two-step process. First, 480

they estimate the procedure itself, then calculate 481

the final evaluation value based on the estimated 482

procedure. Qualitatively, this method largely repro- 483

duces the annotation process (see Appendix A.3.4), 484

suggesting that reproducing the annotation process 485

through modeling may be important for this task. 486

Impact of Increasing the Number of Evaluation 487

Procedure Steps on Performance While mod- 488
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Figure 4: Visualization of Spearman correlation coef-
ficients using violin plots, comparing the analyze-rate
of Chiang and Lee (2023) to confirm the variability
due to differences between gpt-4-turbo-2024-04-09 and
gpt-4o-2024-05-13 when the temperature is set to 1 for
both. Visualization of Kendall correlation coefficients
is shown in Appendix A.4.3.

eling the evaluation procedure positively impacted489

performance, some steps were omitted compared490

to our actual annotation guidelines, as discussed491

in Appendix A.3.4. We hypothesized that increas-492

ing the number of steps in the estimated procedure493

could capture these omitted processes, potentially494

improving performance by more closely mimick-495

ing our evaluation process. We studied the extent496

to which performance improves by increasing the497

number of steps from the original methods (yield-498

ing about 5 steps, see Appendix A.3.4) to 10 and499

30 steps.500

However, despite the increased number of steps,501

the LLM was unable to fully reproduce the omitted502

evaluation procedures as shown inAppendix A.4.4.503

This suggests that the LLM lacks the specialized504

knowledge of how researchers read and analyze pa-505

pers, which cannot be compensated for by arbitrar-506

ily increasing the number of steps in the evaluation507

procedure.508

Correcting the Overestimation of RQ Scores509

In Appendix A.4.5, we analyze the difference be-510

tween the estimated values and the GT for each511

method. The results show that the estimated values512

of Chiang and Lee (2023) and Liu et al. (2023a)513

may be overestimated compared to other methods.514

In other words, if we can suppress this overestima-515

tion by some method, the correlation may improve.516

In the future, we need to explore methods to reduce517

this overestimation.518

Learning the scoring patterns from the dataset 519

While the evaluation functions used in this exper- 520

iment attempt to improve performance through 521

prompting using GPT-4, we hypothesized that di- 522

rectly learning the scoring trends from the dataset 523

would lead to better results. 524

To test this, we fine-tuned the open-source LLM 525

Gemma-7b using LoRA, but the results were not 526

promising (see Appendix A.4.6 for details). In 527

future research, we plan to explore this approach 528

using larger models. 529

5 Conclusion 530

In this study, we constructed a new dataset that 531

pairs RQ extracted by GPT-4 with their manual 532

evaluations, targeting papers accepted at ACL. Us- 533

ing this dataset, we studied the correlation of GPT- 534

4-based automatic evaluation functions with human 535

evaluation. 536

Our experiments revealed that the automatic eval- 537

uation functions, which were reported to have high 538

correlation with human annotators in existing stud- 539

ies, showed only low correlation in the RQ eval- 540

uation task. This suggests the possibility that ap- 541

propriate evaluation functions differ depending on 542

the task, supporting the significance of creating 543

and publishing a dataset with human annotations. 544

On the other hand, the method that estimates the 545

evaluation procedure showed relatively high perfor- 546

mance in evaluating the Method Score of RQ. 547

The results of this study provide insights for the 548

development of automatic evaluation functions in 549

the RQ generation task for papers. In the future, 550

the design of evaluation functions specialized for 551

the paper domain and the identification of factors 552

contributing to the performance improvement of 553

evaluation functions are expected. 554

6 Potential risks 555

Our approach uses LLM, which may disadvantage 556

organizations that can’t afford them. To address 557

this, we should make these methods widely ac- 558

cessible and explore non-LLM alternatives. Addi- 559

tionally, Over-reliance on automatic RQ extraction 560

might weaken researchers’ skills. Therefore, re- 561

searchers should use these tools to complement 562

their expertise, ensuring they continue to develop 563

their own capabilities. 564
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7 Limitations565

7.1 Limitations of the Dataset566

The dataset constructed in this study is limited to567

104 papers in the field of machine learning. Includ-568

ing papers from fields other than machine learning569

could lead to the development of models that can570

be commonly used across various fields, not lim-571

ited to machine learning. However, due to resource572

constraints, we were unable to carry out such an573

expansion in this study. In the future, there is a574

need to construct datasets targeting a wider range575

of research fields.576

Furthermore, regarding annotation, there is a577

possibility that it was difficult to achieve alignment578

among annotators because there is no firm defini-579

tion of RQ and their components in the field of580

machine learning. The definition of RQ may vary581

from paper to paper, and their components encom-582

pass a wide range of aspects, leading to the possi-583

bility of different interpretations among annotators.584

In addition, understanding papers requires special-585

ized knowledge, so differences in the background586

knowledge of annotators may have influenced the587

evaluation. In the future, research is needed to or-588

ganize RQ and their components, particularly in589

the field of machine learning.590

7.2 Limitations of Evaluation591

In this study, we only conducted evaluations us-592

ing GPT-4 and were unable to perform evaluations593

using other LLMs. Conducting evaluations using594

LLMs other than GPT-4 may provide deeper in-595

sights into the performance and characteristics of596

evaluation functions. In the future, evaluations us-597

ing a variety of LLMs will be required.598

Moreover, this study was limited to testing LLM-599

based evaluation functions developed in domains600

such as news article summarization, and we were601

unable to propose new evaluation functions that602

surpass their performance. These existing evalua-603

tion functions may not be suitable for evaluating604

complex targets like RQ in papers. RQ are com-605

posed of various components, and understanding606

the relationships and context between these compo-607

nents is required. Additionally, understanding the608

technical terms of papers is necessary. Therefore,609

in the future, it is necessary to develop evaluation610

functions specialized for RQ evaluation in papers,611

utilizing the insights obtained in this study.612
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A Appendix 733

A.1 Related Work 734

A.1.1 Datasets Targeting Academic Papers 735

Previously proposed datasets include QASPER 736

(Dasigi et al., 2021), SciCite (Cohan et al., 737

2019), Meaningful Citations Data Set (Valenzuela- 738

Escarcega et al., 2015), PubMedQA (Jin et al., 739

2019), PeerRead (Kang et al., 2018), and SciFact 740

(Wadden et al., 2020). QASPER is a QA dataset 741

targeting papers, consisting of questions created 742

by NLP experts who read only the titles and sum- 743

maries of papers, and answers and supporting evi- 744

dence provided by other NLP experts who read the 745

entire papers. 746

SciCite is a dataset that pairs citation sentences 747

in scientific papers with labels of their citation in- 748

tent (background information, use of methods, com- 749

parison of results, etc.) and can be used for tasks 750

such as classifying citation sentences and predict- 751

ing citation intent. The Meaningful Citations Data 752

Set is a dataset with labels identifying important 753

citations in academic literature. 754

PubMedQA consists of answers from three val- 755

ues ("yes/no/maybe") to questions created from the 756

titles and abstracts of medical papers. This dataset 757

can be used to develop content understanding and 758

question-answering systems for medical papers. 759

PeerRead contains 14,700 papers submitted to 760

top conferences (ACL, NeurIPS, ICLR), their ac- 761

ceptance/rejection results, and peer review results 762

by 10,700 experts. This dataset is expected to be 763

applied to tasks such as automatic paper evaluation 764

and peer review automation. 765

SciFact consists of 1,400 annotated abstracts 766

with scientific claims and supporting evidence, 767

with each abstract labeled as supporting or refuting 768

the claim. This dataset can be used for tasks such 769

as determining the veracity of claims and automati- 770

cally extracting evidence. 771

A.2 Dataset Creation 772

A.2.1 Data Selection Criteria 773

In this study, we constructed a dataset consisting 774

of 104 long papers accepted at ACL from 2016 775

to 2023. We focused on papers published from 776

2016 onwards because these papers are licensed 777
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under the Creative Commons Attribution 4.0 Inter-778

national License. This license permits the modifi-779

cation of published works, which is essential for780

our annotation process. By selecting papers from781

this period, we ensure that our dataset construc-782

tion and annotation efforts comply with the legal783

permissions granted by the license.784

A.2.2 Explanation of Dataset Rights785

The publicly released dataset includes appropriate786

citation information for the research papers. Addi-787

tionally, this dataset targets papers published under788

the Creative Commons Attribution 4.0 license, and789

have been modified. Consequently, the dataset we790

have created is also subject to the Creative Com-791

mons Attribution 4.0 license.792

A.2.3 List of prompts used to extract the RQ793

As shown in Table 6. Prompt 3, which could not fit794

in this table, is mentioned in Appendix A.2.4.795

A.2.4 Example of prompt3796

Prompt 3, which could not fit in Table 6, is as797

follows:798
799

1 <RULE >800
2 The system and the assistant exchange801

messages.802
3 All messages MUST be formatted in XML803

format. XML element ::= <tag804
attribute="value">content </tag >805

4 Tags determine the meaning and function806
of the content. The content must not807
contradict the definition of the808

tag.809
5 </RULE >810
6811
7 <TAG name="RULE">812
8 This tag defines rules. The defined813

content is absolute.814
9 Attributes:815

10 - role (optional) : A role that816
should follow the rules. Roles817
are "system" or "assistant".818

11 Notes:819
12 - The assistant must not use this820

tag.821
13 </TAG >822
14823
15 <TAG name="TAG">824
16 This tag defines a tag. The defined825

content is absolute.826
17 Attributes:827
18 - name : A tag name.828
19 Notes:829
20 - The assistant must not use this830

tag.831
21 </TAG >832
22833
23 <TAG name="SYSTEM">834
24 This tag represents a system message.835
25 Notes:836

26 - The assistant MUST NOT use this 837
tag. 838

27 </TAG > 839
28 840
29 <TAG name="EOS"> 841
30 Indicates the end of a message. 842
31 </TAG > 843
32 844
33 <TAG name="THINK"> 845
34 This tag represents a thought process. 846
35 If you use this tag , take a drop deep 847

breath and work on the problem step - 848
by-step. 849

36 Attributes: 850
37 - label (optional) : A label 851

summarizing the contents. 852
38 Notes: 853
39 - The thought process must be 854

described step by step. 855
40 - Premises in reasoning must be made 856

as explicit as possible. That 857
is, there should be no leaps of 858
reasoning. 859

41 </TAG > 860
42 861
43 <TAG name="PROBLEM"> 862
44 This tag represents the problem being 863

attempted to be solved in the paper. 864
45 </TAG > 865
46 866
47 <TAG name="METHOD"> 867
48 This tag represents the method or 868

hypothesis used by the authors of 869
the paper to solve PROBLEM. 870

49 </TAG > 871
50 872
51 <TAG name="RESEARCH_QUESTION"> 873
52 This tag represents a resaerch question. 874
53 A research question is a combination of 875

a problem to be solved and a 876
hypothesis or method to approach it. 877

54 The general form of a research question 878
is as follows. 879

55 - Can the PROBLEM be solved by the 880
METHOD? 881

56 - Can the PROBLEM be explained by the 882
METHOD? 883

57 Notes: 884
58 - This tag must contain one PROBLEM 885

and one METHOD tag inside. 886
59 - The assistant must then combine 887

the contents of the PROBLEM and 888
METHOD and present the research 889
question as a concise statement. 890

60 </TAG > 891
61 892
62 <RULE role="assistant"> 893
63 The assistant is a friendly and helpful 894

research assistant , specifically 895
tasked with analyzing academic 896
papers on machine learning , provided 897
by users. 898

64 The assistants sole responsibility is to 899
meticulously read the abstracts and 900
introductions of these papers and , 901

using logical reasoning , deduce 902
exactly a key research questions 903
from the paper. 904

65 The assistant first carefully reads the 905
paper using the THINK tag , and then 906
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prompt content
prompt1 You are a friendly and helpful research assistant, specifically tasked with analyzing academic

papers on machine learning, provided by users. Your sole responsibility is to meticulously read
the abstracts and introductions of these papers and, using logical reasoning, deduce exactly four
key research questions from each paper. It is crucial that these research questions be precise
inquiries, capable of yielding empirical answers and often illuminating novel challenges that may
have been previously overlooked in existing research. Your output should consist exclusively of
these one research questions per paper, without any additional information or analysis.

prompt2 You are a friendly and helpful research assistant, specifically tasked with analyzing academic
papers on machine learning, provided by users. Your sole responsibility is to read the abstracts
and introductions of these papers and, deduce exactly one key research questions from each
paper. The research question has the following format. "Can the PROBLEM be solved by the
METHOD?".

prompt3 Appendix A.2.4

Table 6: List of prompts used to extract the RQ in this paper.

extracts the research questions in907
the paper by using the908
RESEARCH_QUESTION tag.909

66 Note:910
67 - The assistant MUST use THINK tags911

before using RESEARCH_QUESTION912
tag.913

68 - The assistant MUST analyze the914
paper from different915
perspectives and extract ONE916
research questions.917

69 - It is crucial that these research918
questions be precise inquiries ,919
capable of yielding empirical920
answers and often illuminating921
novel challenges that may have922
been previously overlooked in923
existing research.924

70 - The assistant should output only925
the information that can be read926
from PAPER; no additional927

information or analysis is928
needed.929

71 </RULE >930931

A.2.5 Annotation Score per prompt932

The annotation scores for each prompt used to ex-933

tract RQ are visualized by the average values of934

all annotators for Problem Score, Method Score,935

and Is Target RQ Type. According to Figure 5, the936

values for prompt 3 are relatively better overall,937

indicating that prompt 3 has the best performance938

as a prompt for extracting RQ.939

A.3 Evaluation940

A.3.1 Evaluation Functions Used in This941

Experiment942

Liu et al. (2023b) propose a method called AUTO-943

CALIBRATE. In this method, an arbitrary dataset944

labeled by human experts is first divided into train-945

ing data and evaluation data. Next, the training946

data is used to have the LLM create its own scoring947

criteria. After that, the criteria are narrowed down948

and refined to create an evaluator closer to human 949

judgment. 950

Wang et al. (2023) propose a method to evalu- 951

ate based on LLMs using human-created Aspects 952

and Criteria. They conduct experiments in both 953

reference-based and reference-free settings. 954

Liu et al. (2023a) propose a method called 955

G-Eval. This method is characterized by hav- 956

ing LLMs create evaluation procedures based on 957

human-created Aspects and Criteria, and then eval- 958

uate using those evaluation procedures. 959

Chiang and Lee (2023), like Liu et al. (2023a), 960

have LLMs create evaluation procedures based on 961

human-created Aspects and Criteria. However, this 962

method is characterized by requiring explanations 963

for the evaluations. They apply two settings: one 964

where the evaluation explanation is analyzed before 965

outputting the evaluation value, and another where 966

the evaluation value is output first and then the 967

evaluation explanation is provided. 968

Yuan et al. (2023) propose a method called 969

BatchEval. This method is characterized by evalu- 970

ating in batch units, taking multiple Document and 971

Summary pairs as input. 972

Gong and Mao (2023) propose a method called 973

CoAScore. This method assumes that Aspects have 974

multiple sub-aspects as lower-level perspectives, 975

and evaluates aspects based on the evaluation val- 976

ues for each inferred sub-aspect. 977

Jain et al. (2023) propose a method that teaches 978

LLMs evaluation tendencies through few-shot 979

learning. In this case, we performed few-shot learn- 980

ing using a set of Document, Summary, and human 981

annotation as one unit. This method is character- 982

ized by not using human-created Aspects or Crite- 983

ria. As described above, there are various methods 984

to evaluation methods using LLM. These methods 985

have their own characteristics, such as aiming for 986
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Figure 5: Graph visualizing the average scores of all annotators for each prompt used to extract RQ, categorized by
Problem Score, Method Score, and Is Target RQ Type.

evaluations closer to human judgment, requiring987

explanations for evaluations, and evaluating from988

multiple perspectives.989

A.3.2 Example output from evaluation990

function991

The example output when using Wang et al. (2023)992

is shown in Table 7. From this output, it is nec-993

essary to obtain the actual evaluation values using994

Appendix A.3.5.995

A.3.3 Criteria manually created for this996

experiment997

As shown in Table 8.998

A.3.4 Estimated Evaluation Procedure999

The estimated evaluation procedure used in Chiang1000

and Lee (2023) and Liu et al. (2023a) is as shown1001

in Table 9.1002

The estimated evaluation procedure (see Table 9)1003

is similar to our evaluation procedure (see Ap-1004

pendix A.5.2) in that it identifies the problem from1005

the abstract and introduction of the paper, under-1006

stands the scope of that problem, and then evaluates1007

whether the RQ in the summary appropriately re-1008

flects that problem. Both approaches focus on the1009

specific problem addressed in the paper and assess1010

how accurately the RQ captures that problem.1011

However, the estimated evaluation procedure1012

does not include an explicit step to confirm that1013

the targeted problem is correct, as our evaluation1014

procedure does. By adding this confirmation step,1015

the estimated evaluation procedure could be made1016

more complete.1017

A.3.5 Python snippet for parsing evaluation 1018

values from the output results 1019

1020
1 def get_score(text): 1021
2 patterns = [ 1022
3 r"Score:\s*(?:.*?:\s*)?(\d+)", 1023
4 r"Score \(1 -5\):\s*(\d+)", 1024
5 r"Rating :\s*(?:.*?:\s*)?(\d+)", 1025
6 r"\b(\d+)\b", 1026
7 r":\s*(\d+)" 1027
8 ] 1028
9 1029

10 for pattern in patterns: 1030
11 match = re.search(pattern , text) 1031
12 if match: 1032
13 rating = match.group (1) 1033
14 return float(rating) 1034
15 1035
16 return np.nan 10361037

A.4 Discussion 1038

A.4.1 Analysis of Common Patterns in 1039

Misclassified RQ for Is target rq type 1040

Figure 6 visualizes the overlap rate between the 1041

sets of RQ for which the evaluation values inferred 1042

by LLM did not match the human-created GT for 1043

Is target rq type. 1044

A.4.2 Do more tokens lead to better 1045

performance? 1046

As shown in the Section 4.3, the existing meth- 1047

ods did not correlate well with human evaluations, 1048

indicating a need for designing better evaluation 1049

functions. To gain insights into what factors should 1050

be considered when designing such functions, we 1051

decided to investigate the properties of the rela- 1052

tively well-performing methods in our study. 1053

Among the methods we employed, those by Chi- 1054

ang and Lee (2023) and others performed relatively 1055
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Name output
(Wang et al., 2023) Given the Document and the Research Question (RQ), the score for Appropriateness of Problem

Description in the Summary (RQ) would be:**95****Reasoning:**The Research Question (RQ)
asks how effectively a data augmentation method involving randomly switching entities can
mitigate biases related to gender and sentiment in the translation of sentences containing person
names without compromising translation quality. The Document comprehensively describes the
following key issues:1. NMT systems exhibit gender and sentiment biases, particularly in the
translation of person names.2. Gender bias is highlighted, with a specific focus on the incorrect
estimation of the gender of names by NMT systems, especially for female names.3. Sentiment
bias is also discussed, noting that the sentiment of translations can be affected by the presence
of person names.4. A data augmentation method (switch-entity) is proposed to mitigate these
biases.5. The effectiveness of this method is emphasized, along with the fact that it does not
compromise translation quality.The RQ succinctly captures these aspects: it specifies the use
of a data augmentation method to address gender and sentiment biases in NMT systems, and it
mentions the concern about maintaining translation quality. The Document provides detailed
context and evidence for these points, making the RQ highly appropriate.The reason for not
giving a perfect score (100) is that while the RQ is highly aligned with the Document, it could be
slightly more explicit about the specifics of the biases and the exact mechanism of the proposed
data augmentation method described in the Document. However, this is a minor point, and
overall the appropriateness of the problem description in the summary is excellent.

Table 7: Example of model output in evaluation. As evaluate values are embedded within the output sentences, it is
necessary to extract them.

Name output
Score Problem Evaluates the extent to which the problem being attempted to be solved in the paper is accurately

and sufficiently described in the RQ extracted by the LLM.
Score Method Evaluates the extent to which the method or hypothesis used by the authors of the paper to solve

the problem is accurately and sufficiently described in the RQ extracted by the LLM.
Is target rq type Evaluates whether the RQ extracted by the LLM conveys the same meaning and intent as the

format ’Can the PROBLEM be solved/explained by the METHOD?’, without strictly adhering
to this exact phrasing. The RQ does not necessarily need to follow this format word-for-word as
long as it expresses the same overall idea. The accuracy of the content itself is not considered in
this aspect.

Table 8: Criteria created by humans

inferred evaluation step
To evaluate the Appropriateness of Problem Description in the Summary (RQ), follow these steps:
1. **Identify the Problem in the Document/Source Text:** Carefully read the abstract and introduction to pinpoint the
central problem or issue that the paper aims to address.
2. **Understand the Scope of the Problem:** Determine the extent, context, and relevance of the problem as described
in the paper. Pay attention to whether the problem is well-defined and specific.
3. **Compare with the RQ:** Examine the RQ to see if it accurately reflects the problem described in the Document/-
Source Text. Check if the RQ captures the essence and scope of the problem.
4. **Assess Completeness:** Evaluate whether the RQ includes all critical aspects of the problem. Consider if any key
elements or details of the problem are missing or misrepresented.
5. **Rate the Appropriateness:** Based on the comparison, rate the RQ on a scale of 1 to 5 for the Appropriateness of
Problem Description:
- **1:** The RQ poorly describes the problem or is completely inaccurate.
- **2:** The RQ describes the problem but misses several key aspects.
- **3:** The RQ captures the general essence of the problem but lacks some important details.
- **4:** The RQ accurately describes the problem with minor omissions or misinterpretations.
- **5:** The RQ perfectly and comprehensively describes the problem as presented in the Document/Source Text. By
following these steps, you can systematically evaluate how well the RQ captures the problem described in the paper.

Table 9: An example of the evaluation procedure used to calculate the problem score in Liu et al. (2023a) and
Chiang and Lee (2023)
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Figure 6: Visualization of the overlap rate of RQ for which the evaluation values inferred by LLM did not match the
GT between methods, categorized by Problem Score, Method Score, and Is target rq type, as a correlation.

well, while Yuan et al. (2023)’s method performed1056

poorly. One notable difference between these meth-1057

ods is the length of the input and output tokens.1058

This observation led us to hypothesize that the num-1059

ber of input and output tokens might influence the1060

model’s performance. The basis for this hypothe-1061

sis is, for example, Kojima et al. (2024)’s research1062

showing that adding a prompt encouraging multi-1063

step reasoning to the input and performing multi-1064

step reasoning at the output improved the model’s1065

performance.1066

Based on this, we thought that methods that pro-1067

vide explanations for evaluation values, such as1068

Chiang and Lee (2023), might have higher evalua-1069

tion values than methods that simply output scores,1070

such as Yuan et al. (2023).1071

To confirm the relationship between the proper-1072

ties of these methods and the evaluation values, we1073

visualized the performance against the number of1074

tokens. In Figure 7, we examined the relationship1075

between the Spearman correlation coefficient of1076

the Method Score, which yielded relatively good1077

results, and the number of tokens. As a result, no 1078

clear correlation was found between the number 1079

of input or output tokens and the correlation coef- 1080

ficient of the Method Score. In other words, it is 1081

suggested that simply increasing the number of to- 1082

kens does not yield automatic evaluation functions 1083

that are highly correlated with manual evaluation. 1084

It is highly likely that factors other than the number 1085

of tokens, such as the design of the evaluation func- 1086

tion, are important for improving the performance 1087

of evaluation functions. 1088

A.4.3 Reproducibility of the Methods 1089

Impact of sample count on result variability 1090

We conducted three trials each for Wang et al. 1091

(2023) (single sampling) and Chiang and Lee 1092

(2023) (20 samplings) and visualized the variabil- 1093

ity of Kendall correlation coefficients using violin 1094

plots. 1095

Variability of results due to model differences 1096

We compared the variability of Kendall correlation 1097

coefficients between gpt-4-turbo-2024-04-09 and 1098
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gpt-4o-2024-05-13 for the analyze-rate of Chiang1099

and Lee (2023) (best-performing method). While1100

there was no significant difference in performance,1101

gpt-4-turbo-2024-04-09 showed less variability1102

(Figure 9), suggesting that output results may fluc-1103

tuate even if model performance does not vary sig-1104

nificantly.1105

A.4.4 Impact of Increasing the Number of1106

Evaluation Procedure Steps on1107

Performance1108

The results Table 10 show a slight improvement in1109

performance, but the difference is small1110

A.4.5 Difference between estimated score and1111

GT1112

In Figure 10, we visualize the difference between1113

the estimated values of each method and the GT1114

for each score.1115

A.4.6 Learning the scoring patterns from the1116

dataset1117

As mentioned in Section 4.1, the evaluation func-1118

tion used in this experiment is a type of evaluation1119

function that involves trial and error with prompts1120

using GPT-4. However, an alternative approach1121

could be to fine-tune an LLM and learn the eval-1122

uation tendencies. To this end, we fine-tuned the1123

open-source LLM Gemma-7b by LoRA to see if1124

it could better align with human ratings (GT). The1125

experimental settings were LoRA rank of 8, alpha1126

of 16, and 1 epoch. And A100 GPU were used, and1127

the SFTTrainer from the Transformer Reinforce-1128

ment Learning library was utilized. As shown in1129

Table 11, the values are lower than those in Table 5,1130

suggesting that it might be difficult to learn evalua-1131

tion regularities by fine-tuning a model of around1132

7B parameters using LoRA. Furthermore, we in-1133

vestigated the impact on performance by varying1134

the split ratio of the training data.1135

A.5 Actual Annotation Guidelines Used1136

A.5.1 Introduction1137

Purpose of this Task In this task, you will eval-1138

uate the accuracy of Research Questions (RQ) ex-1139

tracted by a Language Model (LLM) based on the1140

abstract and introduction of research papers.1141

Types of RQ Covered in this Task RQ come in1142

various forms, but for this task we will focus on1143

papers with the following structure: “Can a certain1144

’problem’ be solved by a certain ‘method‘ ? “ In1145

other words, you will be assessing the accuracy of1146

the RQ extracted by the LLM for papers that fit this 1147

specific template. 1148

Utilization of the Evaluation The results of this 1149

evaluation can potentially be used to develop the 1150

following: A model to classify whether a paper 1151

belongs to a particular RQ type. A model to assess 1152

the validity of problems, challenges, or proposed 1153

methods extracted from a paper (by LLM or other 1154

means). 1155

A.5.2 Evaluation 1156

Evaluation Targets 3 RQ extracted by the LLM. 1157

Evaluation Procedure The following is an eval- 1158

uation procedure for the Problem Score. 1159

1. Carefully read the abstract and introduction 1160

of the paper 1161

2. Extract the problem targeted by this research 1162

from the abstract and introduction of the paper 1163

3. Confirm whether the problem targeted by this 1164

research is correct. For example, confirm 1165

whether the specific problem pointed out in 1166

the paper is correctly captured, rather than the 1167

abstract problem that the field is addressing 1168

4. Based on the content confirmed in step 3, eval- 1169

uate how accurately the extracted Research 1170

Question (RQ) captures the problem on a 3- 1171

point scale from 0 to 2. Refer to Table 12 1172

Evaluation Items 1173

A.5.3 Notes 1174

Please evaluate the RQ in the order they appear 1175

from the top of the CSV file. 1176

The "abstract" and "introduction" columns in 1177

the CSV file are generated through PDF parsing. 1178

Therefore, equations may not be accurately cap- 1179

tured. 1180

If the inaccuracy of equations makes it difficult 1181

to understand the paper’s content, please skip eval- 1182

uating that RQ. 1183

A.6 Utilization of AI Assistants in Research 1184

and Writing 1185

In this study, we mainly utilized AI assistants for 1186

creating Python scripts to conduct experiments and 1187

for checking spelling and typographical errors dur- 1188

ing paper writing. 1189
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evaluation procedure steps Problem Score Method Score Format Score
ρ τ ρ τ ρ τ

default(approximately 5) 0.121 0.091 0.493 0.405 0.067 0.055
10 0.178 0.144 0.494 0.405 0.013 0.011
30 0.153 0.124 0.485 0.410 -0.058 -0.055

Table 10: Performance confirmation was conducted by increasing the number of steps in the evaluation procedure.
The default in the table refers to the original output, which is about 5 steps. In line with Table 5, the results in this
table were also obtained using gpt-4-turbo-2024-04-09.

Test data ratio Problem Score Method Score Format Score
ρ τ ρ τ ρ τ

10% * 0.084 0.080 -0.061 -0.058 -0.159 -0.145
40% nan nan nan nan 0.171 0.164
70% 0.094 0.089 0.136 0.128 -0.165 -0.158
90% 0.125 0.120 -0.184 -0.177 nan nan

Table 11: A list of performance for each test dataset. * indicates the same experimental settings as in Table 5,
meaning that the results are comparable. As a result, many trials produced the same output values, leading to a large
number of nan values in the table.

Item Description Data Type Content
Problem Score Determine how comprehensively the RQ extracted by the LLM

captures the problems or challenges discussed in the target paper.
int 0: Not men-

tioned, 1:
Partially men-
tioned, 2: Com-
prehensively
mentioned

Method Score Determine how comprehensively the RQ extracted by the LLM
captures the methods discussed in the target paper. If only the
method name is mentioned, it is reasonable to consider it partially
captured.

int 0: Not men-
tioned, 1:
Partially men-
tioned, 2: Com-
prehensively
mentioned

Is target RQ
type

Determine whether the RQ extracted by the LLM matches the fol-
lowing type:How are existing problems or challenges addressed
by the proposed method? (= How effective is the proposed
method in tackling existing problems or challenges?)Note that
this is assessed independently of the Problem Score or Method
Score.In other words, it simply determines if the type matches,
regardless of the accuracy of the content. Also, general goals
or metrics that can always be improved are not considered "cur-
rently identified problems or challenges".

int 0: Does not
match, 1:
Matches

Table 12: Description of Each Evaluation Item
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Figure 7: To investigate the relationship between the number of tokens and performance, we conducted an analysis
using scatter plots. We plotted the number of tokens on the x-axis and the Spearman correlation coefficient, a
performance indicator, on the y-axis, visualizing the positioning of each research method. The left figure shows the
relationship between the number of input tokens and performance. The right figure shows the relationship between
the number of output tokens and performance. There was a trend that the more output tokens there were, the higher
the performance. However, since Yuan et al. (2023)’s method performs sampling in batches, it was difficult to
calculate the number of tokens per sample. Therefore, Yuan et al. (2023)’s data is not included in this analysis.
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Figure 8: Visualization of Kendall coefficients using vi-
olin plots, comparing Wang et al. (2023) and Chiang and
Lee (2023) to confirm the variability due to differences
in sample count.

Figure 9: Visualization of Kendall correlation coeffi-
cients using violin plots, comparing the analyze-rate
of Chiang and Lee (2023) to confirm the variability
due to differences between gpt-4-turbo-2024-04-09 and
gpt-4o-2024-05-13.
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Figure 10: Visualization of the difference between the estimated values of each method and the GT for each score
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