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MotionSC: Data Set and Network for Real-Time
Semantic Mapping in Dynamic Environments
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Abstract—This work addresses a gap in semantic scene comple-
tion (SSC) data by creating a novel outdoor data set with accurate
and complete dynamic scenes. Our data set is formed from
randomly sampled views of the world at each time step, which
supervises generalizability to complete scenes without occlusions
or traces. We create SSC baselines from state-of-the-art open
source networks and construct a benchmark real-time dense local
semantic mapping algorithm, MotionSC, by leveraging recent
3D deep learning architectures to enhance SSC with temporal
information. Our network shows that the proposed data set can
quantify and supervise accurate scene completion in the presence
of dynamic objects, which can lead to the development of
improved dynamic mapping algorithms. All software is available
at https://github.com/UMich-CURLY/3DMapping.

Index Terms—Data Sets for Robotic Vision, Deep Learning for
Visual Perception, Mapping, Semantic Scene Understanding.

I. INTRODUCTION

CENE understanding in 3D is a keystone for mobile
robotics. Scene understanding enables a robot to rea-
son the environment and improve decision-making, internal
navigation, path planning, and control execution. While 2D
scene understanding is useful for robots, a 3D understanding
ultimately provides an opportunity for more information, e.g.,
navigating under obstacles or understanding their size. There-
fore, 3D scene understanding is necessary for autonomous
vehicles [1], as the 2D information cannot support certain
robotic applications due to the lack of depth information.
Scene understanding is generally broken into sub-tasks due
to its broad scope, including object detection, scene catego-
rization, semantic segmentation, depth estimation, tracking,
and prediction [2]. These tasks are easier to conquer on
their own, and have seen significant progress in recent years
due to the development of 3D deep learning networks and
rapid improvement of 3D sensors. The main challenges still
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(a) Ours

(b) Semantic KITTI [4]

Fig. 1: Side-by-side comparison of our dynamic scene completion data set
(left) with Semantic KITTI [4] (right) on dynamic scenes from each respective
data set. Moving vehicles, represented in white, leave traces in the KITTI
data set yet are accurately and completely represented in our data set. Using
multiple viewpoints, we reconstruct a dynamic scene without traces and with
minimal occlusions.

facing 3D deep learning include memory and computation
restrictions and working with sparse and unstructured data
such as point clouds [3]. Additionally, these sub-tasks are
more straightforward to produce ground truth labels for than
higher-level scene understanding tasks such as semantic scene
completion, where a ground truth map of the world is nearly
impossible to attain in outdoor, dynamic scenes [1].

Maps provide a unified framework to combine sensor in-
formation into a higher level of scene understanding with
interpretable information. They store structured information
which may be re-purposed later in tasks such as localization
and path planning, where algorithms can retrieve locations of
landmarks and driveable surfaces. This can provide benefits
including increased reliability and predictability in diverse
fields such as remote sensing, augmented reality, autonomous
vehicles, and even medical devices. Although some research
has proposed mapless navigation [5—7], maps are still widely
used due to their interpretability and success.

Maps may include multiple layers of information such
as traversability, semantic labels, and dynamic occupancy.
Traversability maps generally construct a binary go-no-go map
which may be used by autonomous vehicles for optimal path
planning. Semantic maps include rich semantic labels for each
cell, however generally only function in static scenes [8, 9].
Dynamic occupancy maps construct binary labels for cells
indicating free or occupied, and extend their domain to scenes
with dynamic actors by incorporating scene dynamics [10—12].
While learning-based approaches have been attempted in 2D
[13, 14], most 3D maps rely on feature engineering which can
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decrease performance and efficiency.

Although mapping algorithms are generally hand-crafted,
semantic scene completion (SSC) is a deep learning approach
requiring supervision. In SSC, sensor data from a single scan
is used to complete a dense local semantic scene where
completing the occluded portions of the scene may be accom-
plished by smoothing. However, the problem constraints leave
time information unused. By adding temporal information,
networks could gain insight into occlusions and dynamics
and become more similar to supervised 3D semantic mapping
algorithms.

The main challenges facing 3D semantic scene understand-
ing are the memory and computation cost of 3D computer
vision [3, 15], and the inability to obtain accurate ground truth
data in the presence of dynamic objects and occlusion [16].
To combat the exponentially increasing cost of 3D computer
vision, some approaches include projecting to 2D views such
as bird’s-eye-view (BEV) [13, 17], spherical-front-view (SFV)
[18, 19], point pillars [20], or processing directly in 3D with
point operations [21, 22] or sparse convolutions [23, 24]. Some
more recent approaches leverage the speed of 2D convolutions
while preserving height information by treating the vertical
dimension of an occupancy grid as the channel [13, 17]. This
method maintains a high inference rate as fast as 100 Hz while
achieving high performance in 3D object detection and SSC.

A final challenge facing 3D maps is the availability of data
sets. A complete scene is difficult to obtain in the real world
due to dynamic objects. While indoor data sets [25-29] may
place multiple sensors throughout the scene to construct a 3D
environment, this is not feasible for outdoor environments.
Furthermore, currently existing synthetic data sets either con-
tain only indoor environments, provide annotations for the
scene only visible to the ego sensor, or remove dynamic
objects altogether [30]. Therefore, mapping algorithms are
commonly evaluated indirectly on object detection or motion
prediction tasks. While data sets such as SemanticKITTI [4]
offer outdoor semantically labeled scenes, dynamic objects
leave traces in the constructed map due to the inconsistency of
the scene with respect to time. The lack of a complete outdoor
3D scene makes it impossible to directly learn or evaluate 3D
mapping in dynamic, outdoor environments.

In this paper, we propose to learn a real-time network that
infers a dense ego-centric 3D semantic map by approaching
SSC with temporal information. To quantify performance and
supervise learning accurately, we construct a novel synthetic
data set containing realistic outdoor driving scenes with com-
plete semantic labels of free and occupied space. By randomly
sampling multiple viewpoints of each scene, we ensure min-
imal occlusions and no traces left by dynamic objects. Our
contributions are as follows.

1) Develop a real-time deep neural network for 3D semantic

mapping in dynamic environments.

2) Demonstrate improvement over state-of-the-art semantic
scene completion networks quantitatively and qualita-
tively.

3) Create a new data set for semantic scene completion and
3D mapping in dynamic outdoor environments to address
the shortcomings in existing data sets.

4) Open source all data and network software
for reproducibility and future developments at
https://github.com/UMich-CURLY/3DMapping.

II. PRELIMINARIES

We first introduce current scene completion data sets, and
modern approaches to the problem of semantic scene comple-
tion. We also mention trade-offs in storage methods of scenes,
and introduce the motivation behind our choice in baselines.

A. Data sets

Current data sets cannot accurately measure scene comple-
tion or mapping performance in dynamic outdoor environ-
ments due to occlusions of moving objects. While an indoor
scene may be captured from multiple viewpoints simultane-
ously, this is difficult to do in the real world [16]. Instead,
existing data sets sample the ground truth map at time ¢
by aggregating data from sequential frames. However, this
produces traces left behind by dynamic actors, leading to
incorrectly labeled free or occupied space. An example of
traces and occlusions in a modern scene completion data set is
shown in Figure 1b, where dynamic vehicles leave behind long
white traces and parts of the scene are completely occluded.
Current approaches solve this issue by avoiding dynamic
objects altogether through rejection of dynamic objects during
map generation or post-rejection of dynamic objects after the
map is generated [31]. However, these convoluted methods are
due to the unavailability of accurate dynamic scenes and are
not ideal for obtaining a representation of the true, complete
scene.

Existing outdoor scene completion data sets include Se-
manticKITTI [4] and SemanticPOSS [32], or virtual data
sets SynthCity [30] and more recently Paris-CARLA-3D [33].
SemanticKITTI provides densely labeled voxelized scenes, but
is susceptible to traces due to aggregating frames temporally,
as shown in Figure 1. While aggregating recent data to form
a complete frame may aid with completeness, it violates
the assumption that the data is independently and identically
distributed (i.i.d.), as dynamic objects have moved between
frames. Although traces may be used to evaluate prediction of
a vehicle’s path, they ultimately hinder accurate evaluation as
algorithms are penalized for correctly predicting free space.
SemanticPOSS also provides point clouds and semantic labels
in dynamic scenes, yet is still susceptible to occlusions and
traces for the same reason. SynthCity solves the issue of traces
by removing dynamic objects at the cost of dynamic scenes.
Finally, Paris-CARLA-3D provides a mixed synthetic and real
data set using a mobile LiDAR sensor, but is still susceptible
to traces for the same reason. Without a complete ground truth,
it is impossible to correctly quantify performance on outdoor
scene completion in dynamic environments, and difficult to
supervise learning which properly handles dynamic objects.

When creating a data set for SSC, there are a plethora
of scene representations to consider, balancing resolution and
information with data compression. Voxel grids are the most
popular 3D representation of semantic scenes, however there
exist several other less frequently used methods for efficiently
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storing 3D semantic information [1]. Point clouds are an
efficient and direct method for storing scenes, which may
be further optimized through meshes. However, both meshes
and point clouds remain difficult representations for SSC, and
few works have attempted this method due to challenging
point generation. Additionally, sampling free space is more
difficult as it is implicitly defined. Structured grids such as
voxel grids or occupancy grids have the benefit of directly
encoding semantic and free labels, and may be directly pro-
cessed with convolutions. Despite high memory requirements
due to explicitly defining free and occupied regions, their
easy usage and interpretability make grids a frequent option.
While grids may be implicitly encoded using a gradient field
such as Signed Distance Function (SDF) or Truncated Signed
Distance Function (TSDF), some SSC networks have found
them to require a large computation time and add little benefit
[4, 17, 34]. For real-time applications, this trade-off is not
practical, and as a result voxel grids are commonly chosen.

B. Semantic Scene Completion

Scene Completion (SC) is a method of inferring the full
geometry of a scene using either 2D or 3D observations. While
research historically used interpolation methods, a subset of
SC known as Semantic Scene Completion (SSC) has become
popular due to advances in 3D deep learning networks. SSC
differs from traditional SC by jointly inferring both semantics
and geometry of the whole scene. Furthermore, the SSC task
is made more difficult by the sparsity of the input data and
incomplete ground truth, providing weakly guided supervision.

Semantic scene completion is a similar task to semantic
mapping, however it is generally defined using sensor data
from only a single frame. While there exist some deep learning
3D mapping methods, it is not a common task due to the lack
of accurate outdoor dynamic data to supervise and quantify
performance on [9, 14, 35, 36]. SSC is currently a difficult
task with minimal generalizability to real life due to the lack
of accurately labeled dynamic scenes, as discussed in the
previous section.

There are several approaches to SSC which attempt to bal-
ance the complexities of 3D computer vision with a low run-
time for practical purposes. 3D computer vision has become
a more tractable problem due to innovative approaches such
as PointNet [21, 22], PointPillars [20], VoxelNet [15], and
sparse convolutions [24, 37]. These networks were able to
reduce the memory and computation consumption of directly
processing 3D data through viewing the problem in different
ways. As a result, scene completion may be formulated in
any of these formats through View-Volume networks, Volume
networks, Hybrid networks, and Point-based networks [16].

Volume networks consist of 3D convolution to directly
accomplish scene completion due to high levels of success in
semantic segmentation, and the ability to aggregate contextual
information from different levels [38, 39]. This approach is
limited by the large memory necessitated by directly process-
ing 3D data, so is generally attempted with sparse convolutions
such as in JSC3Net [38]. View-Volume networks such as
LMSCNet [17] and SSCNet [29] use 2D convolutions in

Fig. 2: An illustration of our approach to constructing a 3D dynamic outdoor
driving data set. The ego vehicle is circled in all images, and is filtered out
of the raw data. Top: The left image shows the Bird’s Eye View (BEV)
of a driving frame from our data set, the middle image demonstrates the
current method of semantic scene generation, and the right image contains
our method. Our method is able to accurately label free space without traces
through the use of additional randomly placed sensors. Bottom: Constructed
3D semantic scene in Cartesian (Left) and Cylindrical (Right) coordinate
systems. While we do not use Cylindrical scenes in our evaluation, ground
truth scenes may be found on our website.

conjunction with 3D convolutions due to the efficiency of
2D convolutions. One method is to view the vertical axis
of the 3D scene as a channel dimension, thus enabling the
scene to be processed with 2D convolutions. This approach
has also been taken in other 3D deep learning tasks with
demonstrable success, such as MotionNet [13] in the task
of 3D object detection. A segmentation head then lifts the
features from 2D to 3D to complete semantic segmentation of
the 3D scene. Point-based networks operate directly on points
to prevent discretization, but few works have investigated this
avenue [40]. Finally, Hybrid networks combine any of the
aforementioned methods [4, 34, 41-43].

IIT. METHOD

Our methodology is split into two sections: first we con-
struct a complete outdoor dynamic data set, and next we train
a model from our data set.

A. Data

We create a new outdoor driving semantic scene comple-
tion data set with accurate and complete scenes, which we
call CarlaSC. Our data set is a large 3D synthetic outdoor
driving scene completion data set with explicit free space and
semantic labels, without the issues of occlusion and traces
in Semantic KITTI [4]. Ground truth semantic scenes are
generated from multiple randomly placed LiDAR sensors in
the CARLA [44] simulator. While multiple cameras have been
used for indoor static scenes, this is the first synthetic data set
to extend the same approach to dynamic scenes. Our data set is
intended to correctly evaluate semantic mapping algorithms in
dynamic scenes, and supervise training of dynamic algorithms.
Although multiple view points may not be easily extended to
the real world, we present ideas for how the static assumption
of data collection may be removed to create accurate, complete
scenes in Sections III-A and V.
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O1,i = free

Fig. 3: Toy illustration of how the semantic measurement for a single voxel %
is obtained. Multiple sensors, shown as eyeglasses, are uniformly distributed
surrounding the ego vehicle and sample points with ground truth semantic
labels from the environment. Occupied points are shown in black, and free
observations obtained from ray tracing are red. In this case, sensors 2 and 3
observe points in cell ¢ with label k. However, sensor 1 observes a point past
the cell, resulting in a free space sample in cell ¢ from ray tracing. Therefore
there are two k& measurements and one free measurement for voxel 4, which
is labeled as class k after a majority vote.

Our data set consists of 24 scenes in 8 dynamic maps with
road users in various traffic settings. We divide the maps into
a train, validation, and test set where the train set contains the
first six maps, the validation set contains map Town0O7, and
the test set contains map Town10. Each map is used to create
three scenes under low, medium and high traffic conditions,
where each scene contains 3 minutes of data sampled at 10
Hz. Ground truth labels include point clouds with semantic
segmentation and ego-compensated scene flow labels, ground
truth pose and time labels, Bird’s Eye View images, and the
complete semantic scene. Scenes are represented by 3D voxel
grids due to explicit occupancy labels, and ease of use.

We generate synthetic data from the CARLA simulator for
its high definition, ability to generalize to the real world,
and realism including autonomous pedestrians and vehicles,
weather patterns, and traffic. Additionally, the CARLA simu-
lator may be fully synchronized so that we may obtain ground
truth pose and sensor data at every frame. While the CARLA
API does not provide access to the mesh at each frame, we
are able to semantically label the local volume around the ego
vehicle by placing multiple sensors around the vehicle.

Ground truth sensor data is obtained from simulated Velo-
dyne 64-E LiDAR sensors, which are the same type used in
KITTI [4]. The ego-sensor is placed on board the ego vehicle
half a meter backwards from the center of the vehicle, and
at the top of the vehicle 1.8 meters above the ground. The
sensor samples at a frequency of 10 Hz with 130,000 points
per scan created from 64 channels. The maximum range is 50
meters, and points which sample the ego vehicle or an invalid
label from the simulator are discarded, creating a clean data
set. Uniform noise is added to each point, such that each point
is at most 2 centimeters from its true value.

To create the semantic volume for each frame, we uniformly
distribute 20 additional LiDAR sensors surrounding the ego
vehicle, then aggregate their scans to obtain a complete scene.
Any voxels without laser or free space measurements are
rendered invalid, and excluded from evaluation. The LiDAR
sensors remain fixed relative to the ego-vehicle for the duration
of the scene, and a new configuration is randomly generated

Algorithm 1 Ray Tracing Algorithm

1: Require: semantic point cloud P{, free space step r

2: Ot +— o

3: for z;,y; € P! do

4: Ol + OL U (zi,yi) > Occupied observation
5: d <+ ||z;|| = r

6: .’f?i «— @7:“

7: while d > 0 do > Iterate towards sensor
8: Ol + OL U (d - #;, free) > Free observation
9: d<—d—r

10: end while

11: end for

12: Of + Tp, ;0!
13: Return: sensor observations O

> Transform to ego-sensor frame

for each driving sequence. While some data sets construct a
ground truth scene in front of the ego vehicle, we construct
a scene completely surrounding the vehicle due to the nature
of LiDAR sensors. By generating point clouds from multiple
randomly placed sensors, we obtain voxelized labels more
reflective of the true distribution, without the presence of
traces and with minimal occlusions. We change the location of
sensors between each scene to ensure that the whole data set
is a better representation of the true data distribution, and to
teach supervised networks to generalize to any view. Placing
the sensors randomly assures that our data is i.i.d., which we
can show guarantees convergence by the strong law of large
numbers as the number of sensors and samples increases.

Let O! indicate the set of observations of the world, S
represent the set of /V randomly placed i.i.d. sensors s sampled
from a uniform distribution U (-) surrounding the ego vehicle,
and ¢ be the current time. Then, we can write that:

Xmianmaz
s~ U( Yminaymaz )7 (1)
ZminaZmam
1 N
p0) = [ 9O | p(s)as ~ 300" [5). @
i=1

where the set of observations is defined as

o' ={0! |Vs e S}. 3)

This shows that our samples are representative of the
expected observations, even in the presence of dynamic ob-
jects. Additionally, points from multiple uniformly distributed
sensors may be aggregated into the ground truth scene without
weighting as shown in (3). While multiple viewpoints are
difficult to achieve in the real world, the same approach
of gathering i.i.d. samples may be applied through instance
segmentation and reconstruction of non-deformable dynamic
objects, which we have left as future work. An example of the
raw data produced for a single frame is shown in Fig. 2. As
can be seen, there are no traces left by dynamic objects, and
a more complete view of the scene is available, with fewer
occlusions.



WILSON et al.: MOTIONSC: REAL-TIME SEMANTIC MAPPING IN DYNAMIC ENVIRONMENTS 5

T
Stack SICY
Temporally

Point Cloud o
Occupancy Grid @

RN k3

! sTC-2
I w

[ 3 BN BN J
:

sTc-4 — TP

STPN

-’— - 52 A
:
STC-1

» Interp
T
ZAC ORTCHW| o Concat
—>[o [eo'] e j—p.—p - — TP — 2pconv ¥
[}
Interp
Concat
TP — 20 Conv ¥,

o

Segmentation

R 1xCxHxW

—

Interp

Interp

Fig. 4: Proposed MotionSC network. MotionSC is a view-volume scene completion network which incorporates a Spatio-Temporal Pyramid Network [13]
backbone to incorporate temporal information in real-time. The input to the network is the past 7" raw point clouds and corresponding poses, which are
converted to a stack of the past 7' € N binary occupancy grids. For specific layer details, please see our website.

To label free space in our 3D volume, we ray trace across
each LiDAR ray in fixed distance increments, starting from
the endpoint. Sampling in constant spacing ensures that free
samples are also i.i.d.. An algorithm for ray tracing is shown
in Algorithm 1, where the set of all occupied and free obser-
vations O! for sensor s are computed from the point cloud P!
observed by sensor s in its frame of reference. Note that each
point contains a geometric position x € R and a semantic
label y € N. r is a hyper-parameter indicating the sampling
distance between free space labels. Once all observations are
computed, they are transformed to the on-board ego sensor
using a transformation matrix where s = 0 represents the ego-
matrix. Finally, (3) shows how all observations are combined
into one set O, which is used to compute the complete
semantic scene. An illustration of the free space sampling and
data aggregation method is shown in Fig. 3.

One advantage of our method is that it is scalable and open
source, so that multiple resolutions or configurations may be
generated. We publish two versions of the completed scenes
on our website, one with the same dimensions and resolution
of Semantic KITTI, and a slightly more coarse version. We
choose the coarse scenes for our evaluations, where each
semantically labeled scene is of the dimension (128, 128, 8),
with a dimension of —25.6 to 25.6 meters in the = and y
axes, and —2.0 to 1.0 meters in the vertical axis. We set free
space sampling interval » = 1.5m to avoid saturation of the
data set from over-sampling and voxel discretization. For more
information on how to use our data and the specifications,
please see our website.

Our data set includes the raw CARLA labels obtained for
every point, however we find that some classes are unobserved
or exceedingly difficult to distinguish from one another by Li-
DAR sensor. Therefore, we perform evaluation on a remapped
version of the data, where semantic labels are mapped from

Remapped Class Original Classes

Other Other, Sky, Bridge, Railtrack, Static,
Dynamic, Water

Barrier Fence, Wall, Guardrail

Poles Pole, Traffic Light, Traffic Sign

Road Road, Roadline

Ground Ground, Terrain

TABLE I: Remapped classes and the original CARLA classes they contain.

the initial CARLA labels to a set of 11, as shown in Table I.

B. MotionSC: Dense Local Mapping

Next, we create a benchmark 3D dynamic semantic map-
ping neural network on our data set which we compare to
baseline state-of-the-art scene completion algorithms. The goal
of our method, MotionSC, is to create a real-time dense
local semantic mapping algorithm which may run on-board
mobile robots in outdoor, dynamic scenes. Due to the memory
and latency constraints of onboard applications, MotionSC
is a view-volume scene completion network which primarily
consists of 2D operations. MotionSC builds upon the real-
time temporal backbone of MotionNet [13] which learns a
latent space capable of reasoning about dynamic objects. A
segmentation head then lifts the dimensionality of the feature
space to predict a complete semantic scene. Our network
synthesizes deep learning advancements in semantic scene
completion and object detection to realize a higher level of
scene understanding, and accomplish a new application of
semantic mapping in dynamic environments. MotionSC is
novel in that it combines a temporal backbone from object
detection with a view-volume SSC network architecture to
jointly track objects and complete semantic scenes. A diagram
of our network may be seen in Fig. 4.

The input to MotionSC is a raw point cloud, which we
convert to a 3D binary occupancy grid. We choose 3D oc-
cupancy grids instead of truncated signed distance function
(TSDF) format since TSDF format has been found to require
a greedy computation time with little benefit [4, 17, 34],
which makes it impractical for a real-time dense local mapping
algorithm. Input point clouds are transformed to the current
frame using pose information, as we found no correlation
between performance and stack height 7' if pose information
was discarded. 3D occupancy grids are created for each frame
and maintained in a stack with a maximum depth of T
consecutive frames. By leveraging temporal information, we
are able to train the network to reason about dynamic objects
and occlusions. The occupancy grids are a tensor of shape
(C, H,W) where the H and W represent the horizontal axes
while C represents the vertical axis, encoded as a channel
dimension similar to a bird’s eye view image.
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= g 2 ]
Method £ < G) >
LMSCNet SS [17] 4253 9464 | 9741 2561 335 11.31 3376 4354 8596 21.15 52.64 3999 53.09
SSCNet Full [17, 29] 4191 94.11 96.02 27.04 1.82 13.65 29.69 27.02 8845 2589 6536 3329 5278
MotionSC (T=1) 46.31  95.11 | 9742 3159 263 1477 39.87 42.11 90.57 2589 60.77 4241 61.37
MotionSC (T=5) 4535 95.00 | 9743 2948 2.54 1748 41.87 4343 9090 22.08 5843 3579 5941
MotionSC (T=10) 47.01 9515 | 9744 3229 235 19.82 4406 4547 90.19 2735 6248 3692 58.80
MotionSC (T=16) 4745 9557 | 97.60 3491 266 2286 37.78 43.87 90.12 2831 66.20 41.59 56.08

TABLE II: Semantic results on test set of CarlaSC. The network is adjusted to accommodate smaller dimensions of 7' by changing the temporal dimension
of the Spatio-Temporal Convolution layer to 1, effectively creating a fully-connected layer as the convolution kernel is dimension (1, 1, 1). The base model
with 7" =1 uses 1,967 MB of memory, while MotionSC with a temporal stack of 7" = 16 uses 2,427 MB of memory.

The temporally stacked occupancy grids are fed to a Spatio-
Temporal Pyramid Network (STPN) [13], which treats the
vertical axis as a channel dimension C' to process the four
dimensional grid in real time using 2D convolutions and
temporal pooling. The STPN is shown in Fig. 4, and is a U-
Net [45] structure composed of two key components: Temporal
Pooling (TP) to aggregate information across frames, and
Spatio-Temporal Convolution (STC) to increase feature size
while reducing the temporal and spatial dimensions. The
output of the STPN is a feature vector of shape (1,C, H,W),
where temporal information is implicitly encoded within the
channel dimension. TP is a consistent operation throughout
all layers, and applies a max pooling operation over the 4D
tensor across the temporal axis, reducing the T' dimension to
size 1. STC is a series of 2D convolutions dimensions to grow
the channel size and reduce the spatial dimension by half,
sometimes followed by a 3D convolution over the (T, H, W)
dimensions. For T' < 3, temporal convolution with a width
of 3 may not be performed, so we resize the filter to shape
(1,1,1) which effectively performs a linear layer operation.
Upsampling deeper layers to combine with shallow layers is
done by interpolation over the (H, W) dimensions by a factor
of 2, then concatenating with the next sequential layer and
applying 2D convolutions. For more information on STPN
see [13], and on our layer hyper-parameters see our website.

A segmentation head lifts the dimensionality of the latent
tensor from (1,C, H,W) to (K,C, H,W) in order to assign
a semantic label to every 3D voxel. We use the segmentation
head from LMSCNet [17], as LMSCNet is also a view-volume
scene completion network which has achieved high perfor-
mance. The segmentation head performs 3D convolutions to
lift the feature dimension from 1 to K, and learns spatial
relations through an Atrous Spatial Pyramid Pooling (ASPP)
block [46, 47]. For inference, a softmax layer is applied to
obtain probabilities per class.

IV. RESULTS AND DISCUSSION

We establish baselines using state-of-the-art open source
SSC networks on our data set, then compare our proposed
real-time dynamic semantic mapping network, MotionSC,
to establish a benchmark. We perform a temporal ablation
study to demonstrate that temporal information enhances our
network to achieve semantic and geometric completion results
on par or better on both metrics. We also include a comparison
on the real-world Semantic KITTI data set to demonstrate
that our method works successfully on real data. Finally, we

include a qualitative comparison from images on our test set
of each model.

A. Quantitative Evaluation

We perform a comparison of our method with several state-
of-the-art SSC networks on the test set of our data set, and
the real-world Semantic KITTI [4] data set. We choose to
compare our network on our data set with LMSCNet [17] and
SSCNet [29], as they are the best available open-source view-
volume SSC networks at the time. We use the single-state (SS)
variation of LMSCNet and full variation of SSCNet, as they
were shown to have the best performance in [17]. While these
networks do not take advantage of temporal information, they
serve as a strong baseline for MotionSC on our data set. To
ensure a fair comparison, we perform an ablation study of
the temporal stack height. At " = 1, our network reduces
to a view-volume SSC model, while at larger stack sizes it
uses past information. As mentioned in Section II-B, there are
few open-source supervised mapping algorithms for dynamic
scenes, and as a result state-of-the-art SSC networks make
competitive baselines.

LMSCNet and SSCNet are view-volume networks with low
inference times and memory usage. We imitate each network’s
learning parameters and process as closely as possible and
choose the best model according to the mean intersection
over union (mloU) on the validation set. Models are trained
for 24 to 48 hours, and model weights and training data are
recorded and are available open-source for reference. We train
the models until convergence is reached, which we found to
be 10 epochs for MotionSC and 20 epochs for the baselines.

MotionSC is compared with the baselines on the test set of
CarlaSC and Semantic KITTI. Concretely, the input to each
algorithm is the past 7" scans from the ego-vehicle LiDAR,
and the output is a full scene containing a predicted semantic
label for each voxel. Predictions are evaluated at every ground
truth voxel containing laser measurements, including voxels
occluded to the ego vehicle. In line with [4], we compute
performance over geometric completeness and semantic com-
pleteness.

Table II shows the results of our model compared to the
baselines on the test set, including an ablation study of the
effect of 7. Comparing MotionSC with 7' = 1 with the
baselines, we find that our model achieves both a higher
semantic accuracy and mean intersection over union (mloU).
As the temporal stack height increases, MotionSC improves
at nearly all metrics, most evident by the mloU score. A
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Method | Precision (%) | Recall (%) | IoU (%)
SSCNet Full 85.87 93.05 80.69
LMSCNet SS 95.62 89.5 85.98
MotionSC (T=1) | 9332 | 9216 | 8646
MotionSC (T=5) | 9476 | 9057 | 8625
MotionSC (T=10) | 93.17 | 9243 | 8656
MotionSC (T=16) | 94.61 | o177 | 8721

TABLE III: Geometric Completeness on test set of CarlaSC. MotionSC has
a better geometric IoU than the baselines at 7' = 1, which is again increased
as the temporal stack height grows. Although LMSCNet achieves the best
precision, it has lower recall, meaning that it fails to identify a larger portion
of the occupied space.

Method | Geom. IoU (%) | Sem. mIoU (%) | Latency (ms)

SSCNet Full [29] 49.98 16.14 2.18
LMSCNet SS [17] 56.72 17.62 4.86
MotionSC (T=1) 56.85 18.42 5.72
JS3CNet [38] 56.6 23.8 166.2

TABLE IV: Comparison of published methods on test set of Semantic KITTI
[4] over Geometric IoU, Semantic mloU, and latency metrics. We only
compare our method with T=1 due to the restrictions of the scene completion
competition. Latency is measured on an NVIDIA GeForce RTX 3090 GPU,
averaged over one hundred repetitions.

stack height of T" = 16 corresponds to the last 1.6 seconds
of information, and could be further increased at the cost
of more memory. A similar pattern emerges when measuring
performance on geometric completeness, shown in Table III.
Geometric completeness measures binary occupancy by map-
ping all non-free semantic classes to a single label. This metric
indicates that MotionSC gains an advantage in completeness
by leveraging temporal information to mitigate occlusions.
Finally, we quantitatively evaluate our model on the test set
of Semantic KITTI, shown in Table IV. For this comparison,
we use 7' = 1 as MotionSC reduces to a view-volume semantic
scene completion network. On Semantic KITTI, MotionSC
again outperforms SSCNet Full and LMSCNet SS, demon-
strating that the performance patterns transfer from our data
set to the real world. We include an additional comparison with
the volume network JS3CNet [38]. JS3CNet achieves greater
semantic performance than the baselines and our model, how-
ever it has lower geometric completeness than MotionSC and a
slower inference rate due to costly 3D convolutions. Note that
incorporating temporal information should logically see the
same gains in geometric and semantic completeness, thereby
improving MotionSC in real world robotic applications.

B. Qualitative Evaluation

We compare MotionSC qualitatively with SSCNet Full and
LMSCNet SS on the test set of our data set by generating
predictions for each model and comparing the predictions
visually in a side-by-side comparison. We also include illustra-
tions of MotionSC when 7' = 1 and 7" = 16 to demonstrate
the effect of temporal information. We choose a scene with
an occlusion, as temporal information allows the network to
complete regions which are currently occluded.

As was shown quantitatively, MotionSC achieves a high
level of geometric completeness and semantic segmentation
due to temporal information. In Fig. 5, a scene from the test
set of our data set is depicted, which shows the ego vehicle

MotionSC T=1 (Ours)

L

lotionSC T=16 (Ours)

Net Full

ssC
&

3 ™ e ] ol k o
Fig. 5: Qualitative comparison of MotionSC at 7' = 1 and T' = 16 with
SSCNet and LMSCNet. The left four images show predictions from each
network, visualized from a bird’s eye view. The right image shows the ground
truth bird’s eye view image of the scene for validation. Note that the ego
vehicle is not in the predicted scenes, and is circled in white. In this frame,
the ego vehicle’s view of the road to the left is occluded. LMSCNet, SSCNet,
and MotionSC (1" = 1) are all susceptible to occlusions, and have noise in
the output, although MotionSC has the most complete road. When 7" = 16,
MotionSC successfully incorporates past point clouds to complete the road.
Videos are included on our website.

driving next to multiple cars. The neighboring vehicle obscures
the view of the nearby street, causing noise in both baselines
and MotionSC with 7" = 1. In contrast, MotionSC (T = 16)
is able to complete the scene from past scans, and accurately
forms the road to the left of the scene. MotionSC (1" = 1) still
outperforms the baselines, as was demonstrated quantitatively
on both our data set and Semantic KITTL.

Each network is able to generate a complete scene with
semantic labels to some degree. SSCNet creates a smooth
scene, although it is unable to complete the road to the left of
the scene due to the occlusion. LMSCNet is most susceptible
to noise due to occlusions, which is evident again in the street
to the left and in individual vehicles. MotionSC in contrast,
is able to generate the most smooth scene of the view-volume
networks, with the road and sidewalk clearly labeled, and
minimal occlusions.

V. CONCLUSION

This paper addressed a need for semantic scene completion
data by creating a novel outdoor data set with accurate and
complete dynamic scenes. The data set uses the CARLA
simulator [44] with similar parameters to the real-life Semantic
KITTTI [4] data set to promote generalization in future works.
We trained a real-time dense local semantic mapping algo-
rithm to enhance semantic scene completion using temporal
information. Our network shows that the proposed data set
can quantify and supervise accurate scene completion in the
presence of dynamic objects, encouraging future developments
of dynamic mapping algorithms by the community.

Future work includes improving the MotionSC algorithm
to develop a more robust real-time local semantic mapping
algorithm by adding recurrency or quantifiable uncertainty.
Additional direction includes extending the proposed data
construction method to the real world. While multiple sensors
may not directly transfer to the real world, correct dynamic
scenes may be formed by segmenting instances and using
partial views to complete each actor, or importance sampling
of point clouds from a multi-agent environment.
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