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Abstract
Product review generation is an important task001
in recommender systems, which could provide002
explanation and persuasiveness for the recom-003
mendation. Recently, Large Language Mod-004
els (LLMs, e.g., ChatGPT) have shown supe-005
rior text modeling and generating ability, which006
could be applied in review generation. How-007
ever, directly applying the LLMs for generating008
reviews might be troubled by the “polite” phe-009
nomenon of the LLMs and could not generate010
personalized reviews (e.g., negative reviews).011
In this paper, we propose Review-LLM that012
customizes LLMs for personalized review gen-013
eration. Firstly, we construct the prompt input014
by aggregating user historical behaviors, which015
include corresponding item titles and reviews.016
This enables the LLMs to capture user interest017
features and review writing style. Secondly, we018
incorporate ratings as indicators of satisfaction019
into the prompt, which could further improve020
the model’s understanding of user preferences021
and the sentiment tendency control of gener-022
ated reviews. Finally, we feed the prompt text023
into LLMs, and use Supervised Fine-Tuning024
(SFT) to make the model generate personal-025
ized reviews for the given user and target item.026
Experimental results on the real-world dataset027
show that our fine-tuned model could achieve028
better review generation performance than ex-029
isting close-source LLMs.030

1 Introduction031

Online e-commerce platforms (e.g., Amazon.com)032

usually offer users opportunities to share re-033

views for items they have purchased (Sun et al.,034

2020). These reviews typically contain rich035

user preference information and detailed item at-036

tributes (McAuley and Leskovec, 2013), which can037

inform users about the item and improve recom-038

mendation accuracy. However, many users only039

provide a rating for the item but no review after040

purchasing the item. Therefore, review generation041

task has attracted more attentions (Lu et al., 2018).042

Most existing methods are based on the encoder- 043

decoder neural network framework (Li et al., 2019, 044

2020; Kim et al., 2020). Earlier methods utilize 045

discrete attribute information about users and items 046

to generate reviews (Tang et al., 2016; Dong et al., 047

2017; Ni et al., 2017; Zang and Wan, 2017). For 048

example, Tang et al. (Tang et al., 2016) utilize 049

user/item IDs, and rating as input information, 050

and use the RNN-based decoder for generating 051

reviews. Recent works consider using the text in- 052

formation to help generating reviews, such as item 053

titles, and historical reviews of users/items, etc (Ni 054

and McAuley, 2018; Li and Tuzhilin, 2019). Ni et 055

al. (Ni and McAuley, 2018) propose ExpansionNet, 056

which also integrates phrase information from item 057

titles and review summaries into the encoder for 058

generating reviews. Li et al. (Li and Tuzhilin, 2019) 059

propose a RevGAN model to generate controllable 060

and personalized reviews from item descriptions 061

and sentiment labels. 062

Recently, owing to the strong reasoning and 063

learning capabilities exhibited by Large Language 064

Models (LLMs) (Achiam et al., 2023; Touvron 065

et al., 2023), many researchers are extending LLMs 066

applications in other domains, such as Recom- 067

mender Systems (RS) (Xu et al., 2024). Motivated 068

by this, in this paper, we want to preliminary ex- 069

plore how to extend the LLMs (e.g., Llama-3) to 070

the review generation. Compared with other tradi- 071

tional generation tasks (such as poem generation), 072

applying LLMs for the review generation in the e- 073

commerce platforms is more challenging due to the 074

lack of personalized information. First, most exist- 075

ing large language models are usually pre-trained 076

at the corpus-level and might not capture the review 077

style and habits of the users. This might cause the 078

generated review to be inconsistent with user’s pre- 079

vious reviews. Second, users are dissatisfied with 080

many items and the corresponding reviews should 081

be negative. However, the generated text by the 082

LLMs is usually “polite” (Touvron et al., 2023), 083
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which might lead to the model generating positive084

reviews for the user’s dissatisfaction.085

Hence, in this paper, we design a framework086

(Review-LLM) for harnessing the LLMs to gen-087

erate personalized reviews. Specifically, we re-088

construct the model input via aggregating the user089

behavior sequence, including the item titles and090

corresponding reviews. In this way, the model091

could learn user interest features and review writ-092

ing styles from semantically rich text information.093

Furthermore, the user’s rating of the item can be094

used to indicate the user’s satisfaction with the item.095

We integrate this information into the prompt in-096

put accordingly. In this way, the large language097

model can better perceive whether users like differ-098

ent items, and may prevent the model from gener-099

ating more “polite” reviews. Finally, we feed the100

input prompt text into the LLMs (Llama-3), which101

is subsequently fine-tuned using Supervised Fine-102

Tuning (SFT) to output the review for target items.103

For experiments, we design different difficulty lev-104

els review generation testing dataset to verify the105

effectiveness of different models.106

2 Method107

2.1 Problem Formulation108

Given the user u, item v, rating r, and user’s his-109

torical interaction, review generation aims to au-110

tomatically generate personalized reviews for the111

user u towards the target item v. Especially, the112

user’s historical interaction is a sequence of items113

that the user purchased, which can be denoted as114

Hu = {v1, v2, · · · , vh}, where h is the number of115

items. And corresponding rating score sequence116

Ru = {r1, r2, · · · , rh}, where h is the number117

of ratings. The i-th item title and corresponding118

review are denoted as: T u
i = {w1, w2, · · · , wN}119

and Eu
i = {w1, w2, · · · , wM} respectively, where120

N and M are their lengths. We denote the gen-121

erated review as Ŷ = {w1, w2, · · · , wL} and L122

is the length; the reference review is denoted as123

Y = {w1, w2, · · · , wL′} and L′ is the length.124

2.2 Review-LLM125

In this section, we introduce Review-LLM for gen-126

erating reviews. The key is to enhance the LLMs to127

learn more personalized user interest features and128

review writing styles based on the histories. Specif-129

ically, we propose to construct a prompt text for130

training the LLM-based model using a supervised131

fine-tuning approach. As shown in Figure 1, the132

prompt text composes of the following parts: 133

1) Generation Instruction: Its role is to instruct 134

the LLMs to consider both the user’s preference 135

and historical behaviors to complete the generation 136

task. The generation task is structured as an output 137

of the review for the target item; 2) Input: This 138

contains the items the user has interacted with, in- 139

cluding the item title, review, and rating; 3) The 140

user purchased a new item: This contains the 141

target item title and the corresponding rating; 4) 142

Response: This is the generated review for the 143

target item. 144

Then, we use the following SFT training loss to 145

train the LLM-based review generation model: 146

Lsft = −
L∑
i=1

logp(wi|w<i), (1) 147

where wi is the i-th word in the generated re- 148

view and L is the length of that. The probability 149

p(wi|w<i) is calculated by the LLM model fol- 150

lowing the next-token prediction paradigm. Dur- 151

ing the training process, we utilize the Low-Rank 152

Adaptation (LoRA) (Hu et al., 2021) for Parameter- 153

Efficient Fine-Tuning (PEFT), which can greatly 154

reduce the number of trainable parameters. 155

During inference, we remove the review of the 156

target item in the 4) Response. Then we input this 157

modified prompt into the large language model to 158

generate the review for the target item. 159

3 Experiments 160

3.1 Experimental Setting 161

In this paper, we select five open-source 5-core rec- 162

ommendation datasets from Amazon dataset 1, in- 163

cluding “Arts, Crafts and Sewing”, “Office items”, 164

“Musical Instruments”, “Toys and Games” and 165

“Video Games”. We only remain users with more 166

than 10 historical interactions and less than 30 his- 167

torical interactions. We timely sort user interac- 168

tions, then employ the last review as the reference 169

review, and treat others as historical interactions. 170

Then, we randomly select 1000 samples from each 171

dataset as the training set and 200 samples as sim- 172

ple evaluation data from the remaining data. Fur- 173

thermore, we select 200 negative reviews from each 174

dataset as hard evaluation data to test the model’s 175

ability to generate negative reviews. 176

1https://cseweb.ucsd.edu/~jmcauley/datasets/
amazon_v2/
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### Instruction: 
Given input, including the items purchased by the user historically, and corresponding reviews and ratings. Please generate a review for the new 
item purchased by the user, drawing from their historical reviews and ratings. Keep in mind that lower ratings typically result in poorer reviews.

### Input: 
Item purchased by users historically: (1) Fiskars Scallop Paper Edger Scissors. %Review: I actually bought these to use with my foam sheets. 
But it doesn‘t work. However, they work fine on regular paper. %Rating: 1.0. (2) Beadalon JW00T-1 100-Feet 7-Strand Stainless Steel Bead 
Stringing Wire, 0.010-Inch, Bright. %Review: Very easy to work with. %Rating: 5.0. (3) Makin’s Professional Ultimate Clay Machine. 
%Review: Machine works fine. However, I saw it for a cheaper prize at my local craft store after I bought it from Amazon. %Rating: 5.0.

### The user purchased a new item: 
DIY Jewelry Making: About 24 pcs of Iron Key Chain Keychain Findings, Platinum Color. %Rating: 5.0.

### Response:
A polymer clay crafter must have.

Figure 1: An example of input prompt for Review-LLM.

We conduct experiments using a cluster com-177

posed of 4*A800 80GB GPUs. We select Llama-3-178

8b 2 as the base model. And, we conduct the SFT179

training based on PyTorch and PEFT library (Man-180

grulkar et al., 2022) and use the LoRA (Hu et al.,181

2021) with a rank equal to 8. In addition, we use182

the Adam optimizer with learning rate of 5e-6 and183

batch size of 1 for SFT, and we set gradient accu-184

mulation steps as 2. We conduct each experiment185

independently and repeat it 5 times, and report the186

average results.187

3.2 Baselines and Evaluation Metrics188

We compare Review-LLM with: (i) closed-source189

models such as GPT-3.5-Turbo, GPT-4o (Achiam190

et al., 2023); (ii) open-source models such as,191

Llama-3-8b (Touvron et al., 2023).192

To evaluate the performance of different models,193

we select ROUGE-1/L (Lin, 2004) and BERT (Ken-194

ton and Toutanova, 2019) similar score (BertScore)195

as evaluation metrics. ROUGE-n measures the196

n-gram similarity while BertScore measures the se-197

mantic similarity in the embedding space between198

the generated reviews and the reference reviews.199

We use the sentence transformers (Reimers and200

Gurevych, 2019) to compute the BertScore. Be-201

sides, we conduct a human evaluation experiment202

to test whether the generated reviews are semanti-203

cally consistent with the reference reviews.204

3.3 Overall Performance205

Table 1 compares the performance of our method206

with several baselines and ablations. It is noted that207

the GPT-3.5-Turbo and GPT-4o are always better208

than Llama-3-8b, the reason is that the GPT-series209

2https://llama.meta.com/llama3/

Table 1: Simple evaluation. w/ rating means the prompt
contains ratings and w/o rating is vice.

Method
Metric

ROUGE-1 ROUGE-L BertScore (mean)

GPT-3.5-turbo (w/ rating) 15.99 9.84 41.52
GPT-3.5-turbo (w/o rating) 16.00 9.81 41.37

GPT-4o (w/ rating) 12.80 8.47 40.12
GPT-4o (w/o rating) 15.41 11.22 41.73

Llama-3-8b (w/ rating) 12.23 8.23 31.30
Llama-3-8b (w/o rating) 13.82 9.59 30.46

Review-LLM (w/ rating) 31.15 26.88 49.52
Review-LLM (w/o rating) 30.47 26.38 48.56

Table 2: Hard evaluation. w/ rating means the prompt
contains ratings and w/o rating is vice.

Method
Metric

ROUGE-1 ROUGE-L BertScore (mean)

GPT-3.5-turbo (w/ rating) 17.62 10.70 37.45
GPT-3.5-turbo (w/o rating) 16.07 9.89 37.25

GPT-4o (w/ rating) 16.66 9.86 39.21
GPT-4o (w/o rating) 14.51 8.73 38.64

Llama-3-8b (w/ rating) 13.47 8.05 28.38
Llama-3-8b (w/o rating) 13.11 7.89 26.96

Review-LLM (w/ rating) 21.93 16.63 39.35
Review-LLM (w/o rating) 17.82 13.50 35.89

models have a larger number of parameters and 210

are pre-trained on massive data, which could learn 211

more general knowledge. Besides, we find that 212

some baselines without ratings perform better than 213

with ratings, while our fine-tuning method is the 214

opposite. We argue that this is because the user rat- 215

ing information is further pre-trained in our method 216

while baselines not. Overall, our method Review- 217

LLM outperforms all methods (including GPT-3.5- 218

Turbo and GPT-4o) across all metrics, demonstrat- 219

ing the effectiveness of using the item title, review, 220

and rating to personalized fine-tune. 221

3.4 Negative Review Performance 222

In our method, we employ user rating information 223

to strengthen the model’s understanding of user 224
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Figure 2: Human Evaluation. The bar is the mean of
the model performance, and the error bar represents the
max and min accuracy of the model.

preferences for different items to achieve more per-225

sonalized review generation. In this part, we test226

the performance of the model on the constructed227

hard testing set. The different model performance228

is shown in Table 2. From the results, we can229

find that all model performance has decreased com-230

pared with Table 1. In particular, using Llama3-231

8b for inference directly, BertScore is reduced to232

26.96. We argue that this is because the LLMs233

might be polite, resulting in insufficient negative234

information captured during generating reviews.235

Besides, methods with ratings outperform methods236

without ratings on semantic similarity, especially237

Review-LLM, which further confirms the necessity238

of fusing the rating information for personalized239

review generation.240

3.5 Human Evaluation241

In this part, we conduct the human evaluation to242

test the model performance of review generation.243

Considering that the generated texts with rating in-244

formation usually have higher semantic similarity245

than those without, we only compare the models246

with rating information here. We randomly select247

100 reference reviews and generated reviews from248

the simple testing set, and hire 10 Ph.D. students249

who are familiar with review/text generation to250

evaluate the similarity between generated reviews251

and reference reviews. If the reference review is252

semantically similar to the generated reviews, it253

is marked as 1, otherwise it is marked as 0. Fig-254

ure 2 shows the percentage of generated reviews255

marked as 1. From the results, we can see that the256

designed fine-tuning data and framework could im-257

prove the quality of generated reviews and increase258

their semantic similarity to the reference reviews.259

User histories: 
(1) Tiger Tigers Eye Gem Round 6-6.5mm Beads/15.5 (Brown &amp; 
Gold). (2)… (3)… The user purchased a new item: Cousin Jewelry 
Basics 145-Piece Starter Pack, Antique Gold. %Rating: 1.0. Response:
Reference Review： The head pins didn't match the rest of the  
finding. They were advertised as antique gold  yet the head pins were 
brash gold. Cannot use them.
Review-LLM: The head pins don't match the rest of the findings. 
The findings are an antique gold and the head pins are a brash gold 
and CANNOT be used together.  They shouldn't be sold as a set. The 
head pins are useless!

GPT-4o: Cousin Jewelry Basics 145-Piece Starter Pack, Antique Gold:I am 
extremely disappointed with this product. Unfortunately, it followed the same 
issues as previous similar purchases from this brand. The finish of the 
components does not match, just like the discrepancies I faced with the copper 
set. Some of the findings appear more tarnished gold rather than antique gold, 
making them unusable together in a cohesive project. ……
GPT-3.5-turbo: I am extremely disappointed with the Cousin Jewelry 
Basics 145-Piece Starter Pack in Antique Gold. Just like the previous items I 
purchased from this brand with lower ratings, this set also fell short of my 
expectations. The findings are advertised as antique gold, but they look more like 
a dull bronze color. The head pins do not match the rest of the set, just like my 
previous experience with the copper set. I had hoped that this time would be 
different, but unfortunately, it seems like the quality control issues persist. …

Figure 3: Case Study.

3.6 Case Study 260

To demonstrate the effect of Review-LLM on gen- 261

erating reviews more intuitively, we select the gen- 262

erated reviews (from Review-LLM, GPT-4o, GPT- 263

3.5-Turbo) and the real review for visualization 264

shown in Figure 3. First, we can find the review 265

generated by our model is semantically similar to 266

the real review and brief. In contrast, reviews de- 267

rived by GPT-3.5-Turbo/GPT-4o are too long and 268

may not be suitable for e-commerce platforms. Sec- 269

ond, the generated review of Review-LLM better 270

reflects review writing styles and user sentiment 271

towards the item (we marked those in blue font). 272

This demonstrates that our model could generate 273

high-quality personalized reviews effectively by 274

unifying rich user information with LLMs. 275

4 Conclusion 276

This paper presents a framework that leverages 277

Large Language Models (LLMs) for personalized 278

review generation in recommender systems. By ag- 279

gregating user historical behaviors, including item 280

titles, reviews, and ratings, we construct a compre- 281

hensive input prompt to capture user preferences 282

and review writing style. In this way, the model 283

could mitigate the generation of overly polite re- 284

views. Then, we utilize the low-rank adaptation for 285

parameter-efficient fine-tuning, enabling the LLMs 286

to generate reviews for candidate items through 287

supervised fine-tuning. Experimental results show 288

that our fine-tuning method outperforms GPT-3.5- 289

Turbo and GPT-4o in review generation. 290
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5 Limitation291

(1) Different individuals may focus on different292

aspects of a product, such as price, quality, appear-293

ance, or durability. While the proposed framework294

leverages user historical behaviors to capture com-295

prehensive user interest features, it may not fully296

capture the diversity of individual preferences. (2)297

The framework primarily focuses on capturing user298

preferences from historical behaviors without con-299

sidering the dynamics of user interactions over time.300

User preferences and writing styles can evolve, and301

incorporating temporal dynamics could potentially302

improve the accuracy and personalization of review303

generation.304
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