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ABSTRACT

Recent studies show that deep neural networks (DNN) are vulnerable to adver-
sarial examples, which aim to mislead DNNs to make arbitrarily incorrect pre-
dictions. To defend against such attacks, both empirical and theoretical defense
approaches have been proposed for a single ML model. In this work, we aim
to explore and characterize the robustness conditions for ensemble ML models.
We prove that the diversified gradient and large confidence margin are sufficient
and necessary conditions for certifiably robust ensemble models under the model-
smoothness assumption. We also show that an ensemble model can achieve higher
certified robustness than a single base model based on these conditions. To our
best knowledge, this is the first work providing tight conditions for the ensemble
robustness. Inspired by our analysis, we propose the lightweight Diversity Regu-
larized Training (DRT) for ensemble models. We derive the certified robustness of
DRT based ensembles such as standard Weighted Ensemble and Max-Margin En-
semble following the sufficient and necessary conditions. Besides, to efficiently
calculate the model-smoothness, we leverage adapted randomized model smooth-
ing to obtain the certified robustness for different ensembles in practice. We show
that the certified robustness of ensembles, on the other hand, verifies the neces-
sity of DRT. To compare different ensembles, we prove that when the adversarial
transferability among base models is high, Max-Margin Ensemble can achieve
higher certified robustness than Weighted Ensemble; vice versa. Extensive exper-
iments show that ensemble models trained with DRT can achieve the state-of-the-
art certified robustness under various settings. Our work will shed light on future
analysis for robust ensemble models.

1 INTRODUCTION

Deep neural networks (DNN) have been widely applied in various applications, such as image clas-
sification (Krizhevsky} 20125 |He et al., 2016)), face recognition (Taigman et al., 2014} [Sun et al.,
2014), and natural language processing (Vaswani et al., 2017; |Devlin et al., 2019). However, it is
well-known that DNNs are vulnerable to adversarial examples (Szegedy et al., 2013} |Carlini & Wag-
ner, |2017; |X1ao et al.,[2018), and it has raised great concerns especially when they are deployed in
the safety-critical applications such as autonomous driving and facial recognition.

To defend against such attacks, several empirical defenses have been proposed (Papernot et al.,
2016b; Buckman et al.| 2018 |[Madry et al.,[2018)); however, many of them have been attacked again
by strong adaptive attackers (Athalye et all 2018} Tramer et al., 2020). On the other hand, the
certified defenses (Wong & Kolter, |2018}; |(Cohen et al., 2019) have been proposed to provide certi-
fied robustness guarantees for given ML models, so that no additional attack can break the model
under certain conditions. For instance, randomized smoothing has been proposed as an effective de-
fense providing certified robustness (Lecuyer et al., [2019; |Li et al., | 2019; |Cohen et al.l 2019; |Yang
et al.,[2020). Compared with other certified robustness approaches such as linear bound propaga-
tion (Weng et al.| 2018} Mirman et al.| |2018)) and interval bound propagation (Gowal et al.,|2019),
randomized smoothing provides a way to smooth a given DNN efficiently and does not depend on
the neural network architecture.

However, existing defenses mainly focus on the robustness of a single ML model, and it is unclear
whether an ensemble ML model could provide additional robustness. In this work, we aim to char-
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acterize the conditions for a robust ensemble and answer the question from both theoretical and
empirical perspectives. In particular, we analyze the standard Weighted Ensemble (WE) and Max-
Margin Ensemble (MME) protocols, and prove the necessary and sufficient conditions for robust
ensemble models under mild model-smoothness assumptions. Under these conditions, we can see
that an ensemble model would be more robust than each single base model. The intuitive illustration
of their certified robust radius is in Fig[I] Our analysis shows that diversified gradient and large
confidence margins of base models would lead to higher certified robustness for ensemble models.

Inspired by our analysis, we propose Diversity-Regularized
Training, a lightweight regularization-based ensemble train-
ing approach. We derive certified robustness for both WE
and MME trained with DRT, and realize model-smoothness
assumption via randomized smoothing. We analyze differ-
ent smoothing protocols and prove that Ensemble Before
Smoothing provides higher certified robustness. We further
prove that when the adversarial transferability among base )
models is hlgh, MME is more robust than WE. Flgure 1: Ilustration of a robust ensemble.

We evaluate DRT on a wide range of datasets including MNIST, CIFAR-10, and ImageNet. Exten-
sive experiments show that DRT can achieve higher certified robustness compared with the state-
of-the-art baselines with similar training cost as training a single model. Furthermore, when we
combine DRT with existing robust models as the base models, DRT can achieve the highest certified
robustness to our best knowledge.

True-Class Decision
Region of Base Models

True-Class Decision
Region of Ensembles

Base Model 2

We summarize our main contributions as follows: 1) We provide the necessary and sufficient con-
ditions for robust ensemble models including Weighted Ensemble (WE) and Max-Margin Ensem-
ble (MME) under the model-smoothness assumptions. We prove that an ensemble model is more
robust than a single base model under the model-smoothness assumption. Our analysis shows that
diversified gradients and large confidence margins of base models are the keys to robust ensembles.
2) Based on our analysis, we propose DRT, a lightweight regularization-based training approach,
containing both Gradient Diversity Loss and Confidence Margin Loss. 3) We derive certified robust-
ness for ensemble models trained with DRT. The analysis of certified robustness further reveals the
importance of DRT. Under mild conditions, we further prove that when the adversarial transferabil-
ity among base models is high MME is more robust than WE. 4) We conduct extensive experiments
to evaluate the effectiveness of DRT on various datasets, which show that DRT can achieve the best
certified robustness with similar training time as a single ML model.

Related work. DNNs are known vulnerable to adversarial examples (Szegedy et al., [2013). To
defend against such attacks, several empirical defenses have been proposed (Papernot et al.,[2016b;
Madry et al.| [2018). For ensemble models, existing work mainly focuses on empirical robust-
ness (Pang et al., 2019; |Li et al., 2020; |Srisakaokul et al., 2018) where the robustness is measured
by accuracy under existing attacks and no certifiable robustness guarantee could be provided or en-
hanced; or certify the robustness for a vanilla weighted ensemble (Zhang et al.| [2019; [Liu et al.,
2020) using either LP-based (Zhang et al., 2018)) verification or randomized smoothing but without
diversity enforcement. In this paper, we aim to prove that the gradient diversity and base model
margin are two key factors for certified ensemble robustness and based on these key factors, we
propose a training approach to enhance the certified robustness of model ensemble.

Randomized smoothing (Cohen et al., 2019) has been proposed to provide certified robustness for
a single ML model. It achieved the state-of-the-art certified robustness on large ImageNet and
CIFAR-10 dataset under Lo norm. Several approaches have further improved it by: (1) choosing
different smoothing distributions for different L,, norms (Dvijotham et al., 2019; Zhang et al., 2020}
Yang et al.| |2020), and (2) training more robust smoothed classifiers, using data augmentation (Co-
hen et al., [2019), unlabeled data (Carmon et al., [2019), adversarial training (Salman et al., |2019),
regularization (Li et al., 2019; [Zhai et al.l |2019), and denoising (Salman et al., 2020). However,
within our knowledge, there is no work studying how to customize randomized smoothing for en-
semble models. In this paper, we compare and select a good randomized smoothing strategy to
improve the certified robustness of the ensemble.

In this paper, we mainly focus on the certified robustness under Lo norm. Though randomized
smoothing suffers from difficulties when it comes to L., norm (Yang et al.l 2020; Kumar et al.,
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2020), the analysis of certified robustness and the training approach DRT can be further extended to
other L, norms.

2 DIVERSITY-REGULARIZED TRAINING

In this section, we will first provide the robustness conditions for the standard Weighted Ensemble
and Max-Margin Ensemble. Using the robustness condition, we can compare the certified robust-
ness of the ensemble models and a single base model. The comparison shows that under model-
smoothness assumptions, the ensemble models are more robust in terms of their certified robustness.
Motivated by the key factors in the robustness conditions, we then propose Diversity-Regularized
Training.

Notations. Throughout the paper, we consider the classification task with C' classes. We first
define the classification scoring function f : R? — A, which maps the input to a confidence
vector, and f(x); represents the confidence for the ith class. We mainly focus on the confidence
after normalization, i.e., f(z) € A = {p € RS, : ||p|ly = 1} is in the probability simplex. To
characterize the confidence margin between two classes we define f¥1/92(z) := f(x),, — f(x)y,.
The corresponding prediction F : R? s [C] is defined by F(x) := arg max;e (o) f(x)i. We are
also interested in the runner-up prediction F?) (x) := arg MAaX; (it F(a) | (T)i-

In this paper, we mainly consider the model robustness against the Lo-bounded perturbations.

Definition 1 (r-Robustness). For a prediction function F' : R? — [C] and input ¢, if any instance
x € {xg+0:]| 0|2 <r}satisfies F(x) = F(x), we say model F is r-robust (at point ;).

We map existing certified robustness (Cohen et al.,2019) to 7-Robustness in Appendix [B.1]

2.1 ROBUSTNESS CONDITIONS FOR ENSEMBLE MODELS

An ensemble model contains N base models { f;}¥ |, where F; and Fi(z) are their top and runner-up
predictions respectively. The ensemble prediction is denoted by M : R? + [C], which is computed
based on outputs of base models following certain ensemble protocols. In this paper, we consider
both Weighted Ensemble (WE) and Maximum Margin Ensemble (MME).

Definition 2 (Weighted Ensemble (WE)). Given N base models { fi}ij\il, and the weight vector
{w;}X., € RY, the Weighted Ensemble is constructed as Myg: R? — [C] such that for any input

o
N

Mwg(xo) = argmaxzwjfj(mo)i- )
i€[C] j=1
Definition 3 (Max-Margin Ensemble (MME)). Given N base models {f;}Y ,, for input o, the

Max-Margin Ensemble model Mg : RY +— [C] is defined by

Muyme(xo) = Fo(xo) where ¢ = arg max (fi(itg)pi(mo) — fl-(wg)F_(g)(mo)> )
1E€[N] K

WE sums up the weighted confidence scores of base models {f;}¥ ; with weight vector {w;} ;,
and predicts the class with the highest value. WE is commonly-used (Zhang et al., 2019; Liu et al.,
2020). Max-Margin Ensemble chooses the base model with the largest confidence margin between
the top and the runner-up classes, which is a direct extension from max-margin training (Huang
et al., [2008)).

2.1.1 GENERAL ROBUSTNESS CONDITIONS

For WE, since it predicts the class with the highest aggregated confidence, we can easily observe its
sufficient and necessary conditions for the certified robustness.

Proposition 1 (Robustness Condition for WE). Consider an input xo € R? with ground-truth label
Yo € [C], and a Weighted Ensemble model Mg constructed by base models { f; }_, with weights
{w;}¥. Suppose Mg (o) = yo. Then, the ensemble Myyx, is T-robust at point xg if and only if

forany x € {zo + 6 : ||6]|2 < r}, miny, (¢ Zjvzl wjf;.’o/y'i(m) > 0.
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For MME, however, the model prediction is decided by the base model with the largest confidence
margin. This “maximum” is a discrete operator and poses challenges especially in the multi-class
setting. We cannot assert that the model predicts the true label by simply looking at the margins
between only the true label and other labels unless carefully filtering out possible violated cases. In
the following theorem, through careful analysis of the layout of confidence scores (e.g. enumerating
the cases where y is the top class, runner-up class, or one of other classes, see details in Lemmas @
and[B.2)), we present a succinct but sufficient and necessary condition for MME robustness.

Theorem 1 (Robustness Condition for MME). Consider an input ¢ € R% with ground-truth label
Yo € [C]. Let Mg be an MME defined over base models { f;}Y_,. Suppose: (1) My (xo) =
Yo, (2) for any x € {xog + 6§ : ||8||2 < r}, given any base model i € [N], either Fi(x) = yo

or F(2)( ) = yo. Then, the ensemble Mg is r-robust at point x if and only if for any x €
{wo+d:[16]l2 <7},

‘() > max  min f.yg/yo (x). 3)

max  min > 5
i€[N] yi €[Cl:y[#yo

1€[N] y; €[Clyi #yo

In above theorem, the y;’s and y;’s are associated with each base model f; and are respectively
minimized among all the C' classes except class yg. We defer the proof to Appendix This
theorem along with the intermediate lemmas in the proof serves as the foundation for our subsequent
analysis.

2.1.2 DIVERSIFIED GRADIENTS AND LARGE CONFIDENCE MARGIN CONDITIONS

The conditions in Proposition |1| and Theorem |[1| are rather general and involve @ € {xo + § :
6]l < 7}, which is challenging to verify for neural networks due to its non-convexity. In this
section, we adapt the above conditions for DNNs based on confidence scores and gradient of base
models at input x, showing the diversified gradients and large confidence margin are the sufficient
and necessary conditions for ensemble robustness.

Definition 4 (5-Smoothness). A differentiable function f R? + R is B-smooth, if for any

Ve f (), Vy f(w);]l2
E—p < B

x, y € R? and any output dimension j € [C],

The definition of S-smoothness is inherited from optimization theory literature, and is equivalent to
the curvature bound in certified robustness literature (Singla & Feizi, [2020). Note that smaller 3
indicates smoother models, and when 3 = 0 the model is linear.

For Weighted Ensemble, we have the following robustness conditions.

Theorem 2 (Gradient and Confidence Margin Conditions for WE Robustness). Given input xy €
R with ground-truth label yo € [C), and Mwg as a WE defined over base models { f;}I¥., with
weights {w;}V.,. Mwg (o) = yo. All base models f;’s are 3-smooth.

o (Sufficient Condition) The Mg is r-robust at point x if for any y; # yo,

N
szjv fyo/y1 ijfyo/% 7[37,2“}% 4)
j=1
e (Necessary Condztlon) If Mg is r-robust at point x, for any y; # yo,
N
szﬂv fyo/yl H Zw fyo/yz )—&-ﬁrzwj- )
j=1

The proof directly follows from our general robustness conditions and Taylor expansion at .

For Max-Margin Ensemble with two base models, we derive the following robustness conditions.

Theorem 3 (Gradient and Confidence Margin Conditions for MME Robustness). Given input xy €
R? with ground-truth label yo € [C], and My as an MME defined over base models { f1, fa}.
Muyve (o) = yo. Both f1 and f are 3-smooth.

o (Sufficient Condition) The Myimg is T-robust at point x if for any y1,y2 € [C] such that
Y1 # Yo and Y2 # Yo,

70 S/ (@) + Va f3* (o)l < (¥ (o) + F4/¥ (w0)) 260 (©
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o (Necessary Condition) Suppose x € {xo + 0 : ||0||2 < r}, and for i € {1,2} either
Fi(x) = yo or Fi(z)(:c) = yo. If MmuME is r-robust at point xy, for any yi,ys € [C] such
that y1 # yo and ys # Yo,

[V £ (0) + Ve f32 2 (o) < - (F207" (o) + £/ (20)) + 26r- ™

<

The proof combines the proof procedure of Theorem [T with Taylor expansion at z:y. We remark that
for MME, it is challenging to extend the theorem to the case with n > 2 base models. The reason
is that the “maximum” operator in MME poses difficulties for expressing the robust condition in
succinct form of continuous function. Therefore, Taylor expansion is unable to apply. However, the
general tendency should be the same.

We also derive the robustness conditions for a single model for comparison in Appendix [B.3]

Comparison of ensemble and single-model robustness. The preceding theorems enable the anal-
ysis on comparing the certified robustness for an ensemble and a single ML. model.

Corollary 1 (Comparison of Ensemble and Single-Model Robustness). Given an input o, € R?
with ground-truth label yo € [C). Suppose we have two 3-smooth base models { f1, f2}, which are
both r-robust at point . For any A € [0, 1):

o (Weighted Ensemble) Define Weighted Ensemble Mg by base models {f1, fo} with weights
{wy,wa}.  Suppose Mwg(xo) = wyo. If for any label y; # yo, the base models’
smoothness f < A - min{f{")/yi (o), 30/‘% (z0)}/(c?r?), and the gradient cosine similarity
cos(mef“/yi (x0),Va QyO/yi (x0)) < cos, then the Mg is at least R-robust at 2 with

1-A

R=r- 1+A (1—CWE(l—COSG))Ah:Whe”e ®)
o 2wiwaf Y (@) £ Y (mo) 1=4 (] _ - —/
Cwg = ST Gae) a0 (w2 XIS (1 —-Cwg(l —cosf))” ", 1}.

e (Max-Margin Ensemble) Define Max-Margin Ensemble Myg by base models {f1, f2}. Sup-
pose Mymg(xo) = wo. If for any label y1 # yo and yo # yo, the base models’
smoothness f < A - rnin{ff‘]/y1 (xo), go/yz (x0)}/(c*r?), and the gradient cosine similarity
cos(wafO/y1 (x0), Vg 5’0/3’2 (x0)) < cos®, then the Mg is at least R-robust at o with

1-A

T A (1 — Crame(1 — cos0)) ™2 where ©)

R=r-

vo/1 vo/1
2007 7 (@) 30 2 (wo) maX{‘llﬁ (1 - Cume(1 —cos0) ™72 1}

CMME = min
1,921, Y2 £yo (F107V (o) +F5072 (a0))2”

The above corollary reveals the connection between an ensemble and single-model robustness. As
we can see, when cosf < 1 — c(fLTAA)Z (C is either Cwg or CvymEg), B > r. When the base

models are smooth enough (3 — 0% so A — 07), in Equations and (EI), the RHS — 1.
As long as the cosine similarity of base models’ gradients are not close to 1, this condition can
be easily satisfied, i.e., the ensemble models achieve higher certified robustness than base models.
Furthermore, the diversity of gradients measured by cosine similarity is important for improving
ensemble robustness. We defer the proof to Appendix Next, we discuss the implications of our
theoretical analysis.

Key factors for the certified robustness of an ensemble. We observe that smaller magnitude of

joint gradients (e.g. || Zjvzl ijmf;’D/yi (xo)||2 (Theorem or ||V f20/Y (@0) + Vi £/ (20) |2
(Theorem [3)) indicates smaller LHS in Equations (@) to (7). Since these robustness condition has
the form LHS < RH S, it implies that the robustness condition is easier to be satisfied for current
radius 7, i.e., the certified robust radius r could be improved. Therefore, smaller magnitude of joint
gradients leads to higher certified ensemble robustness.

Inspired from low of cosines: for any two vectors a,b, |la + b- =

(llall3 + [16]13 + 2|lall2||b]|2 cos(a,b>)1/2, the smaller magnitude of joint gradients can be
achieved by smaller gradient magnitude of base models or larger diversity (in terms of smaller
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cosine similarity) between the gradient of base models. Therefore, constraining the magnitude of
Jjoint gradient is equivalent to improving gradient diversity and reducing base models’ gradient
magnitude, and they both contribute to improved ensemble robustness.

We can also observe that large confidence margins, such as Zjvzl w; f]yO/ Yi(zg) (Theorem ) and

FEIV (@g) + f2°/Y2 (4) (Theorem , directly lead to larger RHS in Equations (EI) to . It again
implies that the robustness condition becomes easier to be satisfied and larger robust radius  can be
achieved. Thus, increasing confidence margins can lead to higher ensemble robustness.

Comparison between ensemble and single-model robustness. As the discussion following Corol-
lary |I|reveals, when the base models are smooth enough, the ensemble model is more robust than the
base models. Moreover, we prove that certified robustness of ensembles is positively correlated with
the base model (gradient) diversity, which is aligned with existing empirical observations (Tramer,
et al.,[2017; |Pang et al.,2019).

2.2 DIVERSITY-REGULARIZED TRAINING

Inspired by the above key factors for the certified ensemble robustness, we propose the Diversity-
Regularized Training. In particular, let x( be a training sample, DRT contains the following two
regularization terms in the objective function to minimize:

e Gradient Diversity Loss (GD Loss):

o yo/yf) yo/yf)
EGD(‘EO)U — vafz (:Eo) + vmfj (-’BO)HQ (10)
e Confidence Margin Loss (CM Loss):
v u;” /vo
Lom(xo)ij = f; (xo) + f; (x0)- (1)

In Equations and , Yo is the ground-truth label of x(, and yl@) (or yéz)) is the runner-up
class of base model F; (or F}). Intuitively, for each model pair (¢, ) where ¢,j € [N] and ¢ # j,
the GD Loss encourages the joint gradient, i.e., gradient vector sum between model ¢ and j, to be
small. Note that the gradient computed here is actually the gradient difference between different
labels. As our theorems reveal, it is the gradient difference between different labels instead of pure
gradient itself that matters, which improves previous understanding of gradient diversity (Pang et al.,
2019; |Demontis et al.l 2019). The GD Loss encourages both large gradient diversity and small base
models’ gradient magnitude in a naturally balanced way, and encodes the interplay between gradient
magnitude and direction diversity. Compared with GD Loss, solely regularizing the base models’
gradient would hurt the model’s benign accuracy, and solely regularizing gradient diversity is hard
to realize due to the boundedness of cosine similarity.

The CM Loss encourages the large margin between the true and runner-up classes for base models.
Both regularization terms are directly motivated by our analysis, and the detailed implementation
process can be found in Section F]

3 ROBUSTNESS FOR SMOOTHED ML ENSEMBLES

To compute the certified robustness for different ensemble models based on Theorems [2] and [3]
we need to ensure the model smoothness which is challenging. Thus, in this section, we apply an
adapted randomized model smoothing to compute certified robustness for general ensembles based
on our conditions. We focus on Ensemble Before Smoothing (EBS) strategy: first construct the
ensemble M from base models, then smooth M’s prediction. M could be either Mwg or MyvmE-
We also consider another strategy as smoothing base models first then ensemble. The analysis of
these two strategies which proves EBS is more robust is deferred to Appendix [C]

3.1 CERTIFIED ROBUSTNESS OF ENSEMBLES VIA RANDOMIZED SMOOTHING

To derive the certified robustness of both MME and WE, we first define the statistical robustness and
confidence for the single model and ensemble models.

Definition 5 ((e, p)-Statistical Robust). Given a random variable € and model F' : R? — [C], at
point &g with ground truth label yq, we call F' is (e, p)-statistical robust if Pre(F (xo+€) = yo) > p.
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Note that based on Theorem when € ~ N(0,0%1,), if F is (e, p)-statistical robust at point x,
the smoothed model G¢. over F is (0@~ (p))-robust at point x.

Definition 6 ((€, \, p)-WE Confident). Let Mg be Weighted Ensemble defined over base models
{3, with weights {w; } ;. If at point & with ground-truth y, and random variable €, we have

N N
Pr ( max (Z wi fi(xo + e)y].) < )\Zwi (1 — fi(xo + e)y0)> =1-p, (12)
=1

€ S €[Cly,
y; €[CLl:y;7#yo0 =

we call Weighted Ensemble Mg (€, A, p)-WE confident at point x.

Definition 7 ((e, \, p)-MME Confident). Let My be a Max-Margin Ensemble over { f;},. If
at point xy with ground-truth y and random variable €, we have

b ( A ( max _ fi(@o + €)y; <A1 = fi(wo + €)yo))) =1-p 13)
1€[N]

y; €[Cl:y; #vo
we call Max-Margin Ensemble MyvE (€, A, p)-MME confident at point .

Note that the confidence of every single model lies in the probability simplex, and A reflects the
confidence portion that a wrong prediction class can take beyond the true class (1 — f;(xq + €)).
Now we are ready to present the certified robustness for different ensemble models.

Theorem 4 (Certified Robustness for WE). Let € be a random variable supported on R, Let Mg
be a Weighted Ensemble defined over {f;}| with weights {w;}.,. The Mwg is (€, \1,p)-WE
confident. Let Ty € RY be the input with ground-truth label yo € [C). Assume {f;(xo + €)yo 11V 1,
the confidence scores across base models for label vy, are i.i.d. and follow symmetric distribution
with mean v and variance s%, where pi > (1 + A1) 1. We have

_ Jlwli3 s®

||’UJH? 9 (FL* (1 +)\171)*1)2.

Theorem 5 (Certified Robustness for MME). Let € be a random variable supported on RY. Let
Mg be a Max-Margin Ensemble defined over {fl}f\’:1 The Mk is (€, A2, p)-MME confident.
Let ¢y € R? be the input with ground-truth label yo € [C]. Assume {fi(xo + €)y, } X ,, the
confidence scores across base models for label yy, are i.i.d. and follow symmetric distribution with
mean j1 where i > (1 + Ay ')\, Define s?c = Var(min;e [y fi(xo + €)y,). We have

P;r(MWE(ﬂ?O +e)=yo)>1—-p (14)

i
2 (- (1+>\51)_1)2.

The condition g > 1/(1 + A~1) guarantees normal performance of a model, which is the sufficient
condition for the standard setup p4 > pp as in (Cohen et al.,2019))). For comparison, we also derive
certified robustness for a single model in Proposition We defer the proofs to Appendix
Based on our theoretical analysis above, we draw additional implications on the connections between
the certified robustness and different losses. For Confidence Margin Loss, which aims at increasing
the confidence margin of ensembles by enlarging that of base models, from Theorems [4] and [5] we
can see that small A (A\; in WE and Ay in MME) results in large Pr(M(x + €) = yo), i.e., large
certified robustness. For Standard Training Loss, which increases base models’ confidence of true
class, we can view it as increasing the average confidence score, 1, and its effectiveness is revealed
from Theorems Ml and

Per(MMME(CBo +e)=y)>1—p— (15)

3.2 COMPARISON FOR THE CERTIFIED ROBUSTNESS OF ENSEMBLES

The unified form of certified robustness above allows us to compare it for different ensembles.
Corollary 2 (Comparison of Certified Robustness). Let € be a random variable supported on RY.
Over base models { f,»}lN:l, let My be Max-Margin Ensemble, and Myyg the Weighted Ensem-
ble with weights {w;}¥_,. Let o € R? be the input with ground-truth label yo € [C]. Assume
{fi(xo + €)yy } V.., the confidence scores across base models for label yo, are i.i.d. and follow
symmetric distribution with mean . and variance s2, where p > max{(1+ A7 1)~1, (14+ ;5 71}
Define 5% = Var(mine|ny fi(zo + €)y,) and assume sy < s.
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o When
A _ s 1y —1 -1
A;<,\21<<sf(u—(1+A21) )+1—M> —1), (16)

for any weights {w; }~_,, Mg has higher certified robustness than My\g.

o When
A1 -1 s 1y —1 -t
R 7 <<msf(“<l“” )+i-n) 1)’ "

for any weights {wi}i]\il, Muame has higher certified robustness than Mg,

Here, the certified robustness is given by Theorems[d| and 5

Appendix entails the detailed proofs. Note that given A; is the weighted average and A, the
maximum over \’s of all base models, \; /Ao reflects the adversarial transferability (Papernot et al.,
2016a) among base models under the same p: If the transferability is high the confidence scores of
base models are similar (\’s are similar), and thus A is large resulting in large A /M. On the other
hand, when the transferability is low, the confidence scores are diverse (\’s are diverse), and thus
A1 is small resulting in small A1 /Ao. Based on our theoretical analysis we can see that MME is
more robust when the transferability is high; WE is more robust when the transferability is low. In
Appendix we also prove that under certain distribution of f;(xo + €),,, when N is sufficiently
large, the MME always more robust. Appendix [D.4]entails the numerical evaluations.

4 EXPERIMENTAL EVALUATION

In order to make a fair comparison with existing work (Cohen et al., 2019; |Salman et al.,|2019), we
evaluate our approach on different datasets: MNIST (LeCun et al., 2010), CIFAR-10 (Krizhevsky)
2012), and ImageNet (Deng et al., 2009). We show that by training MME/WE with DRT, our model
can achieve the state-of-the-art certified robustness.

4.1 EXPERIMENTAL SETUP

Baselines: We mainly consider two state-of-the-art baselines for certified robustness: 1) Gaussian
smoothing (Cohen et al.,[2019), which trains a smoothed classifier by applying Gaussian augmenta-
tion. 2) SmoothAdv (Salman et al.l 2019), which integrates adversarial training on the soft approxi-
mation. The comparison with more baselines can be found in Appendix [E.4]

Model structures: For each base model in our ensemble, we follow the same configuration of the
baselines: LeNet (LeCun et al., [1998]) for MNIST, ResNet-110 and ResNet-50 (He et al., [2016)) for
CIFAR-10 and ImageNet datasets.

Training: We smooth the NV base models of an ensemble following the baselines (Cohen et al.,[2019;
Salman et al., 2019). For each input z with ground truth o, we use x + € with € ~ N'(0,021,) as
training input for each base model. We call two base models ( fis fj) valid model pair at (g, yo) if
both F;(x¢ + €) and F;(xo + €) predict yo. For every valid model pair, we apply GD Loss and CM
Loss with p; and po as the weight parameters. The final training loss of an ensemble is as below:

L= Laal@otevo)i+m >, Lap(@o+e)ij+p2 >, Lom(wote)i. (18)

i€[N] i,ge[N],;;éj i,(jE[N],)i;tj
Fi(zo+e)=yo F;(zo+e)=yo
Fj(zo+e)=yo Fj(zo+e)=yo

The standard training loss Lgiq(o + €, yo); of each base model f; is either cross-entropy loss in
(Cohen et al.|[2019} |Yang et al., 2020), or adversarial training loss in (Salman et al.,2019). We leave
more training details in Appendix [E}

Robustness Certification: During certification, we apply the MME or WE ensemble protocols over
the trained base models { f;} ¥ ; to obtain ensemble M, then smooth M with noise € ~ N(0, 021;).
We report the standard certified accuracy under different Lo radius r as our evaluation metric (Co-
hen et al.l2019) (more implementation details in Appendix [E).
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Table 1: The certified accuracy under different radius » for MNIST dataset.

Radius 7 | 0.00 | 0.25 | 0.50 | 0.75 | 1.00 | 1.25 | 1.50 | 1.75 | 2.00 | 2.25 | 2.50
Gaussian (Cohen et al.| 2019} 99.1 [ 97.9 | 96.6 | 947 | 90.0 | 83.0 | 682 | 466 | 33.0 | 205 | 11.5
SmoothAdv (Salman et al.[2019) | 99.1 | 98.4 | 97.0 | 963 | 93.0 | 87.7 | 80.2 | 66.3 | 43.2 | 34.3 | 24.0
MME (Gaussian) ] 992 | 984 | 968 | 949 | 905 | 843 | 69.8 | 488 | 34.7 | 234 | 127
DRT + MME (Gaussian) 99.5 | 98.6 | 97.5 | 955 | 92.6 | 86.8 | 75.2 | 55.8 | 44.8 | 38.0 | 27.0
MME (SmoothAdv) 99.2 | 982 | 973 | 96.4 | 932 | 88.1 | 80.6 | 67.9 | 44.8 | 35.0 | 252
DRT + MME (SmoothAdv) 99.2 | 98.4 | 97.6 | 96.7 | 93.1 | 88.5 | 832 | 689 | 482 | 392 | 335
WE (Gaussian) 99.2 | 984 | 969 | 949 | 90.6 | 84.5 | 704 | 49.0 | 352 | 23.7 | 12.9
DRT + WE (Gaussian) 99.5 | 98.6 | 97.4 | 956 | 92.6 | 86.9 | 75.4 | 55.8 | 44.6 | 382 | 27.2
WE (SmoothAdy) 99.1 | 982 | 97.4 | 96.4 | 93.4 | 882 | 81.1 | 67.9 | 44.7 | 352 | 24.9
DRT + WE (SmoothAdv) 99.1 | 98.4 | 97.6 | 96.7 | 93.4 | 88.5 | 833 | 69.6 | 483 | 39.4 | 335

Table 2: The certified accuracy under different radius r for CIFAR-10 dataset.

Radius r | 0.00 | 0.25 | 0.50 | 0.75 | 1.00 | 1.25 | 1.50 | 1.75 | 2.00
Gaussian (Cohen et al.]2019) 789 | 64.4 | 47.4 | 337 | 23.1 | 183 | 13.6 | 105 | 7.3
SmoothAdv (Salman et al[2019) | 68.9 | 61.0 | 54.4 | 457 | 348 | 285 | 21.9 | 182 | 157
MME (Gaussian) ] 80.8 | 682 | 534 | 384 | 290 | 196 | 156 | 11.6 | 88
DRT + MME (Gaussian) 814 | 704 | 57.8 | 43.8 | 31.6 | 262 | 224 | 1838 | 166
MME (SmoothAdv) 714 | 645 | 57.6 | 484 | 36.2 | 29.8 | 23.9 | 195 | 16.2
DRT + MME (SmoothAdv) 72.6 | 672 | 60.2 | 504 | 39.4 | 358 | 30.4 | 240 | 20.1
WE (Gaussian) 80.8 | 684 | 536 | 384 | 292 | 197 | 159 | 11.8 | 89
DRT + WE (Gaussian) 81.5 | 70.4 | 579 | 440 | 31.7 | 262 | 22.5 | 19.1 | 16.8
WE (SmoothAdv) 718 | 64.6 | 57.8 | 485 | 36.2 | 296 | 24.2 | 196 | 16.0
DRT + WE (SmoothAdv) 72.6 | 67.0 | 60.2 | 505 | 39.5 | 36.0 | 30.3 | 24.1 | 203

4.2 EXPERIMENTAL RESULTS

In our experiments, we consider ensemble models consisting of three base models on MNIST,
CIFAR-10, and ImageNet datasets. We observe that when training MME or WE (using different
base models) with DRT, they can achieve the state-of-the-art certified robustness.

The evaluation results on MNIST are shown in Table[I] We observe that the certified accuracy can
be improved slightly by applying the MME or WE compared with a single base model (aligned with
Corollary [T). After training with DRT, the improvements become significant and the DRT-trained
ensemble models can achieve the highest certified accuracy under every radius r. In particular,
DRT ensemble model can surpass the base model’s certified accuracy around 7% under large radius
r = 2.50. We further compare the certified robustness of WE and MME in Appendix

On CIFAR-10 the evaluation results are shown in Table@ Similarly, we can see that the DRT-based
ensemble model can achieve the best certified robustness under different radius r (more experimen-
tal details are in Appendix [E.2). Note that the DRT-based ensemble with Gaussian smoothed base
models can achieve comparable results to SmoothAdv with less training time (detailed efficiency
analysis is in Appendix [E.2). We defer the results on ImageNet to Appendix [E.3|and put all discus-
sions about hyper-parameters under different settings in Appendix [E]

5 CONCLUSION

In this paper, we explore and characterize the robustness conditions for ensemble ML models the-
oretically, and propose DRT for training a robust ensemble in practice. Our analysis provides the
justification of the regularization-based training approach DRT, as well as why an ensemble model
could have higher robustness compared with a single model. Especially, we show that smaller mag-
nitude of joint gradients, and the large confidence margins are the key factors that contribute to high
certified robustness of an ensemble. We further compare the certified robustness of two types of en-
sembles: Weighted Ensemble and Max-Margin Ensemble under the randomized smoothing regime.
Extensive experiments show that the ensemble models trained with DRT can achieve higher certified
robustness than existing approaches.
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Table 3: Main Theoretical Results.

| Weighted Ensemble  Max-Margin Ensemble  Single Model

General General Condition Proposition Theorem Fact|B.1
Robustness Gradient and Confidence .
(Section Margin Condition Theorem Theorem Proposition

Comparison Corollary|1|
Robustness with . ...
Rand. Smooth. Certified Robustness Theorem Theorem Proposition
(Section Comparison Corollary E] Appendix I 2.4

A TABLE OF THEORETICAL RESULTS

For a quick index for the theoretical results, we refer the readers to Table E}

B FORMAL DEFINITIONS AND PROOFS OF ROBUSTNESS CONDITIONS

In this appendix, we discuss the connection between r-robustness and certified robustness given by
randomized smoothing, and the detailed proofs of the robustness conditions in Section 2]

B.1 r-ROBUSTNESS AND RANDOMIZED SMOOTHING

In this subsection, we discuss the connection between r-robustness and the certified robustness given
by randomized smoothing (Cohen et al.,|2019).

In randomized smoothing, each input’s prediction is given by the most probable prediction after
adding noise. Formally, let € ~ N'(0,021,) be a Gaussian random variable, from model prediction
F, we can define the smoothed classifier G$. : R? — [C] where GS.(x) = arg max; (o) 95 ()

gr(@)j:= B 1F(@+e)=j= Pr (F(z+e€)=j)

e~N(0,0214) ENN(O,IV<7214)
Intuitively, the confidence score for each class is given by the probability of predicting that class
under noised inputs.
Theorem B.1 (Simplified; Certified Robustness via Randomized Smoothing; |(Cohen et al.| (2019)).
At point xy, let € ~ N'(0,021,), a smoothed model GS, is r-robust, where

ri=0® (g5 (20)ge (a0)): (19)

and 1 is the inverse function of Gaussian CDF.

We remark that a tighter certified radius is r’ := § gl (95 (x0)ge (@) — @' (95 (mo))G;@) (wo)) >
(19

r, while for the ease of sampling, the Equation (19) is used more often in the literature. In Sec-
tions [3] and [ we use Equation (I9) for analysis and empirical evaluation, and these results can be
generalized to the tighter radius r” easily.

B.2 GENERAL ROBUSTNESS CONDITIONS

Proposition(Robustness Condition for WE). Consider an input o € R¢ with ground-truth label
Yo € [C], and an ensemble model Mg, constructed by base models { f;} I\, with weights {w; }Y_,.
Suppose Mwg(xo) = yo. Then, the ensemble My is r-robust at point xq if and only if for any

xe€{xyg+d:]|d]2<r}

N
min wa £2Y () > 0.
yie[C]:yi;éyO; ]fj ( ) = @])

Proof of Proposition[l] According the the definition of r-robust, we know My is r-robust if and
only if for any point @ := xg + & where ||d||2 < r, Mwr (2o + §) = yo, which means that for any

13
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other label y; # yo, the confidence score for label y is larger or equal than the confidence score for

label y;. It means that
N

ijfj Z w; fi(x

forany € {zo+ 9 : ||d]]2 < r}. Since this should hold for any y; # yo, we have the necessary
and sufficient condition

min w y“/yl 0. 20
€lCly ;ﬁyoz i @) 2 0

O

Theoreml 1/ (Robustness Condition for MME). Consider an mput xo € RY with ground-truth label
Yo € [C]. Let Myvg be an MME defined over base models { i} ,. Suppose: (1) Mymg(xo) =
Yos (2) for any x € {xg + 9 : ||6]|2 < 1}, given any base model i € [N], either F;(x) = yo

or Fl@)(w) = yo. Then, the ensemble Mg is T-robust at point xq if and only if for any €
{zg+0: 0|2 <7},

max  min fyO/y"' ) > max  min fy;/yg x).
i€[N] i €[Clays#yo " @) i€[N] v, €[Clyi#yo " (@) @

The theorem states the sufficient and necessary robustness condition for MME. We divide the two
directions into the following two lemmas and prove them separately. We mainly use the alternative
form of Equation (3) as such in the following lemmas and their proofs:

fyo/yi () + min  min fyo/y§ (x) > 0. @)

max min 5 >

1€[N] i €[Cliys #yo i€[N] y!€[C:y} #yo

Lemma B.1 (Sufficient Condition for MME). Let Mg be an MME defined over base models
{f Y|, For any input o € R?, the Max-Margin Ensemble Mg predicts Myng(xo) = yo if

max  min Yo/vi + min  min $0/Y (220) > 0.
i€[N] yi€[Cliyi#yo i (@o) i€[N]y;€[Cl:y;#yo i (@o) 2 6
Proof of Lemma[B.1} For brevity, for i € [N], we denote y; := Fj(xo),y, := F( )( o) for each

base model’s top class and runner-up class at point x.

Suppose Mg (o) # Yo, then according to ensemble definition (see Definition , there exists
¢ € [N], such that Mg (o) = Fe(xo) = Y., and

Vi€ [N], i # ¢, fo(mo)?e/¥e > fi(xo)¥i/¥:. (21)

Because Y. # Yo, we have fo(zo)y, < fo(zo)y,, so that fo(zg)ve/¥0 > f. (wo)yc/yc Now con-
sider any model f; where i € [N], we would like to show that there exists y* # o, such that

fi(@o)vi/% > fi(ao)¥o/v":
o Ify, =yo,lety* := y;, trivially fl(wo)y’/y; = fi(aco)y"/y*;
o If y; # yo, and i # yo, we let y* := y/, then f;(z0)¥/¥ = fi(xo)¥/¥" > fimwo)¥o/V";

o If y; # yo, buty] = yo, we let y* := y;, then f;(mo)Vi/¥i = f;(wo)¥i/% > fi(ao)¥e/¥ =
fi(wo)y"/y*-

Combine the above findings with Equation 21} we have:
Vi e [N],i# ¢, Jyt e[Clandy) # yo, Iy} € [Cland y} # yo, fo(@o)Ve/Y0 > fi(wo)¥o/vi.

Therefore, its negation

Ji € [N], i #c, Vy; € [Clandy] # yo, Yy € [Clandy] # yo, fe(o)?/Ve + fi(ao)*/¥ >0
(22)

14
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implies M(xg) = yo. Since Equation holds for any y and y;, the equation is equivalent to

di € [N], i # ¢, min ()Y (z0) + min i(x vo/Vi (g > 0.
[N], i # yce[c]:y#yof( 0)¥°"¥ (o) yée[C]:y;?ﬁyof( 0)¥"¥ (ao)

The existence qualifier over ¢ can be replaced by maximum:

min_ fo(@o)"/V* (@) + max min  fi(ao)*/¥ (x0) > 0.

Ye€[Cl:yc#yo i€[N] yL€[Cl:y,#yo
It is implied by
i Yo/yi : : Yo/v;
max min : xo) + min min S () > 0.
1€[N]yi €[Clyi#yo i (@o) 1€[N] ¥/ €[C:y}#yo fi (o) (&)
Thus, Equation (3) is a sufficient condition for Mg (o) = yo. O

Lemma B.2 (Necessary Condition for MME). For any input xo € R?, if for any base model
i € [N, either F;(xg) = yo or Fi(2) (o) = yo, then Max-Margin Ensemble Mg predicting
Myme (o) = yo implies

max  min Yo/¥i (20} + min min Yo/Yi (g0) > 0.
i€[N] yiE[C]:yi;ﬁygfz (o) i€[N] y,€[C):y!#yo 5 (o) = ®

Proof of Lemma[B.2}] Similar as before, for brevity, for i € [N|, we denote y; := F;(x),y; :=
Fi@) (z) for each base model’s top class and runner-up class at point .

Suppose Equation (3)) is not satisfied, it means that

Jde € [N], Jyi € [Cland y # yo, Vi € [N], Jy; € [Cland y] # yo, é’:/-’“(mo) > f?o/y;(mo).

o If y. = yo, then fé‘:/y"(mo) < 0, which implies that ff"’/yi* (zo) < 0, and hence F;(xo) #
yo. Moreover, we know that ff“/y"(:co) = U () > ff’i/yo(mo) > frlve (zg) >
F2Y (o) = 7 (o) s0 M(o) # Fe(@o) = yo-

o If yo # yo. ie. yl = yo. then [/ (o) > 2/ (o) > f1°/¥ (o). If Fy(o) =
Yo, then fiyo/yi (zo) > fiyo/yi(mo) _ flyz/yL(wO) Thus, ch/yc(mO) _ fcyC/yO(-’Bo) >
FY0Yi (). As the result, M(zg) = Fiu(o) # yo.

For both cases, we show that Myge(®o) # Yo, i.e., Equation (3) is a necessary condition for
M(zo) = yo.

Proof of Theorem([I] Lemmas [B.1] and [B.2] are exactly the two directions (necessary and sufficient
condition) of Mg predicting label g at point . Therefore, if the condition (Equation (E[)) holds
forany @ € {xo + 4 : ||d]]2 < r}, the ensemble My is r-robust at point xg; vice versa. O

For comparison, here we list the trivial robustness condition for single model.

Fact B.1 (Robustness Condition for Single Model). Consider an input o € R? with ground-truth
label yo € [C]. Suppose a model F satisfies F(xo) = yo. Then, the model F is r-robust at point xg
if and only if for any x € {xo + 0 : ||0]]2 < r},

min Yo/yi () > 0.
yi €[Cl:yi #Yo

The fact is apparent given that the model predicts the class with the highest confidence.
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B.3 GRADIENT AND CONFIDENCE MARGIN-BASED CONDITION

We can concertize the preceding general robustness condition by gradients and confidence margins
of base models leveraging Taylor expansion.

TheoremI(Gradlent and Confidence Margin Condition for WE Robustness). Given input xy € R4
with ground-truth label yo € [C], and Mwr as a WE defined over base models { f; }I\_, with weights
{wi N . Mwg(zo) = yo. All base model f;’s are 3-smooth.

o (Sufficient Condition) Mg is r-robust at point x if for any y; # yo,
N
sz] mcho/yz H Zw fyo/yl (o) ﬁTij. @
j=1
o (Necessary Condition) If Mg is r-robust at point x, then for any y; # Yo,

sz] fyo/yz H Zw fyo/yl )+ﬁriwj- 1)
j=1

Proof of Theorem[2] From Taylor expansion with Lagrange remainder and the -smoothness as-
sumption on the base models, we have

1
}:w fyo/yl _THE:wJ wfyo/yl )H2_§
i—1

N N

1 1 1 1 ]‘
Z JO/Jz _rHZw] meO/Jz wO)HﬁgTz Z(Zﬁwj)v
j=1 j=1

N

(28w;) < min Y wyf ()

zi||z—zo|[2<1 4
Jj=1

Mz

(23)

1 1
where the term —57’2 Z;.V:l(Qﬁwj) and §r2 Z;.V:l(Qﬁwj) are bounded from Lagrange remain-
der. From Proposition [I] the sufficient and necessary condition of WE’s r-robustness is

Z;\le wjij()/yi' (z) > 0 for any y; € [C] such that y; # yo, and any = x( + & where ||d]|2 < 7.

Plugging this term into Equation (23) we get the theorem. O

Theorem|§| (Gradient and Confidence Margin Condition for MME Robustness). Given input xy €
R? with ground-truth label yo € [C), and My as an MME defined over base models { f1, fa}.
Muyme (o) = yo. Both fi and fs are 3-smooth.

e (Sufficient Condition) If for any y1, y2 € [C] such that y1 # yo and y2 # yo,
1
V2 f17" (o) + W f32 o)z < (A" (o) + 137 (o)) = 267, @

then Mg is r-robust at point x.

o (Necessary Condition) Suppose for any x € {xg + 6 : ||d]|2 < 7}, foranyi € {1,2},
either F;(x) = yo or Fi(Q)(:c) = yo. If Mmug is r-robust at point x, then for any
y1, Y2 € [C] such that y1 # yo and y2 # yo,

[V f20/7 (o) + T f4 " @) < = (£ (o) + /% (o) + 26, (@

Proof of Theorem |3} We prove the sufficient condition and necessary condition separately.

e (Sufficient Condition)
From Lemma since there are only two base models, we can simplify the sufficient
condition for Myvg(x) = yo as

min vo/¥i (g + min vo/vi x) > 0.
¥ €[Clyi#yo fl ( ) yi€[Cly}#yo f2 ( )_
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In other words, for any y; # yo and yo # yo,

S @) + f30 1 (@) > 0, (24)

With Taylor expansion and smoothness assumption, we have

min [ (@) + [ (@)

x:||z—xo||2<r

1
Zflyo/lh( )+fy0/y2( ) THV yo/yl( )+V Z/o/yz( 0)“275'4B7’2-

Plugging thls into Equatlon (24) yields the sufficient condition. In the above equation,
the term — 1 - 4872 is bounded from Lagrange remainder. Here, the 43 term comes from

the fact that ij/yl( ) + fyo/yQ( ) is (40)-smooth since it is the sum of difference of
[3-smooth function.

o (Necessary Condition)
From Lemma[B.2} similarly, the necessary condition for MyivE () = yo is simplified to:
for any y1 # yo and y2 # yo,

0 @) + f3 (@) = 0. (p2)

Again, from Taylor expansion, we have

fyo/yl( )+f290/y2(w)

x:||z— 930H2<7"

1
<F (o) + 377 (o) — [ Va1 (o) + Vi 37 (o) |2 + - 457,

Pluggmg this into Equation (24) yields the necessary condition. In the above equation, the
term +f 48r? is bounded from Lagrange remainder. The 43 term appears because of the
same reason as before.

O

To compare the robustness of ensemble models and the single model, we show the corresponding
conditions for single-model robustness.

Proposition B.1 (Gradient and Confidence Margin Conditions for Single-Model Robustness).
Given input xo € R? with ground-truth label yo € [C]. Model F(xo) = yo, and it is 3-smooth.

o (Sufficient Condition) If for any y; € [C] such that y, # yo,

1
V0 f2o (o) l2 < 7/ (o) = B (25)
F'is r-robust at point x.

e (Necessary Condition) If F is r-robust at point x, for any y; € [C| such that y1 # vo,

1
||vmfy0/y1 (-’BO)”Q S ;fyo/m (CCO) + BT- (26)

Proof of Proposition|B.1} This proposition is apparent given the following inequality from Taylor
expansion

FUlv (@) =r||[ Vo f2/ ¥ (o) [o=Br® < min flui(@) < fUOIV (@) —r(|Va fUV (o) | 2+ 5r

z:||x—xol|2<r

and the necessary and sufficient robust condition in Fact[B1] O
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B.4 COMPARE CERTIFIED ROBUSTNESS OF ENSEMBLE MODEL AND SINGLE MODELS

Corollary [1| (Comparison of Ensemble and Single-Model Robustness). Given an input o € R?
with ground-truth label yo € [C). Suppose we have two 3-smooth base models { f1, f2}, which are
both r-robust at point . For any A € [0, 1):

o (Weighted Ensemble) Define Weighted Ensemble My with base models {f1, fa}. Sup-
pose Mwgr(xo) = yo. If for any label y; F# yo, the base models’ smooth-

ness B < A - mln{fyo/y’ (o), yo/y‘ (x0)}/(c*r?), and the gradient cosine similarity
cos(Vyg fyO/y7( 0); Va é’O/y‘ (o)) § cos 0, then the Mg with weights {w1, w2} is at least
R-robust at point xq with

1-A 1/
TrA (1 - Cwg(l—cosb))”

, Where @)

/Y, yo/Yi
m 2wy ws f10" Y (z0) £ (z0)
Cwe = in vo/Yi vo/Y; 2
viyi#yo (wif{ (zo)+w2 fy (%0))

¢ = max{i78 A 2 (1 - Cwg(1 — cos 9))71/2 , 1}

e (Max-Margin Ensemble) Define Max-Margin Ensemble My with the base models { f1, f2}.
Suppose Mg (o) = yo. If for any label y1 # yo and y2 # yo, the base models’
smoothness < A - rmn{fi““]/y1 (zo), ;“’0/”(1:0)}/(0%2), and the gradient cosine similarity
cos(Vyg fyo/yl( 0), Va ;’O/W (xo)) < cosb, then the Myug is at least R-robust at point xg

with
1-A

R=r 173 (1= Can(1 = cos6)) " where @
- ) 2fyo/y1( )fyo/yz( ) _ _A -1/
Chine = min (ffol/yl (wjif;o/m(zj))z , ¢ = max %JFA (1 — Cyme(1 —cosf))™ 72 1},

Y1,Y27Yo

Proof of Corollary[I} We first prove the theorem for Weighted Ensemble. For arbitrary y; # yo, we
have

w1 Ve fyo/yb(mo)_’_vam yo/Ul(wO)HZ

:VQNVf%“@mm+wﬂvm”muM@+mmmauﬁW%m»ﬁdwm»

<¢Mwfwwmm+@wawmm+%wwvwmmmwvy“%@hme

(@)

2 2
s\/w% (%f?‘”“(mo)wr) + w3 (% §°/yi(wo)+6r) + 2wy ws (%f%‘”“(wo)wf) (%f&"“/yi(a:o)wr) cos 0

\/ (fyo/yl Zo Jr/BrQ) + w? (fyo/% (zo) + Br2 ) + 2w we (f%fo/yi(mo)Jrﬁrz) (nyO/y”’(mo)+ﬁ7“2) cos 6
(”)1
+

) w? 107V (0)? + w3 fYO/V (20)2 + 2wiwa 1OV (o) £V (20) cos 0

(zu ) 1

( )Jwwmmwmwmmﬁ—m—mmemewmm>
( ) V1= (1—cosf)Cwr (uufy(’/y‘ (o) + wzfzy(’/yi(mo))

where (i.) follows from the necessary condition in Proposition (43.) uses the condition on 3;

and (iii.) replaces 2w wa £/ (o) f2°/¥ (o) leveraging Cyyi. Now, we define
1-A —1/2
— "2 (1 - Cws(1 - cos :
T A (1 — Cwg(1 — cosf))

All we need to do is to prove that My is robust within radius Kr. To do so, from Equation (@), we
upper bound [|w; Vs yo/y1 (20) + wo Vg yo/y1 (@) by L (w fyo/y1 (z0) + wayU/yz( 0)) _

18
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BEr(wy + ws):
w1 Vo fYO7Y (@0) + w2 Vi 377V (20) 2

A Yo/ Yo/ Yi
. (1 + 02> V1 — (1 —cos8)Cwe (wlff /‘”(mo) + wa f3y /J'(:co))

IN

<Z(1+A)WI— (1 - cosf)Cwe (wlf{"’/y” (@) + wa fLo/¥" (wo))

1-A /i Jyi

- w1 f{°V (@0) + wa f§°7 (20)
ﬁ_—ﬁ (1= (1-cost)Cwr) 1/2 ( )
1

:E(l . A) (wlf{ﬂ)/yi (CL'O) + wzféyo/yi (CL'O))

S% (wlfi”’/yi (o) + wa f27 (z) — Amin{ f°/¥ (z0), f2°/¥ (o) }(wy + w2)) .

TIP3 = 3=

Notice that A min{ f2°/¥ (), f2°/¥ (o)} > Bc2r? from B’s condition, so
1 Ve S (0) + w2V f3°7 (0)

gi (wlfiyo/yi (o) +w2fgo/yi(w0) _ 5027“2(101 +w2))

Kr
1 ‘ » 2
“Kr (wlﬁj()/yl (o) + wa f3/¥" (wo)) — BKr(wy + ws) - K2
1 ‘ »
<o (w1 (o) + wa 3 (o)) = BEr(ws + wo).

From Equation (), the theorem for Weighted Ensemble is proved.

Now we prove the theorem for Max-Margin Ensemble. Similarly, for any arbitrary 31, y» such that
Y1 # Yo, Y2 # Yo, we have

[V f2Y (20) + Vi f3¥2 (a0) |2

g% . <1 + g) V1 — (1 —cos8)Crme ( ?O/yl (zo) + féjO/yz(wO)) :

Now we define
1-A
K =_———
1+ A

Again, from 3’s condition we have A min{fiy‘)/y1 (o), 2@;0/@,2 (o)} > Bc?r? and

(1 — Crug(1 — cos 0)) 72

1V F1° (20) + Ve S22 (20) |2

<% ( PV (o) f307Y (5130)) —2BK'r.
From Equation @, the ensemble is (K'r)-robust at point x, i.e., the theorem for Max-Margin
Ensemble is proved. O
DISCUSSION

Optimizing Weighted Ensemble. As we can observe from Corollary[I} we can adjust the weights
{wy,ws} for Weighted Ensemble to change Cwg and the certified robust radius (Equation ).
Then comes the problem of which set of weights can achieve the highest certified robust radius.
Since larger Cwr, results in higher radius, we need to choose

9 Yo /Yi Yo/Yi
wy ', wy ) =arg max min wiwa fy (o) f2 (o)

OPT , OPT
( e o)
wiw2 yiyi#yo (wy fYOY (20) + wafy Y (20))?
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Since this quantity is scale-invariant, we can fix w; and optimize over w, to get the optimal weights.
In particular, if there are only two classes, we have a closed-form solution

9 yo/v1 yo/v1
(wOPT w9PT) = arg max wiwa [ (o) " (20)

e ( fO (o) + wa £ (0))?
= (k- f3 (o), k- f1°7¥ (wo)  k € Ry},
and corresponding C'wg, achieves the maximum 1/2.

For a special case—average weighted ensemble, we get the corresponding certified robust radius by
setting w1 = wy and plug the yielded

Yo/ Vi Yo/ Vi
Cwp= min —20@F (@) g9

YiYi Yo (fim/yi ($0> + f2y(]/yi (w0)>2

into Equation (8)).

Comparison between ensemble and single-model robustness. We expand the discussion in Sec-
tion The similar forms of R in the corollary allow us to discuss the Weighted Ensemble and
Max-Margin Ensemble together. Specifically, we let C' be either Cwg or CyivEg, then
1-A _
R:rm(l—C(l—Cose)) 1/2.
Since when R > r, both ensembles have higher certified robustness than the base models, we solve
this condition for cos 6:

R>r
1-A\?
e 1-C(1 —
<:)(1+A) > C(1 — cosb)
4A
<]l—————.
< cosf <1 Ca LAz

Notice that C' € (0,1/2]. From this condition, we can easily observe that when the gradient cosine
similarity is smaller, it is more likely that the ensemble has higher certified robustness than the base
models. When the model is smooth enough, according to the condition on 3, we can notice that A
would be close to zero. As a result, 1 — C(%AA)Q is close to 1. Thus, unless the gradient of base
models is (or close to) colinear, it always holds that the ensemble (either WE or MME) has higher
certified robustness than the base models.
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C ANALYSIS OF ENSEMBLE SMOOTHING STRATEGIES

In Section [3] we mainly use the adapted randomized model smoothing strategy which is named
Ensemble Before Smoothing (EBS). We also consider Ensemble After Smoothing (Ensemble After
Smoothing). Through the following analysis, we will show Ensemble Before Smoothing is generally
better than Ensemble After Smoothing which justifies our choice of the strategy.

We formally define Ensemble Before Smoothing strategy as below:

Definition C.1 (Strategy: Ensemble Before Smoothing (EBS)). Let M be an ensemble model
over base models { f;} . Let € be a random variable. The EBS ensemble G5, : R? — [C] at input
xo € R? is defined by:

G54 (zo) = arg m?g} Pr(M(zo + €) = j). (27)
JE €

We define the Ensemble After Smoothing strategy accordingly:

Definition C.2 (Strategy: Ensemble After Smoothing (EAS)). Let M be an ensemble model over
base models {f;})¥,. Let € be a random variable. The EAS ensemble HS, : R — [C] at input
xo € R?is defined as:

Hj(xo) := G% (o) where c¢= arg [m?xg;i (®o) e, (o) (28)
€[N :

Here, c is the index of the smoothed base model selected.

Remark. In EBS, we first construct a model ensemble M based on base models using WE or MME
protocol, then apply randomized smoothing on top of the classifier. The classifier predicts the most
frequent class of M when the input follows distribution x( + €.

In EAS, we use € to construct smoothed classifiers for base models respectively. Then, for given
input x(, the ensemble agrees on the base model which has the highest probability for its predicted
class.

C.1 CERTIFIED ROBUSTNESS

In this subsection, we characterize the certified robustness when using both strategies.

C.1.1 ENSEMBLE BEFORE SMOOTHING

Proposition C.1 (Certified Robustness for Ensemble Before Smoothing). Let G4, be an ensemble
constructed by EBS strategy. The random variable € ~ N(0,0%1;). Then the ensemble GGy is
r-robust at point xo where

ri=o® ! (gL(wo)c;A(m) . (29)
Here, g5,(x0); = Pre(M(zo + €) = j).

The proposition is a direct application of Theorem [B.1]

C.1.2 ENSEMBLE AFTER SMOOTHING

Theorem C.1 (Certified robustness for Ensemble After Smoothing). Let Hf, be an ensemble con-
structed by EAS strategy over base models { f;}N.,. The random variable ¢ ~ N (0,0°1;). Let
yo = HS(x0). For eachi € [N}, define

o1 (gfvi (wo)G;Z (mg)) . ifGE (x0) = Yo
—odp! (gf@- (wo)GGFi (m0)> . ifGY, (20) # Yo

Then the ensemble H , is r-robust at point xq where

o= TSN T T IR T (30)
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Remark. The theorem appears to be a bit counter-intuitive — picking the best smoothed model in
terms of certified robustness cannot give strong certified robustness for the ensemble. As long as
the base models have different certified robust radius (i.e., r;’s are different), the r, certified robust
radius for the ensemble, is strictly inferior to that of the best base model (i.e., max r;). Furthermore,
if there exists a base model with wrong prediction (i.e., r; < 0), the certified robust radius 7 is
strictly smaller than half of the best base model.

Proof of Theorem|[C.1} Without loss of generality, we assume r; > ry > --- > ry. Let the pertur-
bation added to x has Lo length 6.

When § < rp, since picking any model always gives the right prediction, the ensemble is robust.

When ry < 6 < ”*%, the highest robust radius with wrong prediction is § — 7, and we can
still guarantee that model f; has robust radius at least r; — § from the smoothness of function
T gf, (m)G; (o) (Salman et al,, 2019). Since r; — 0 > =5 > § — ry, the ensemble will
agree on f1 or other base model with correct prediction and still gives the right prediction.

When § > LJ;TN , suppose f is a linear model and only predicts two labels (which achieves the
tight robust radius bound according to Cohen et al.|(2019)), then fx can have robust radius § —
for the wrong prediction. At the same time, for any other model f; which is linear and predicts

correctly, the robust radius is at most r; — §. Since r; —0 < 11— < 5 < § —ry, the ensemble
can probably give wrong prediction.

In summary, as we have shown, the certified robust radius can be at most r. For any radius § > r,
there exist base models which lead the ensemble H§ (x(+de) to predict the label other than 5. [J

C.2 COMPARISON OF TWO STRATEGIES

In this subsection, we compare the two ensemble strategies when the ensembles are constructed
from two base models.

Corollary C.1 (Smoothing Strategy Comparison). Given Mg, a Max-Margin Ensemble con-
structed from base models {fa, fo}. Let € ~ N(0,0°14). Let GS,, ... be the EBS ensemble,
and HS,  _ be the EAS ensemble. Suppose at point xo with ground-truth label yo, G% (xo) =
G, (zo) = yo, 9%, (x0) > 0.5, g5, (x0) > 0.5.

Let 0 be their probability difference for class yo, i.e, § := |g5% (T0)y, — 9%, (®0)y, |, Let Pmin be
the smaller probability for class yo between them, i.e., Pmin = Min{gg, (%0)y,, 95, (T0)y, }- We

denote p to the probability of choosing the correct class when the base models disagree with each
other; denote pgy, to the probability of both base models agreeing on the correct class:

pi= PEr (Mumr (o + €) = yo | Fa(xo + €) # Fp(xo + €) and (Fy (o + €) = yo or Fy(xo + €) = yo)) ,
Dab = P;r (Fa(zo + €) = Fy(zo + €) = yo) -

We have:

L Ifp>1/2+ 2+ 4(pmin — Pab)/0) "%, 7a > rH.
2. Ifp<1/2,ryg > rg.

Here, r¢ is the certified robust radius of GS,,,,.. computed from Equation (29); and ry is the
certified robust radius of HY, . computed from Equation @)

Remark. Since p is the probability where the ensemble chooses the correct prediction between two
base model predictions, with Max-Margin Ensemble, we think p > 1/2 with non-trivial margin.

The quantity pmin — Pap and § both measure the base model’s diversity in terms of predicted label
distribution, and generally they should be close. As a result, 1/2 + (2 + 4(Pmin — Pap)/d) "+ ~
1/24+1/6 = 2/3, and case (1) should be much more likely to happen than case (2). Therefore, EBS
usually yields higher robustness guarantee. We remark that the similar tendency also holds with
multiple base models.
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Proof of Corollary[C1} For convenience, define p, := g, (€0)yy,Pb := gf, (%0)y,, Where p, =
Py + 0 and Pmin = DPb-

From Proposition[C.I]and Theorem C.1] we have

rg = % . 2(1)71 (PEI‘(MMME(:BO + 6) = yo)> 5 rH = % (fIfl(pa) + @71(pb)) .

Notice that Pr.(Myme(Zo + €) = yo) = Pab + P(Pa + Pb — 2pas), We can rewrite 7 as

o _
rag = 5 29 1(pab +p(pa + oy — 2pab))~

1. When p > 1/2 + (2 + 4(pmin — Pas)/0) ",
since

1 1 0 _pa+pb+5_2pab Pa — Pab

_— = — + — — ,
2 4 Upmin=par) 2 26+ 4(pp —pap)  2(Pa+Po—2Pab)  Pa+Po— 2Pab

> L +
P=5
we have pay + p(Pa + Po — 2Pab) > Pa- Therefore, rg > o®1(p,). Whereas, ry < o/2 -
2071 (py) = 0@ (p,). Sorg > rg.

2. Whenp <1/2,

Pab + P(Pa + Db — 2Pab) < Pab +1/2 - (pa + Po — 2pav) = (Pa + Pv)/2-

Therefore, r¢ < 0®~((py + pp)/2). Notice that ®~1 is convex in [1/2, +00), so @1 (py) +
DY (py) > 207 ((pa + 1) /2)s 1 TH > TG

O
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D PROOFS AND EXPERIMENTS OF ROBUSTNESS FOR SMOOTHED ML
ENSEMBLE

In this appendix, we provide the detailed proofs and discussions for the results in Sections [3.1]
and Moreover, to present a more intuitive understanding, we show both numerical and realistic
experiments for the theorems.

D.1 CERTIFIED ROBUSTNESS VIA RANDOMIZED SMOOTHING

First, using the notion of (e, p)-Statistical Robust (Definition , we prove the certified robustness
of the single model and ensembles under the i.i.d. assumption of the confidence scores. As noted
in Section and Appendix when € follows some distribution such as A(0,021,), we can
translate the statistical robustness guarantee to r-robustness guarantee of the smoothed classifier.

The following lemma is frequently used in our following proofs:

Lemma D.1. Suppose the random variable X satisfies EX > 0, Var(X) < oo and forany x € R,
Pr(X > EX +2) =Pr(X <EX — z), then

Var(X)

2(EX)2°

Pr(X <0) <

Proof of Lemma|D.1} Apply Chebyshev’s inequality on random variable X and notice that X is
symmetric, then we can easily observe this lemma. O

D.1.1 CERTIFIED ROBUSTNESS FOR SINGLE MODEL

As the start point, we first show a direct proposition stating the certified robustness guarantee of the
single model.

Definition D.1 ((€, \, p)-Single Confident). Given a classification model F'. If at point x, with
ground-truth label yy and the random variable €, we have

Pr ( max  f(xo+€)y; <A1 — f(xo+ e)yo)) =1-p,

€ \y;€[Cly;#vo

we call F' (e, A, p)-single confident at point x.

Proposition D.1 (Certified Robustness for Single Model). Let € be a random variable. Let F be
a classification model, which is (€, X3, p)-single confident. Let xo € R? be the input with ground-
truth yo € [C). Suppose f(xo + €)y, follows symmetric distribution with mean j and variance s2,
where ;> (14 A3 1) ™1 We have

s2
Pr(F(zo+€) =yo) 2 1-p T ES Y It

Proof of Proposition[D.1] We consider the distribution of quantity Y := f(x¢ + €),, — A3(1 —
f(xo + €)y,). Since the model F is (€, Az, p)-single confident, with probability 1 —p, Y < f(xo +
€)yo — MaAXy c[Cy, #yo J (o + €),,. We note that since

EY = (14 A3)u — A3, Var(Y) = (1 + X3)?s?,

from Lemma[D.T]

52

=0 s T e

Thus,
Pr(F(zo +€) = yo) = 1 — Pr(F(xo + €) # yo)

=1-"Pr o+ €)y, — max g+ €)y, <0
(7o +ehu =, sl +e, <0)

>1—-p-—Pr(Y <0)

82

2p = (1425171

>1-p—
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D.1.2 CERTIFIED ROBUSTNESS FOR ENSEMBLES

Now we are ready to prove the certified robustness of the Weighted Ensemble and Max-Margin
Ensemble (Theorems [ and[3)).

In the following text, we first define statistical margins for both WE and MME, and point out their
connections to the notion of (e, p)-Statistical Robust. Then, we reason about the expectation, vari-
ance, and tail bounds of the statistical margins. Finally, we derive the certified robustness from the
statistical margins.

Definition D.2 (X 1; Statistical Margin for WE Myg). Let Mg be Weighted Ensemble defined
over base models {f;}}¥, with weights {w;} ;. Suppose Mw= is (€, A1, p)-WE-confident. We

define random variable X which is depended by random variable €:

N
Xl(e) = (1+A1)ijfj($0+6)yo —)\1Hw||1. 3D

=1

Definition D.3 (Xz; Statistical Margin for MME Myyg). Let Myve be Max-Margin Ensem-
ble defined over base models {f;} ;. Suppose Myg is (€, A2, p)-MME-confident. We define

random variable X5 which is depended by random variable €:
XQ(E) = (1 + )\2) <Zr.r€1[%\:;(] fz(a:() + E)yo + Zl’él[lj{[l] fl(wo + G)yo) — 2. (32)

We have the following observation:
Lemma D.2. For Weighted Ensemble,

Pr (Mwe(To + €) = yo) > 1= p — Pr (Xi(e) <0).

For Max-Margin Ensemble,

PZI‘ (MMME(-'BO + 6) = yo) >1—p— Er (XQ(E) < 0).

Proof of Lemma|D.2} (1) For Weighted Ensemble, we define the random variable X;:

N

Xi(€) := min w; fY (e + €).
1(€) [ng i7" (@0 + €)

Since Mg is (€, A1, p)-WE-confident, from Deﬁnition@ with probability 1 — p, we have

N
X1(e) = > wj (fj(xo + €)y, — a1 = fi(wo + €)y,))
j=1

N
= (14 X2) ijfj(mo +€)y, — Mifwl = X (e).

j=1
Therefore,
Pr(Mws(zo +€) = yo) = Pr(Xi(e) 20) > 1 —p— f;r(Xz(G) <0).

(2) For Max-Margin Ensemble, we define the random variable X5:

Xs(€) := max min Yo/Yi (g 4 €) + min min vo/¥i (g + €).
2(€) = ey am @ te i i S (@t

Similarly, since MyumE is (€, A2, p)-MME-confident, from Deﬁnition with probability 1 — p, we
have

Xa(e) > max (fi(mo + €)yy — A2(1 — fi(xo + €)y,)) + ifél[i]{}} (fi(xo + €)y, — A2(1 — fi(zo + €)y,))

=1+ A2) <zrg[a}\>[<] fi(xo + €)y, + irél[i]{]l] filxo + e)yo) — 2\ = Xs(e).
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Moreover, from Lemma [B.1} we know
Pr(M(zo + €) = yo) = Pr(X2(€) 2 0) 2 1 —p — Pr(Xa(e) <0).
O

As the result, to quantify the statistical robustness of two types of ensembles, we can analyze the
distribution of statistical margins X; and Xo.

Lemma D.3 (Expectation and variance of X 1 and X 9). Let X 1 and X o be defined by Deﬁnition
and Definition @l respectively. Assume {f;(zo + €)y, }1¥q are i.id. and follow symmetric distri-
bution with mean p and variance s*. Define S?c = Var(min;e [y fi(Zo + €)y, ). We have

E Xi(e) =(1+ M)[[wllip = Arllwllr, Var Xi(e) = (1+ X)*s*|[wlf3,
E Xa(€) =2(1 + Ao)p — 2o, Var X(€) < 4(1+ X2)?s3.
Proof of Lemma|[D.3]
N
EX1(e) = (14 M) Y Ew;fi(@o + €)y, — Mllwlly = (1 + Ar)[wll1p = A f|wlls;
j=1

N
VarXy(e) = (1+A1)* Y wiVar(f; (o + €)y,) = (14 A1)%s*[w])3.

j=1

According to the symmetric distribution property of { f;(xo + €),, }Y;, we have

]EXQ(E) =E(1+ A2) ({2% fi(xo + €)y, + zIél[l]{[l] filzo + e)yo> — 2o

=2(14 Xa)pp — 2.

Also, due the symmetry, we have

Var (zrél[ll{/l] fi@o + e)yo) = Var (g% fi(mo + 6)yo> = 8?”.

As aresult, R
Var Xo(€) < (14 A2)? - 45?.
O

From Lemma now with Lemma we are ready to derive the statistical robustness lower
bound for WE and MME.

Theorem@(Certiﬁed Robustness for WE). Let € be a random variable supported on RY. Let Mwg
be a Weighted Ensemble defined over {f;}.| with weights {w;}.,. The Mwg is (€, \1,p)-WE
confident. Let Ty € R? be the input with ground-truth label yo € [C]. Assume {fi(xo + €)y, 111,
the confidence scores across base models for label yg, are i.i.d. and follow symmetric distribution
with mean i and variance %, where i > (1 + A\ 1) =1, We have

[wl[3 s®

2 N2
”le Q(M_(1+)‘fl) 1)

Theorem [5] (Certified Robustness for MME). Let € be a random variable. Let Myivr be a Max-
Margin Ensemble defined over {f;}.,. The Myug is (€, A2, p)-MME confident. Let o € R?
be the input with ground-truth label yo € [C]. Assume {fi(xo + €)y, 11, the confidence scores
across base models for label vy, are i.i.d. and follow symmetric distribution with mean [ where
w> (1+ X151 Define s? = Var(min;e[n fi(To + €)y, ). We have

@@

Er(MWE(wO +e)=y)>1—-p-—

2
i

2 (- (1 +/\2_1)71)2.

PEY(MMME(iL’o +e)=y)>1—p—

@)
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Proof of Theorems ] and[5] Combining Lemmas [D.T|to[D.3] we get the theorem. O
Remark. Theorems[]and [5|provide two statistical robustness lower bounds for both types of ensem-
bles, which is shown to be able to translate to certified robustness.

For the Weighted Ensemble, noticing that X is the weighted sum of several independent variables,
we can further apply McDiarmid’s Inequality to get another bound

w 2 L —1\2
Pr(Mwe(To + €) = yo) > 1~ p — exp (—2”“):% (u— (1+A71) ) )

which is tlghter than Equation (14) when |lw||?/||w||3 is large. For average weighted ensemble,
|lw||?/||w]||3 = N. Thus, when N is large, this bound is tighter.

Both theorems are appllcable under the ii.d. assumptlon of confidence scores. The another assump-
tion 1 > max{(1 + A7 1) ™%, (1 + A\;1)~'} insures that both ensembles have higher probability of
predicting the true class rather than other classes, i.e., the ensembles have non-trivial clean accuracy.

D.2 COMPARISON OF CERTIFIED ROBUSTNESS

We first show and prove an important lemma. Then, based on the lemma and Theorems @ and [5} we
derive the comparison corollary.

Lemma D.4. For ji, A, A2, C > 0, when max{\1/(1 + A1), 2/(1+X2)} < p <1 and C < 1,
we have

1 1 —1
m<04:>iz<x ((Ol<ulii\2>+lu> 1). (33)

Proof of Lemma
O Dt
A+
1 C
— A_l T N1 > /’L(l - C)
T R |
A1/A -1
= 1/ ©__ p(Ct—1)

<
AN A A+

w (e o)) o (O ) )
l—p+C )< (o =)+

/\2< a Tl 2 NIl M)TH

— 1

C 1(/\*1+17“>+“

Ao 2 Cil( Xy +1)+1—u

A A2 !
2t - 1— ~1]).
<:>)\2</\2 ((C (u 1+)\2)+ ,u) >

ﬂ

Now we can show and prove the comparison corollary.

Corollary I (Comparlson of Certified Robustness). Let € be a random variable supported on R,
Over base models ~{ﬁ}Z 1 let Mg be Max-Margin Ensemble, and Mg the Weighted Ensem-
ble with weights {w;}}\,. Let o € RY be the input with ground-truth label yo € [C]. Assume
{fi(xo + €)y, } 11, the confidence scores across base models for label yy, are i.i. d and follow sym-

metric dlstrlbutlon with mean pi and variance s, where i > max{(1 + A\7")~', (1 + A1)~}
Define sf = Var(min;e[n fi(o + €)y,) and assume sy < s.
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o When
A -1 s -1 !
/\*2</\2 <<5f<li_(1+>‘2) )+1—M -1, (18)
for any weights {w; }.|, Mg has higher certified robustness than Myi\g.

o When

-1
Moo S (u- AR _
LY (st(“ (1+251)7") +1 u) 1], 7

for any weights {wl}fil Mumg has higher certified robustness than Mg,

Here, the certified robustness is given by Theorems ] and

Proof of Corollary[2} (1) According to Lemma[D.4] we have

i—;</\2‘1 ((; (u* (1+/\;1)71) +1u>1 1>

p=g )T sy

p— 7 D) s

B p-0gt T sy
fwlf = O+ ) s

2
wl3 52 i

[|w] Q(M_ (1+)\1_1)—1)2 < Q(M_ (1+)\2_1)_1)2.

According to Theorems [ and [5] we know the RHS in Equation (14) is larger than the RHS in
Equation (T3)), i.e., Mg has higher certified robustnesss than M.

(2) According to Lemma[D.4] we have

-1
ALy 5 _ -1 _ _
([ )

p=Qg ) VNsy

p= AT 1) s
a0 sy
lwlf p— AT+t s
2
_lwl # %

2> 2°
el 2(u—(1+A;1)’1) 2(u—(1+/\51)71)

According to Theorems [ and [5] we know the RHS in Equation (T3] is larger than the RHS in
Equation (T4), i.e., Mg has higher certified robustnesss than M. O

Remark. As we can observe in the proof, there is a gap between Equation (16} and Equation (17])
— when A1 /A2 lies in between RHS of Equation and RHS of Equation , it is undetermined
which ensemble protocol has higher robustness. Indeed, this uncertainty is caused by the adjustable
weights {w;}}¥, of the Weighted Ensemble. If we only consider the average ensemble, then this
gap is closed:

)\1 MuMmE gore robust 4 < s

Vi (u—(1+>\21)_1)+1—u>_ —1

2\ <
2  Mwg more robust
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In the corollary, we assume that s; < s. Note that s is the variance of single variable and s?p is
the variance of minimum of NV i.i.d. variables. For common symmetry distributions, along with
the increase of N, s shrinks in the order of O(1/N?) where B € (0,2]. Thus, as long as N is
large, the assumption will always hold. An exception is that when these random variables follow
the exponential distribution, where sy does not shrink along with the increase of N. However,
since these random variables are confidence scores which are in [0, 1], they cannot obey exponential
distribution.

D.3 A CONCRETE CASE: UNIFORM DISTRIBUTION

As shown by [Saremi & Srivastaval (2020) (Remark 2.1), when the input dimension d is large, the
Gaussian noise € ~ N (0,0%1;) ~ Unif(6v/dSq_1), i.e., ©o + € is highly uniformly distributed on
the (d — 1)-sphere centered at xy. Motivated by this, we study the case where the confidence scores
{fi(xo + €)y, Y, are also uniformly distributed.

Under this additional assumption, we can further make the certified robustness for the single model
and both ensembles more concrete.

D.3.1 CERTIFIED ROBUSTNESS FOR SINGLE MODEL

Proposition D.2 (Certified Robustness for Single Model under Uniform Distribution). Let € be
a random variable supported on R%. Let F be a classification model, which is (€, \3,p)-single
confident. Let ¢o € R be the input with ground-truth yo € [C). Suppose f(xzo + €),, is uniformly
distributed in |a, b]. We have

1/(1—1—/\3_1)—@)’

zdF@o+ew=m>zl—p—dm( "

where clip(xz) = max(min(z, 1), 0).

Proof of Proposition[D.2] We consider the distribution of quantity Y := f(x¢ + €),, — A3(1 —
f(xo + €)y,). Since the model F is (€, Az, p)-single confident, with probability 1 —p, Y < f(xo +
€)yo —MAXy, [y, #yo | (To + €)y;. At the same time, because f(x +¢€),, follows the distribution
U([a, b)),
Y = (1+X3)f (@0 + €)y, — As
follows the distribution U ([(1 + As)a — As, (1 4+ A3)b — As]). Therefore,
. )\3 — (]. + )\3)a>
Pr(Y <0)=clip | ——F—+1—=
<0 = (G

As the result,

A3 — (L+ A
Pr <f(wo +€)y, — max fxg+e)y, < 0> < p + clip < 3—(1+ 3)a> ’
;5 €[CT:y; #yo :

(1 + )\3)(1) — a)

which is exactly

PF(F(xo+€)=yo)Z1—p—clip<m> :1—p—cnp(1/(14l;_/\3;)_“>_

O

D.3.2 CERTIFIED ROBUSTNESS FOR ENSEMBLES

Still, we define X (€) and X5 (€) according to Definitions and Under the uniform distribu-
tion assumption, we have the following lemma.

Lemma D.5 (Expectation and Variance of X 1 and X o under Uniform Distribution). Let X 1 and X 9
be defined by Definition|D.2|and Definition[D.3|respectively. Assume that under the distribution of €,

29



Under review as a conference paper at ICLR 2021

the base models’ confidence scores for true class { f;(zo~+ €), } ¥, are pairwise i.i.d and uniformly
distributed in range [a, b]. We have

5 1 , 1
EXi(e) = 5(1+M)|wli(a+b) = Mfwll, VarXi(e) = 5 (1+M)* w30 - a)?,

N A 4 2 1
_ _ < 2 _ — a2
E X5(e) = (14 A2)(a + b) — 2Ag, Var Xo(€) < (1+ A2) Nl <N—|—2 N 1) (b—a)

Proof of Lemma We start from analyzing X;. From the definition

N
Xi(€) = (14 M) Y wifi(ao+ €)y, — M|lwl)s (&31)

j=1

where { fi(xo + €)y, ¥, are i.i.d. variables obeying uniform distribution ¢([a, b]),

R a+b 1
EXi(e) = A+ M)[wlhi——= = Aiflwls = 51+ M) [[wli(a+b) = Asflw],
Moo 1
% _ 2 2 2 _ 2 2 2
Var X1(€) = (1 + A1) ;wjﬁ(b—a) = E(l—i—)\l) [lw]|5(b — a)*.

Now analyze the expectation of X,. By the symmetry of uniform distribution, we know
EXo(e) = (1+ X2) - 2E fi(mo + €)yy — 222 = (1 + A2)(a +b) — 2.

To reason about the variance, we need the following fact:

Fact D.1. Let X1, Xo, ..., Xy, be uniformly distributed and independent random variables. Specifi-
cally, for each 1 < i < n, x; ~ U([a, b]). Then we have

1 2 1
Var | min x; | = Var [ max x; | = — (b—a)*
1<i<n 1<i<n n+1l\n+2 n+1

Observing that each i.i.d. fi(xo + €),, is exactly identical to x; in Fact|[D.1] we have

4 2 1
i in f; < - b—a)’.
Var (gf}\’ﬁf(w”e)y“+fél[1§r1]f("’”°+€)y°> SNTt1 (N+2 N+1>( @)
Therefore,
N 4 2 1
< 2 _ — a2
Var Xa(€) < (1+ A2) N+1<N+2 N+1)(b a)

O

Proof of Factm From symmetry of uniform distribution, we know Var (minlggn X;) =
Var (maxj<;<n X;). So here we only consider Y := minj<;<p x;. Its CDF F' and PDF f can
be easily computed:

_ n _ n—1
P =1-Pr (minx 2 ) = 1= (3=2) . £) = F't) = G20, wherey € fa 1]
Hence,
[ Cyb—y)"+(n+ 1) b—y)" e b—a
EY—/a yf(y)dy = b—ar , ot
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b—y 2|? b—y
= 2 )
(ba)y +L(b)yy
b—y\" » 2 (b—y"*! /(by)"+1 b
—_— A2 R
(b—a> Y a+7’l+1< (b—a) v+t (b—a)” Y)a
A A S L A A U ) L S CE ) K Wk
N b—a) Yl nt1 (b—a) Yt (b—a) a
2 2
— 42 _ —a)?
=aq +n—|—1(b a)a+(n+1)(n+2)(b a)’.
As the result, VarY = EY? — (EY)? = n+1 (%_‘_2 — n%_l) (b—a)? O

Now, similarly, we use Lemma ml to derive the statistical robustness lower bound for WE and
MME. We omit the proofs since they are direct applications of Lemma [D.3] Lemma [D.I] and
Lemmal[D.2]

Theorem D.1 (Certified Robustness for WE under Uniform Distribution). Let Mg be a Weighted
Ensemble defined over {f;}N.| with weights {w;}}.,. Let zo € R? be the input with ground-

truth label yy € [C]. Let € be a random variable supported on R%. Under the distribution of e,
suppose { fi(xo+€)yo 1Y 4 are i.i.d. and uniformly distributed in [a, b). The Mg is (€, A1, p)-WE

confident. Assume a;b > 1+>\ . We have
duwK?
Pr(Mwe(zo +€) =yo0) 21 —p— B o
rore g w3 b-a G4
where  dq = w2’ 1= 70 1
1 2 T I T

Theorem D.2 (Certified Robustness for MME under Uniform Distribution). Let Mg be a Max-
Margin Ensemble over { f;}}_,. Let xg € R? be the input with ground-truth label yo € [C). Let € be
a random variable supported on RY. Under the distribution of €, suppose { fi(zo+€)y, } N, arei.id.
and uniformly distributed in [a, b]. Mg is (€, Ao, p)-MME confident. Assume a;b > 1

1+a; 0
We have )
cy K.
P;r(/\/llvule(-’lvo +e)=y)>1-—p— N4 2
2 2 1 b—a (35)
h = — Ky— - =
wnere CN N+1<N+2 N+1>7 2 Tb—1+i1

D.3.3 COMPARISON

Now under the uniform distribution, we can also have the certified robustness comparison.

Corollary D.1 (Comparison of Certified Robustness under Uniform Distribution). Over base mod-
els { fi}i]\;p let Myivg be Max-Margin Ensemble, and Mg the Weighted Ensemble with weights
{w;}N,. Let ¢y € RY be the input with ground-truth label yo € [C]. Let € be a random variable
supported on R%. Under the distribution of €, suppose { f;(xo + €)y, ¥, are i.i.d. and uniformly
distributed with mean . Suppose M is (€, A1, p)-WE confident, and Myug is (€, A2, p)-MME

1 1
confident. Assume i > max { T ToagT

o When

-1
A N +2 1
Ay N+1 - 1— ~1 36
< - (( +1) 6N (u 1+A21)+ u) ; (36)

Mg has higher certified robustness than Myvg.
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o When

—1
Mo N+1\/m 1
s — 1— -1 37
,\2>2 <N 6 u1+A2_1+ H ) (37)

Mume has higher certified robustness than Myyg.

o When

1 —2
N>6<1—u(1+)\21)) —2, (38)

for any N1, Mg has higher or equal certified robustness than Mwg.

Here, the certified robustness is given by Theorems[D1|and|D.2}

Proof of Corollary[D1] First, we notice that a uniform distribution with mean y can be any distri-
bution U ([a, b]) where (a + b)/2 = p. We replace p by (a + b)/2.
Then (1) and (2) follow from Lemma [D.4]similar to the proof of Corollary 2}

(3) Since

_a -1
1 /N +2 1
N>6(1—1> -2 = + <u— 1>+1—M <1
p(l+257) 6 L+ X
—1
N+1 N+2< 1 >+1 <1
= N \/ 6 H 140 M )

the RHS of Equation (37) is smaller than 0. Thus, for any Ay, since A\; /Ay > 0, the Equation is
satisfied. According to (2), Myvg has higher certified robustnesss than Myg. O

Remark. Comparing to the general corollary (Corollary 2), under the uniform distribution, we have
an additional finding that when N is sufficiently large, we will always have higher certified robust-
ness for Max-Margin Ensemble than Weighted Ensemble. This is due to the more efficient variance
reduction of Max-Margin Ensemble than Weighted Ensemble. As shown in Lemma[D.5] the quan-
tity VarX (e)/(EX (€))? for Weighted Ensemble is (1/N), while for Max-Margin Ensemble is
O(1/N?). As the result, when N becomes larger, Max-Margin Ensemble has higher certified ro-
bustness.

We use uniform assumption here to give an illustration in a specific regime. Since the assumption
may not hold exactly in practice, we think it would be an interesting future direction to generalize
the analysis to other distributions such as the Gaussian distribution that corresponds to locally linear
classifiers. The result from these distribution may be derived from their specific concentration bound
for maximum/minimum i.i.d. random variables as discussed at the end of Appendix [D.2]

D.4 NUMERICAL EXPERIMENTS

To validate and give more intuitive explanations for our theorems, we present some numerical ex-
periments.

D.4.1 ENSEMBLE COMPARISON FROM NUMERICAL SAMPLING

As discussed in Section A1/ o reflects the transferability across base models. It is challenging
to get enough amount of different ensembles of various transferability levels while keeping all other
variables controlled. Therefore, we simulate the transferability of ensembles numerically by varying
A1/ (see the definitions of A; and A, in Definitions [|and[7), and sampling the confidence scores
{fi(zo + €)y,} and {max;c(c):jy, fi(To + €);} under determined \; and Ap. For each level
of A1/A2, with the samples, we compute the certified robust radius r using randomized smooth-
ing (Theorem [B.T)) and compare the radius difference of Weighted Ensemble and Max-Margin En-
semble. According to Corollary [2]in Section [3.2] we should observe the tendency that along with
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Certified Robustness Comparisen with N =3 Certified Robustness Comparison with N = 10 Certified Robustness Comparisen with N = 20

Signed difference on certified radius
Signed difference on certified radius
Signed difference on certified radius

MME > WE MME > WE 0.6 L ®e o MME > WE
-0.6 . s WE > MME o8 ® WE > MME . ® WE > MME
0.850 0.875 0.900 0.925 0.950 0.975 1.000 " 0850 0.875 0,300 0.925 0.950 0,975 1.000 0.850 0.875 0.900 0.925 0.950 0.975 1.000
A1/Az Az Ar/az
(a) # of base models N = 3 (b) # of base models N = 10 (c) # of base models N = 20

Figure 2: Signed certified robust radius difference between MME and WE by A1 /Ao under different
numbers of base models N. Here we fix Ay to be 0.95 and uniformly sample A; € [0.8,0.95). The
confidence score for the true class on each base model is uniformly sampled from [a, b], where a
is sampled from [0.3,1.0) and b is sampled from [a, 1.0) uniformly for each instance. Blue points
correspond to the negative radius difference (i.e., WE has larger radius than MME) and Red points
correspond to the positive radius difference (i.e., MME has larger radius than WE).

the increase of transferability A; /Ao, Max-Margin Ensemble would gradually become better than
Weighted Ensemble.

Figureveriﬁes the trends: with the increase of \; /A2, MME model tends to achieve higher certified
radius than WE model. Moreover, we notice that under the same A1 /A2, with the larger number of
base models N, the MME tends to be relatively better compared with WE. This is because we
sample the confidence score uniformly and under the uniform distribution, MME tends to be better
than WE when the number of base models N becomes large, according to Corollary [D.}

The concrete number settings of A1, A2, and the sampling interval of confidence scores are entailed
in the caption of Figure 2}

D.4.2 ENSEMBLE COMPARISON FROM CERTIFIED ROBUSTNESS PLOTTING

In Corollary we derive the concrete certified robustness for both ensembles and the single
model under i.i.d. and uniform distribution assumption. In fact, from the corollary, we can directly
compute the certified robust radius without sampling, as long as we assume the added noise € is
Gaussian. In Figure 3] we plot out such certified robust radius for the single model, the WE, and the
MME.

Concretely, in the figure, we assume that the true class confidence score for each base model is
i.i.d. and uniformly distributed in [a, b]. The Weighted Ensemble is (€, A1,0.01)-WE confident; the
Max-Margin Ensemble is (€, A, 0.01)-MME confident; and the single model is (e, A3, 0.01)-MME
confident. We guarantee that A\; < A3 < A, to simulate the scenario that ensembles are based
on the same set of base models to make a fair comparison. We directly apply the results from our
analysis (Theorem [D.1} Theorem [D.2] Proposition [D.2) to get the statistical robustness for single
model and both ensembles. Then, we leverage Theorem [B.T[to get the certified robust radius (with
o = 1.0, N = 100000 and failing probability & = 0.001 which are aligned with realistic setting).
The x-axis is the number of base models N and the y-axis is the certified robustness. We note that NV
is not applicable to the single model, so we plot the single model’s curve by a horizontal red dashed
line.

From the figure, we observe that when the number of base models N becomes larger, both ensembles
perform much better than the single model. We remark that when [V is small, the ensembles have
0 certified robustness mainly because our theoretical bounds for ensembles are not tight enough
with the small N. Furthermore, we observe that the Max-Margin Ensemble gradually surpasses
Weighted Ensemble when [V is large, which conforms to our Corollary Note that the left
sub-figure has smaller transferability A1 /A2 and the right subfigure has larger transferability \q / Az,
it again conforms to our Corollary [2] and discussion in Section [3.2] that in the left subfigure the
Weighted Ensemble is relatively more robust than the Max-Margin Ensemble.
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Figure 3: Comparison of certified robustness (in terms of certified robust radius) of Max-Margin
Ensemble, Weighted Ensemble, and single model under concrete numerical settings. The y-axis
is the certified robustness and the z-axis is the number of base models. The confidence score for
the true class is uniformly distributed in [a, b]. The Weighted Ensemble (shown by blue line) is
(€, A1,0.01)-WE confident; the Max-Margin Ensemble (shown by green line) is (e, A2, 0.01)-MME
confident; and the single model (shown by red line) is (e, A3, 0.01)-MME confident.

D.4.3 ENSEMBLE COMPARISON FROM REALISTIC DATA

We study the correlation between transferability A\; /A2 and whether Weighted Ensemble or Max-
Margin Ensemble is more certifiably robust using realistic data.

By varying the hyper-parameters of DRT, we find out a setting where over the same set of base
models, Weighted Ensemble and Max-Margin Ensemble have similar certified robustness, i.e., for
about half of the test set samples, WE is more robust; for another half, MME is more robust. We
collect 1, 000 test set samples in total. Then, for each test set sample, we compute the transferability
A1/A2 and whether WE or MME has the higher certified robust radius. We remark that A; and Aq
are difficult to be practically estimated so we use the average confidence portion as the proxy:

e For WE,
A\ = E. maX?Jjﬂﬁ]Wj#?/o Ziv:I wifi(wo + E)yj .
izt wi(l = fi(@o + €)y,)
e For MME,

Ao = E. max MaXy; e[Cl:y; #vo fl(mo + e)y]’
i€[N] (1= fi(xzo + €)y,)

Now we study the correlation between
X := X\1/X2 — RHS of Equation (I7) and Y := 1[MME has higher certified robustness].

To do so, we draw the ROC curve where the threshold on X does binary classification on Y. The
curve and the AUC score is shown in Figure ] From the ROC curve, we find that X and Y are
apparently positively correlated since AUC = 0.66 > 0.5, which again verifies Corollary 2] We re-
mark that besides X, other factors such as non-symmetric or non-i.i.d. confidence score distribution
may also play a role.
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Figure 4: ROC curve of the 1{MME has higher certified robustness] classification task with the
threshold variable X.

E EXPERIMENT DETAILS

Evaluation metric: We use the certified test set accuracy at each radius r as our evaluation metric,
which is defined as the fraction of the test set samples that the smoothed classifier can certify the
robustness within the Lo ball of radius r. Since the computation of the accurate value of this metric
is intractable, we report the approximate certified test accuracy (Cohen et al.||2019) sampled through
the Monte Carlo procedure. For each sample, the robustness certification holds with probability at
least 1 — a. Following the literature, we choose o = 0.001, ny = 100 for Monte Carlo sampling
during prediction phase, and n = 100, 000 for Monte Carlo sampling during certification phase.

E.1 MNIST

Baseline models’ hyper-parameter configuration: We choose the number of noise samples per
instance m = 2 and Gaussian smoothing parameter o € {0.25,0.5, 1.0} for all the training methods.
For SmoothAdv, we consider the attack to be 10-step Ly PGD attack with perturbation scale 6 = 1.0
without pretraining and unlabelled data augmentation. We reproduced similar results to their paper
by using their open-sourced code{ﬂ

Training details: We use LeNet architecture and trained each base model for 90 epochs. For the
training optimizer, we use the SGD-momentum with the initial learning rate & = 0.01. The learning
rate is decayed for every 30-epochs with decay ratio v = 0.1 and the batch size equals to 256. For
DRT experiments, we start our training with the small learning rate « = 5 x 10~ and finetune the
base models for another 90 epochs. During the training, we find too large regularization weights
may cause the model’s training collapse on MNIST. We turn to use small DRT hyper-parameters
p1, p2 and report the one with the best certified accuracy on each radius r.

Certified accuracy curve: Figure [6] and Figure [7 show the certified accuracy curve with different
base model type and smoothing parameter ¢ among the range of the radius ». We can notice that
while simply applying MME or WE can improve the certified accuracy slightly, DRT could help
boost the certified accuracy on each radius r with a significant scale.

DRT hyper-parameters: We investigate the DRT hyper-parameters p; € {0.1,0.2,0.3,0.5,1.0}
and p2 € {0.5,1.0,2.0,5.0} corresponding to different smoothing parameter o € {0.25,0.5,1.0}.
Here we put the detailed results for every hyper-parameter setting in Tables @] to [6] and bold the
numbers with the highest certified accuracy on each radius » among all the tables with different
o’s. From the experiments, we found that the GD loss’s weight p; can have the major influence on
the ensemble model’s functionality: if we choose larger p;, the model will achieve slightly worse
certified accuracy on small radius r, but better certified accuracy on large . We cannot choose too
large p; on small o cases (e.g., 0 = 0.25). Otherwise, the training procedure will collapse. Here we
show the DRT-based model’s approximate certified accuracy with different p; in Figure 5]

'"https://github.com/Hadisalman/smoothing-adversarial/
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Table 4: DRT-(p;, p2) model’s certified accuracy under different radius » on MNIST dataset.
Smoothing parameter o = 0.25.

Radius r p1 | p2 | 0.00 | 0.25 | 0.50 | 0.75

Gaussian (Cohen et al.,[2019) - - 99.1 | 97.9 | 96.6 | 93.0
SmoothAdv (Salman et al., [2019) - - 99.1 | 984 | 97.0 | 96.3
MME (Gaussian) - - 99.2 | 984 | 96.8 | 93.6

0.1 02994 | 983|975 | 95.1

DRT + MME (Gaussian) 0.1 | 051995 | 98.6 | 97.1 | 94.8
021051995 | 985 | 974 | 95.1

MME (SmoothAdv) - - 99.2 | 98.2 | 97.3 | 964

0.1 10219911984 |0975 964
DRT + MME (SmoothAdv) 0.1 |05 991|983 | 97.6 | 96.7
02 1]05]99.1 984|975 | 96.6

WE (Gaussian) - - 99.2 | 984 | 96.9 | 93.7

0.1 |021]995|984 | 97.3 | 95.1

DRT + WE (Gaussian) 0.1 105995 | 98.6 | 97.1 | 949
02 105|995 | 985|973 | 953

WE (SmoothAdv) - - 199219821974 | 964

0.1 1021]99.1 984 | 97.5 | 96.5

DRT + WE (SmoothAdv) 0.1 | 05]99.1|982 | 97.6 | 96.6

02 1]05]990 | 984 | 97.5 | 96.7

Alternatively, we found that the CM loss’s weight p can have positive influence on model’s perfor-
mance: the larger po we choose, the better certified accuracy we can get. Choosing large p2 does
not harm model’s functionality too much, but the improvement we received will become marginal.
For MNIST, (o, p1, p2) € {(0.25,0.1,0.2),(0.5,0.5,5.0), (1.0, 1.0, 5.0) } are good combinations.

Efficiency Analysis: We regard the execution time per mini-batch as our efficiency criterion. For
MNIST with batch size equals to 256, DRT with the Gaussian smoothing base model only requires
1.04s to finish one mini-batch training to achieve the comparable results to the SmoothAdv method
which requires 1.86s. Moreover, DRT with the SmoothAdv base model requires 2.52s per training
batch but achieves much better results. The evaluation is on single NVIDIA GeForce GTX 1080 Ti
GPU.

o DRT+MME (SmoothAdv, p; = 0.0)
~ DRT+MME (SmoothAdv, p; = 0.2)
a== DRT+MME (SmoothAdv, p; = 0.5)

a== DRT+MME (SmoothAdv, p; = 1.0)

0.4

DRT+MME (SmoothAdv, p; = 0.0)

Certified Accuracy

°
S
Certified Accuracy

DRT+MME (SmoothAdv, p; =0.1)
—— DRT+MME (SmoothAdyv, p; =0.2) 0.2
—— DRT+MME (SmoothAdyv, p; =0.3)
o

DRT+MME (SmoothAdyv, p; =0.5)

.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00 0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
Radius Radius

(@)o=0.5 (b)o=1.0

Figure 5: Effect of p;: Comparison of approximate certified accuracy of DRT models on MNIST
with different GD Loss’s weight p;.

E.2 CIFAR-10

Baseline models’ hyper-parameter configuration: We choose the number of noise samples per
instance m = 2 and Gaussian smoothing parameter o € {0.25,0.5, 1.0} for all the training methods.

36



Under review as a conference paper at ICLR 2021

Table 5: DRT-(p;, p2) model’s certified accuracy under different radius » on MNIST dataset.
Smoothing parameter o = 0.50.

Radius r p1 | p2 | 0.00 | 0.25 | 0.50 | 0.75 | 1.00 | 1.25 | 1.50 | 1.75

Gaussain (Cohen et al.|[2019) - - 199.0 | 97.7 | 96.4 | 94.7 | 90.0 | 83.0 | 68.2 | 43.5
SmoothAdv (Salman et al./2019) | - - 198.6|98.0 |97.0| 954 | 93.0| 87.7 | 80.2 | 66.3
MME (Gaussian) - - 199.0 | 97.7 | 96.8 | 949 | 90.5 | 84.3 | 69.8 | 48.5

0220 1]99.1|984 972|952 926 | 865 | 743 | 54.1
02]501]99.1|986 | 97.1 | 953 | 92.6 | 86.2 | 74.0 | 543
DRT + MME (Gaussian) 051201]992 | 983|974 | 955|921 | 8.4 | 747 | 55.6
05(501]99.0| 982|973 | 951 |91.6 | 848 | 73.7 | 52.4
1.0 | 50 | 99.1 | 982 | 972 | 952 | 922 | 85.8 | 74.4 | 54.4
MME (SmoothAdv) - - 1 98.6|98.0]97.0 955|932 88.1 | 80.6 | 67.8
0.1 05]984|978 |97.0] 955|927 | 877 | 80.9 | 679
0.1 |10 1]984|979 |97.0| 955|929 | 88.1 | 80.8 | 67.2
0.1 | 50 ]985]982|97.0| 954 | 93.1 | 8.4 | 81.2 | 683
0205|984 |977 (972|953 |923 | 877|793 | 68.4
021]20]984|976 | 97.1 | 953 | 923 | 87.8 | 80.2 | 67.7
0250|984 |978 |97.1 952|930 | 879 | 80.3 | 683
0350|984 |975|97.1|950 | 924 | 87.7 | 79.7 | 68.3
0520|985 |973 966|943 | 91.6 | 86.7 | 79.5 | 68.6
0550|984 | 975|969 | 946 | 920 | 87.5 | 80.1 | 67.8
10|50 [982 | 973|968 | 945 | 919 | 874 | 80.0 | 67.6
WE (Gaussian) - - 199.0 | 97.8 | 96.8 | 949 | 90.6 | 84.5 | 70.4 | 48.2
0220 ]992 (984 |972]952 925|862 | 743 | 53.5
02 |501]99.1 | 986 |97.1 |953|92.6 | 864 | 742 | 54.4
DRT + WE (Gaussian) 0520 1]992 | 983|974 | 956 | 92.1 | 8.5 | 74.7 | 553
05(501]99.1|982|97.1 951|917 | 8.4 | 735|510
1.0 |50 |99.1 | 982|972 | 952|922 | 859 | 75.1 | 55.3
WE (SmoothAdv) - - 1987980 |97.0]955|934 | 882 | 81.1 | 679
0.1 |051]984|978 970955927 | 878 | 80.6 | 68.1
0.1 | 1.0 985|979 |97.0 | 955 | 93.1 | 88.0 | 81.2 | 67.7
0.1 | 50 ]985|982|97.0| 954|933 | 88.5 | 814 | 68.6
0205|984 | 977 (972|954 | 923 | 87.6 | 79.7 | 68.0
0220|984 |976 |97.1 | 953|923 | 87.8 | 80.6 | 68.1
02|50 ]984|979 |97.1 | 951|934 | 832 | 804 | 69.1
0350|984 |975|97.1 950|924 | 879 | 799 | 69.3
0520|984 |973 |96.6 | 943 | 91.8 | 86.7 | 79.6 | 68.1
0550|984 |975 969 | 947|920 | 8.7 | 79.7 | 67.7
1.0 | 50 | 984 | 97.7 | 97.0 | 95.2 | 92.6 | 88.4 | 81.1 | 68.2

DRT + MME (SmoothAdv)

DRT + WE (SmoothAdv)

For SmoothAdv, we consider the attack to be 10-step Ly PGD attack with perturbation scale § =
1.0 without pretraining and unlabelled data augmentation. We also reproduced the similar results
mentioned in baseline’s papers.

Training details: We use ResNet-110 architecture for each base model and train them for 150
epochs. During the training, We utilize the SGD-momentum with the initial learning rate o = 0.1,
which is decayed for every 50-epochs with ratio v = 0.1. For DRT experiments, we start the training
with the learning rate & = 5 x 103 and finetune our base models for another 150 epochs.

Certified accuracy curve: Figure 8| and Figure [0] show the certified accuracy curve with different
base model type and smoothing parameter o among the range of the radius . We can see the same
trends: Applying the MME/WE mechanism will give a slight improvement and DRT can help make
this improvement to be significant.

DRT hyper-parameter: We studied the DRT hyper-parameter p € {0.1,0.2,0.5,1.0,1.5} and
p2 € {0.5,2.0,5.0} corresponding to different o € {0.25,0.5,1.0} and put the detailed results in
Tables [7to 0] We bold the numbers with the highest certified accuracy on each radius r among
all the tables with different o’s. The results show the similar conclusion about the choosing of p;
and ps. (o, p1,p2) € {(0.25,0.1,0.5), (0.5,1.0,5.0), (1.0,1.5,5.0)} could be the good choices on
CIFAR-10 dataset.
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Table 6: DRT-(p;, p2) model’s certified accuracy under different radius » on MNIST dataset.
Smoothing parameter o = 1.00.

Radius r p1 | p2 | 0.00 | 0.25 | 0.50 | 0.75 | 1.00 | 1.25 | 1.50 | 1.75 | 2.00 | 2.25 | 2.50
Gaussain Smoothing - - 19651943 | 91.1 | 87.0 | 80.2 | 71.8 | 60.1 | 46.6 | 33.0 | 20.5 | 11.5
SmoothAdv - - 1953|935 |83 | 856 | 804 | 72.8 | 63.9 | 546 | 432 | 343 | 24.0
MME (Gaussian) - - | 964 | 948 | 91.3 | 87.7 | 80.8 | 73.5 | 61.0 | 48.8 | 34.7 | 234 | 12.7

DRT + MME (Gaussian) | 0.5 | 5.0 | 95.8 | 94.1 | 90.0 | 86.6 | 804 | 72.9 | 62.4 | 51.3 | 40.0 | 27.8 | 165

MME (SmoothAdv) - - | 954 934|893 | 861|807 | 73.1] 650|550 448 | 350 ] 252

DRT + MME (SmoothAdy) | 0.5 | 2.0 | 92.8 | 913 | 87.7 | 832 | 773 | 712 | 62.2 | 533 | 455 | 37.0 | 29.7

WE (Gaussian) S - 1963 [ 949 | 91.3 [ 87.7 [ 80.7 | 73.5 | 61.1 | 49.0 [ 352 | 23.7 | 12.9

WE + MME (Gaussian) | 0.5 | 5.0 | 95.9 | 94.1 | 90.0 | 86.4 | 80.4 | 73.1 | 623 | 51.7 | 39.8 | 27.5 | 16.4

WE (SmoothAdyv) - - 19521934 | 894 | 86.2 | 80.8 | 73.3 | 64.8 | 55.1 | 44.7 | 352 | 249

DRT + MME (SmoothAdv) | 0.5 | 2.0 | 926 | 913 | 87.7 | 83.1 | 77.5 | 71.1 | 624 | 533 | 453 | 36.7 | 293

Table 7: DRT-(p1, p2) model’s certified accuracy under different radius  on CIFAR-10 dataset.
Smoothing parameter o = 0.25.

Radius r p1 | p2 | 0.00 | 0.25 | 0.50 | 0.75
Gaussain Smoothing - - | 789 | 644 | 474 | 30.6
SmoothAdv - - | 689 | 61.0 | 544 | 45.7
MME (Gaussian) - - 80.8 | 68.2 | 534 | 374

0.1 | 05| 814|704 | 576 | 434
02 ] 05| 788 | 69.2 | 57.8 | 43.8
0520|733 | 61.7 | 51.0 | 393
05150 662 | 57.1 | 46.2 | 344
MME (SmoothAdv) - - | 7141645 | 576 | 484
0.1 105|726 ]| 67.2 | 60.2 | 50.3
DRT + MME (SmoothAdv) | 0.2 | 0.5 | 71.8 | 66.5 | 59.3 | 504
051 05| 682 | 643 | 582 | 489
WE (Gaussian) - - | 80.7 | 68.3 | 53.6 | 37.5
0.1 05| 815|704 | 577 | 434
0205|788 | 69.3 | 579 | 44.0
05120 ]| 734 | 61.7 | 51.0 | 39.2
0.5 1]50] 662 | 57.1 | 46.1 | 345
WE (SmoothAdv) - - | 71.8 | 64.6 | 57.8 | 48.5
0.1 |05 72.6 | 67.0 | 60.2 | 50.3
DRT + WE (SmoothAdv) | 0.2 | 0.5 | 71.9 | 66.5 | 59.4 | 50.5
05105 ] 682 | 643 | 584 | 49.1

DRT + MME (Gaussian)

DRT + WE (Gaussian)

Efficiency Analysis: We also use the execution time per mini-batch as our efficiency criterion. For
CIFAR-10 with batch size equals to 256, DRT with the Gaussian smoothing base model requires
3.82s to finish one mini-batch training to achieve the competitive results to 10-step PGD attack
based SmoothAdv method which requires 6.39s. All the models are trained in parallel on 4 NVIDIA
GeForce GTX 1080 Ti GPUs.
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Table 8: DRT-(p1, p2) model’s certified accuracy under different radius  on CIFAR-10 dataset.
Smoothing parameter o = 0.50.

Radius r p1 | p2 | 0.00|0.25] 050|075 | 1.00 | 1.25 | 1.50 | 1.75
Gaussain Smoothing - - | 682 | 57.1 | 449 | 337 | 23.1 | 163 | 100 | 54
SmoothAdv - - | 60.6 | 542 | 479 | 41.2 | 348 | 285 | 219 | 17.1
MME (Gaussian) - - | 695 (596 | 473 | 384 ] 29.0 | 196 | 133 | 7.6

02120 | 69.7 | 61.0 | 50.9 | 40.3 | 30.8 | 22.5 | 15.8 | 10.0
02|50 | 680|599 | 500|408 | 30.1 | 22.1 | 152 | 9.6
0520 | 678|585 |49.0|399 | 316|234 | 16.1 | 10.2
05|50 | 655|584 |49.0 | 40.1 | 31.2 | 23.6 | 165 | 10.2
1.0 20| 645 | 558 | 475 | 394 | 31.1 | 23.6 | 148 | 9.3
1.0 | 50| 62.2 | 54.1 | 46.5 | 38.8 | 29.7 | 22.8 | 16.6 | 11.0
MME (SmoothAdv) - - | 61.0 | 54.8 | 48.7 | 422 | 36.2 | 29.8 | 239 | 19.1
0250|622 | 564 | 503 | 43.4 | 375 | 26.7 | 24.6 | 19.4
DRT + MME (SmoothAdv) | 0.5 | 5.0 | 61.9 | 56.2 | 50.3 | 43.5 | 37.6 | 31.8 | 24.8 | 19.6
1.0 | 50| 614 | 559 | 500 | 43.2 | 374 | 32.0 | 254 | 199
WE (Gaussian) - - | 694 | 59.7 | 475 | 384|292 | 19.7 | 133 | 7.5
0220|697 | 61.2 | 50.8 | 40.2 | 30.8 | 22.4 | 159 | 10.0
02|50 | 680|599 | 501|408 | 30.1 | 22.1 | 154 | 9.7
0520 | 678|585 (492|398 | 31.7 (235|162 | 104
05|50 | 655|584 |49.1 | 403 | 31.3 | 242 | 164 | 10.3
1.0 ] 20| 64.6 | 559 | 475 | 39.6 | 31.0 | 240 | 148 | 94
1.0 ] 50| 623 | 542 | 46.6 | 38.8 | 29.8 | 229 | 16.6 | 10.9
WE (SmoothAdv) - - | 61.1 | 54.8 | 48.8 | 423 | 36.2 | 29.6 | 242 | 19.0
02 50| 622|563 | 503 | 43.4 | 375 | 269 | 247 | 193
DRT + WE (SmoothAdv) | 0.5 | 5.0 | 61.9 | 56.2 | 50.2 | 43.4 | 37.9 | 31.8 | 25.0 | 19.6
1.0 | 50 | 61.5 | 56.0 | 50.1 | 43.3 | 37.5 | 32.2 | 25.6 | 19.9

DRT + MME (Gaussian)

DRT + WE (Gaussian)

Table 9: DRT-(p1, p2) model’s certified accuracy under different radius  on CIFAR-10 dataset.
Smoothing parameter o = 1.00.

Radius r p1 | p2 | 0.00 ] 0.25 | 0.50 | 0.75 | 1.00 | 1.25 | 1.50 | 1.75 | 2.00
Gaussain Smoothing - - | 489 | 427 | 354 | 28.7 | 228 | 183 | 13.6 | 105 | 7.3
SmoothAdv - - | 47.8 | 433 | 395 | 346 | 303 | 25.0 | 21.2 | 182 | 15.7
MME (Gaussian) - - 502440 | 375 | 309 | 24.1 | 193 | 156 | 11.6 | 8.8

051501]494 | 442 | 378 | 31.6 | 254 | 226 | 182 | 144 | 124
DRT + MME (Gaussian) 1.0 | 50 | 498 | 444 | 39.0 | 31.6 | 25.6 | 22.6 | 182 | 15.0 | 12.0
1.5 |50 | 48.0 | 424 | 364 | 304 | 262 | 22.0 | 184 | 154 | 12.8
MME (SmoothAdyv) - - | 48214371401 | 354 | 313 | 262 | 22.6 | 19.5 | 16.2
02 ]50]482 | 439 |40.1 | 354 | 315 | 26.7 | 229 | 19.8 | 16.8
05 )50 481 | 438 | 403 | 357 | 31.8 | 269 | 23.1 | 20.1 | 175
1.0 | 5.0 | 479 | 43.6 | 39.8 | 35.6 | 31.7 | 269 | 23.2 | 20.2 | 17.6
1.5 |50 | 478 | 43.4 | 39.5 | 354 | 31.6 | 26.7 | 23.1 | 204 | 18.1
WE (Gaussian) - - | 504|441 | 375|309 | 242 | 192 | 159 | 11.8 | 8.9
05150495 | 443 | 378 | 31.8 | 25.6 | 225 | 182 | 144 | 123
DRT + WE (Gaussian) 10 | 5.0 | 49.8 | 444 | 39.1 | 31.7 | 25.6 | 22.8 | 184 | 15.1 | 12.1
1.5 |50 | 482 | 425 | 36.6 | 304 | 26.1 | 22.1 | 182 | 15.7 | 12.6
WE (SmoothAdv) - - | 482|437 40.2 | 354 | 31.5 | 262 | 22.7 | 19.6 | 16.0
02 (50482438 |40.2 | 353 | 31.6 | 26.8 | 23.0 | 199 | 16.7
05|50 | 482 | 438 | 405 | 35.7 | 319 | 26.8 | 23.3 | 20.2 | 175
1.0 | 5.0 | 47.8 | 43.6 | 399 | 355 | 31.7 | 269 | 23.3 | 20.1 | 17.5
1.5 |50 | 478 | 434 | 39.6 | 354 | 31.4 | 26.7 | 23.0 | 204 | 18.0

DRT + MME (SmoothAdv)

DRT + WE (SmoothAdv)

E.3 IMAGENET

For ImageNet, we utilize ResNet-50 architecture and train each base model for 90 epochs using
the SGD-momentum optimizer. The initial learning rate « = 0.1. The learning rate is decayed
for every 30-epochs with decay ratio v = 0.1. We tried different Gaussian smoothing parameter
o € {0.50,1.00}, and consider the best hyper-parameter configuration for different o in the baseline
models. We explored the DRT hyper-parameter p; € {0.5,1.0,1.5}, p5 € {1.0,2.0,5.0} in our
experiments and started with the learning rate & = 5 x 10~ during the DRT. Table (10| shows the
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Figure 6: Comparison of approximate certified accuracy among different Gaussian-smoothing based
methods with various smoothing parameter o € {0.25,0.50,1.00} on MNIST.
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Figure 7: Comparison of approximate certified accuracy among different SmoothAdv based meth-
ods with various smoothing parameter o € {0.25,0.50,1.00} on MNIST.
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Figure 8: Comparison of approximate certified accuracy among different Gaussian-smoothing based
methods with various smoothing parameter o € {0.25,0.50, 1.00} on CIFAR-10.

~-- SmoothAdv
--= MME (SmoothAdv)
~—— DRT+MME (SmoothAdv)

0.7 -~~~ SmoothAdv
=== MME (SmoothAdv)
—— DRT+MME (SmoothAdv)

0s RS
ol o) WE (SmoothAdv) ol
g Cos —— DRT+WE (SmoothAdv) £ WEl(Smocthacy)
gos S 3 gos DRT+WE (SmoothAdv)
< - < <
F - SmoothAdv 5% 3
£ ---- MME (SmoothAdv) £os B
8  —— DRT+MME (SmoothAdv) 8 8

o2 WE (SmoothAdv) o2 o1

—— DRT+WE (SmoothAdv) 01
n.nn.n 0.2 0.4 0.6 0.8 10 0.00 0.25 0.50 0.75 1.00 125 1.50 175 2.00 ° oovo 05 10 15 2.0 2.5 3.0 35 a0
Radius Radius Radius
() o = 0.25 (b) o = 0.50 (©) o = 1.00

Figure 9: Comparison of approximate certified accuracy among different SmoothAdv based meth-
ods with various smoothing parameter o € {0.25,0.50,1.00} on CIFAR-10.

results. We observe the same trends that MME or WE can improve the certified robustness on each
radius r. Due to the computation cost of training the DRT ensemble model on ImageNet, we can
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Table 10: The certified accuracy under different radius r for ImageNet dataset.

Radius r \ 0.00 \ 0.50 \ 1.00 \ 1.50 \ 2.00 \ 2.50 \ 3.00
Gaussian (Cohen et al.|[2019) 57 46 37 29 19 15 12
SmoothAdv (Salman et al.||2019) 54 49 43 37 27 25 20
MME (Gaussian) ) 58 47 38 31 21 16 14
DRT + MME (Gaussian) 52 46 42 34 24 19 18
MME (SmoothAdv) 55 50 44 38 27 26 21
DRT + MME (SmoothAdyv) 49 44 42 37 29 27 22
WE (Gaussian) 58 47 38 31 21 17 14
DRT + WE (Gaussian) 52 46 41 33 24 19 18
WE (SmoothAdv) 55 50 44 38 28 26 22
DRT + WE (SmoothAdv) 49 44 42 36 29 27 22

Table 11: Certified accuracy comparison with other baseline methods for MNIST dataset.

Radius | 0.00 | 0.25 | 0.50 | 0.75 | 1.00 | 1.25 | 1.50 | 1.75 | 2.00 | 2.25 | 2.50

Gaussian (Cohen et al.|[2019) 99.1 | 97.9 | 96.6 | 94.7 | 90.0 | 83.0 | 68.2 | 46.6 | 33.0 | 20.5 | 11.5
SmoothAdv (Salman et al.[2019) | 99.1 | 98.4 | 97.0 | 96.3 | 93.0 | 87.7 | 80.2 | 66.3 | 43.2 | 343 | 24.0
MACER (Zhat et al.[[2019) 99.2 | 985 | 97.4 | 94.6 | 90.2 | 83.5 | 724 | 544 | 36.6 | 26.4 | 16.5
Stability (L1 et al.[|2019) 99.3 | 98.6 | 97.1 | 93.8 | 90.7 | 832 | 69.2 | 46.8 | 33.1 | 20.0 | 11.2
Diversity-Regularized Training | 99.5 | 98.6 | 97.6 | 96.7 | 93.4 | 88.5 | 83.3 | 69.6 | 48.3 | 39.4 | 33.5

Table 12: Certified accuracy comparison with other baseline methods for CIFAR-10 dataset.

Radius 7 1 0.00 | 0.25 | 0.50 | 0.75 | 1.00 | 1.25 | 1.50 | 1.75 | 2.00
Gaussian (Cohen et al.[2010) | 78.9 | 644 | 474 | 337 | 23.1 | 183 | 13.6 | 105 | 7.3
SmoothAdy (Salman et al.[2019) | 68.9 | 61.0 | 54.4 | 457 | 34.8 | 28.5 | 21.9 | 182 | 15.7

MACER (Zhai et al.[[2019) 79.5 | 68.8 | 55.6 | 423 | 35.0 | 27.5 | 234 | 204 | 175
Stability (Li et al.[|2019) 724 | 582 | 434 | 275|239 | 160 | 156 | 11.4 | 7.8
SWEEN (Liu et al.|[2020) 84.2 | 72.0 | 60.3 | 46.6 | 37.2 | 29.2 | 24.6 | 22.0 | 19.1

Diversity-Regularized Training | 81.5 | 70.4 | 60.2 | 50.5 | 39.5 | 36.0 | 30.4 | 24.1 | 20.3

only try one sub-optimal hyper-parameter setting for DRT and the result shows that DRT cannot
bring more improvements on MME/WE results. We plan to select more suitable hyper-parameters
for DRT to obtain better results on the ImageNet task.

E.4 COMPARISON WITH OTHER BASELINES

We compare our Diversity-Regularized Training with other baselines on MNIST and CIFAR-10
dataset. Baselines are: (1) Gaussian smoothing (Cohen et al., 2019): Training a smoothed classifier
by applying Gaussian augmentation. (2) SmoothAdv (Salman et al,2019): Integrating adversarial
training on the soft approximation. (3) MACER (Zhai et al.,[2019): Adding the regularization term
to maximize the certified radius R = §(pa — pp) on training instances. (4) Stability (Li et al.,
2019): Adding the adversarial perturbation by maintaining the Stability on classification results.
(5) SWEEN (Liu et al) [2020): Building the weighted ensemble model by composing the base
models of different architectures.

For all baselines, we choose the best certified accuracy for each radius r as reported in their pa-
pers. We do not consider the model trained by additional (unlabeled) data. Results are shown in
Table[IT]and Table[T2] We can see that we achieve the best certified accuracy on every r on MNIST
dataset and achieve comparable or better results compared to the best certified accuracy on CIFAR-
10 dataset.
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Table 13: Certified accuracy achieved by training with GD Loss (GDL) or Confidence Margin Loss
(CML) for CIFAR-10 dataset.

Radius 7 | 0.00 | 0.25 | 0.50 | 0.75 | 1.00 | 1.25 | 1.50 | L.75 | 2.00

MME (Gaussian) 80.8 | 682 | 53.4 | 384 | 29.0 | 19.6 | 156 | 11.6 | 8.8
GDL + MME (Gaussian) | 81.0 | 69.0 | 55.6 | 41.9 | 30.4 | 24.8 | 20.1 | 169 | 14.7
CML + MME (Gaussian) | 81.2 | 69.4 | 54.4 | 39.6 | 29.2 | 21.6 | 17.0 | 13.1 | 12.8
DRT + MME (Gaussian) | 81.4 | 70.4 | 57.8 | 43.8 | 31.6 | 26.2 | 22.4 | 18.8 | 16.6

E.5 THE EFFECTS OF GD L0ss AND CONFIDENCE MARGIN LOSS

We studied the effects of GD Loss and Confidence Margin Loss separately by setting p; = 0 or
p2 = 0 but tuning another parameter only. We did this ablation study on CIFAR-10 dataset with
ensemble of Gaussian-smoothed base models and the results are shown in Table [13]

We observed that both GD Loss (GDL) and Confidence Margin Loss (CML) could have positive
effects on improving the certified accuracy while GDL plays a major role in the larger radius. While
combining these two regularization loss together as our DRT loss, the ensemble model could achieve
the best certified accuracy among all the radii.
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