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ABSTRACT

Zeroth-order optimization (ZO) has been a powerful framework for solving black-
box problems, which estimates gradients using zeroth-order data to update vari-
ables iteratively. The practical applicability of ZO critically depends on the effi-
ciency of single-step gradient estimation and the overall query complexity. How-
ever, existing ZO algorithms cannot achieve efficiency on both simultaneously. In
this work, we consider a general constrained optimization model with black-box
objective and constraint functions. To solve it, we propose novel algorithms that
can achieve the state-of-the-art overall query complexity bound of O(d/e*) to find
an e-stationary solution (d is the dimension of variable space), while reducing the
queries for estimating a single-step gradient from O(d) to O(1). Specifically, we
integrate block updates with gradient descent ascent and a block gradient esti-
mator, which leads to two algorithms, ZOB-GDA and ZOB-SGDA, respectively.
Instead of constructing full gradients, they estimate only partial gradients along
random blocks of dimensions, where the adjustable block sizes enable high single-
step efficiency without sacrificing convergence guarantees. Our theoretical results
establish the finite-sample convergence of the proposed algorithms for nonconvex
optimization. Finally, numerical experiments on a practical problem demonstrate
that our algorithms require over ten times fewer queries than existing methods.

1 INTRODUCTION

In practical problems, it is common to encounter real systems that lack analytical expressions or
models. In such cases, only zeroth-order (input-output) information of the systems is accessible.
The lack of higher-order information makes it especially difficult to optimize these systems. In this
research, we consider a general constrained optimization model for these problems:

in h toci(z)<0,VjieJ,
Jnin h(z) - ste(x) <0, ¥ €T (1)

where h : Ré% — R is the objective function and each ¢; : Rd= — R,Yj € J is a constraint
function. Both h(x) and ¢;(x) do not have analytical expressions and are treated as black boxes, i.e.,
only the input z and the corresponding deterministic function outputs h(x) or c;(z) are observable.
Neither h nor ¢;,Vj € J is necessarily convex.

Problems in the form of arise across many domains, such as power systems (Hu et al., 2024;
Zhou et al.,|2025)), simulation optimization (Park & Kiml [2015)), and machine learning (Nguyen &
Balasubramanian| [2023)). However, traditional model-based or gradient-based algorithms are inap-
plicable to problem (I)), as they rely on first-order or second-order information (e.g., gradients or
Hessians) of h(x) and ¢;(x), which is not available. Zeroth-order optimization (ZO), a representa-
tive method in derivative-free optimization, offers a promising approach to this type of optimization
problem, and has been broadly applied (Fu et al., 2015; |Liu et al.,|2020a; Malladi et al., | 2023} |[Lam
& Zhang, [2024). The fundamental idea behind ZO is to construct estimators of first-order informa-
tion using zeroth-order data (Berahas et al.,[2022)), and integrate these estimators into gradient-based
algorithms, such as gradient descent, to seek optimal or high-quality solutions.

Under the iterative ZO framework, the efficiency of single-step gradient estimation and overall query
complexity jointly determine the practical applicability of ZO (Scheinberg), |2022). They refer to the
number of function values required to generate a single-step gradient and a final solution, respec-
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tively. The traditional coordinate-wise gradient estimation (CGE) requires estimating partial gradi-
ents along all dimensions separately based on finite differences of function values (Kiefer & Wol-
fowitz, [1952)). Although CGE-based algorithms can generally enjoy state-of-the-art overall query
complexities due to the controllable bias and variance of CGEs (Xu et al.| 2024} [Zhou et al.|, |2025),
the requirement of O(d) queries for estimating a single-step gradient makes them inefficient for
high-dimensional problems (d is the dimension of variable space). In contrast, the prevalent ran-
domized gradient estimation (RGE) only requires one or two function values to construct a gradient
estimator along a random direction (Flaxman et al.| 2005} [Nesterov & Spokoiny, |2017)). RGE-based
algorithms have demonstrated excellent performance in unconstrained problems. However, they
suffer from slow convergence when applied to constrained cases (such as (I])) due to large variances
of gradient estimation (Liu et al.,|2020a). This significantly limits their practical performance. In
view of this dilemma, a fundamental question arises:

To solve ({I)), can we design zeroth-order algorithms that are query-efficient regarding both
single-step and overall complexities?

In this paper, we provide a positive answer to this question. We will utilize the framework of random
block updates to design novel and query-efficient ZO algorithms for solving problem (T}, and show
that the proposed algorithms enjoy controllable single-step efficiency and the best-known overall
query complexities. For a detailed discussion on related work, please refer to Appendix [A]

1.1 MAIN CONTRIBUTIONS

We assume simultaneous zeroth-order access to h(z) and ¢;(z),Vj € J (i.e., we can observe all the
function evaluations of h(x) and ¢;(x),Vj € J simultaneously via querying a x) but no gradient
information. To handle the black-box constraints in (I, we adopt a primal-dual framework by
reformulating it as a deterministic min-max problem:

nin max f(z,y), (2)
where f(z,y) = h(z) + y"c(x) is the Lagrange function of problem . Wherein, c(xz) =
(c1(x), -+ ,ca, (@) with dy, = |T|; ¥ = {y € R¥|y > 0} is the feasible set of Lagrange
multiplier. Clearly, f(z,y) is nonconvex-concave, i.e., nonconvex in z and concave in y, when h(z)
and ¢;j(x),Vj € J are not assumed convex. Then, solving problem (2)) can provide optimal or high-
quality solutions to problem (Nesterov et al., 2018)). The detailed contributions of this work are
summarized as follows.

Table 1: Comparison of single-step and overall query complexities

Algorithms Gradient Estimator ~ Queries per Step  Overall Queries
SZ0O-ConEX (Nguyen & RGE o) O(d/€5)
Balasubramanian, [2023)

- ZOAGP (Xu et al.|[2024) CGE O(d) O(d/eh)
ZOB-GDA (Ours) BCGE O(b) O(d/e%)
Z0OB-SGDA (Ours) BCGE O(b) O(d/e%)

Note: In our algorithms, d = d5. b is the block size that can be chosen from {1,2,--- ,d}. Overall queries

refer to the number of queries required to achieve an e-stationary/KKT point.

Leveraging Block Updates with Zeroth-Order Algorithms to Solve (I). In this research, we
adopt the widely-used gradient descent ascent (GDA) framework to solve problem (I)). However,
directly applying RGE or CGE in GDA cannot exhibit satisfactory performance in both single-step
and overall complexity (see our detailed discussion in Section [2.2). To address this, we combine
the framework of block updates with GDA and smoothed GDA to develop two novel algorithms,
called zeroth-order block gradient descent ascent (ZOB-GDA) and zeroth-order block smoothed
gradient descent ascent (ZOB-SGDA). Rather than estimating a full gradient at each step, they
randomly select a block of coordinates and update the variables using block coordinate-wise gradient
estimations (BCGEs). The adoption of the BCGEs effectively controls the bias and variance of
gradient estimations to be negligible and thereby accelerates convergence. Moreover, the block size
is adjustable to control the number of queries required to construct a single-step gradient.
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Best-Known Query Complexities with Controllable Single-Step Efficiency. We establish
finite-sample guarantees for the proposed algorithms by analyzing the min-max problems in
nonconvex-concave settings. The query complexity results are summarized in Table [T] and com-
pared with two representative algorithms. Specifically, ZOB-GDA can find an e-stationary point
of f(z,y) with a query complexity bound O(d/e%), which differs from the bound for first-order
GDA only by a factor of d. Moreover, ZOB-SGDA is shown to have the query complexity bound
O(d/e*), which aligns with the best-known results for solving deterministic nonconvex-concave
problems. Different from existing methods, our algorithms also benefit from controllable efficiency
in single-step gradient estimation, which makes them query-efficient for both single-step and overall
complexities. The numerical results demonstrate that our algorithms can require over 10 times fewer
queries for both a single step and overall complexity compared to existing methods.

2 PRELIMINARIES

Notations. For a positive integer n, we denote [n] := {1,2,--- ,n}. For a vector € R% denote
x() as its ith entry. For a differentiable function h(z) : R% — R, denote Vh(z) as its gradient at
xand V;h(x),i € [dzj as the partial gradient along the ith dimension. Similarly, for a differentiable
function f(x,y) : R% x R% — R, denote the partial gradient w.rt. = (and y) by V. f(z,y)
(and V,, f(z, y)). Without further specification, || - || denotes the ¢5-norm in Euclidean space. The
Euclidean projection operator onto a closed convex set X is denoted by P [-].

2.1 ASSUMPTIONS AND STATIONARITY MEASURE

Below, we present the key assumptions for our analysis and introduce the definition of stationarity
measure for evaluating our proposed algorithms.

Assumption 2.1. The set ) is compact, i.e., Y = {y € Rdy\O < y < g} for some bounded
7 € R%. Moreover, ®(x) = maxycy f(z,y) is lower bounded by some finite constant f.

The assumption on the lower boundedness of ®(z) is equivalent to assume that h(x) is lower
bounded for any = € R satisfying ¢;(z) < 0,Vj € J.

Remark 1. In our problem (2), while Y serves as the feasible set of Lagrange multipliers that are in-
herently unbounded, the boundedness of the optimal dual set has been justified inNedi¢ & Ozdaglar
(2009) under the Slater condition. Therefore, this assumption is commonly imposed in existing
work (Liu et al., ) 2020b; | Xu et al.,|2023)), and we can construct a bounded set containing the optimal
dual variables to replace {y € R%|y > 0} in our method.

Assumption 2.2. f(z,y) is differentiable and Lipschitz continuous, i.e., for any (z,y) € R% x ),
we have |V, f(z,y)|| < Aand |V, f(z,y)| < A for some A > 0.

Assumption 2.3. f(z,y) is L-smooth in z and y, i.e., there exist some L > 0 satisfying
IVFf(z1,91) = V(@2 92) || < L(|la1 — 22l + ly1 — | forany z1, 25 € R%, and y1,y € V.

Assumptionsimpose the Lipschitz continuity on f(z, y) and its gradients, which are standard
in the literature of both first-order and zeroth-order optimization (Nedi¢ & Ozdaglar, 2009;|Ghadimi
& Lan, 2013} [Zhou et al.}2025)). Similarly, we can also equivalently impose Lipschitz continuity on
h(zx), ¢j(x),Vj € J and their gradients to replace Assumptionsand

For min-max problems, a widely adopted stationarity measure is the proximal gradient for first-order
and zeroth-order nonconvex optimization (Lin et al.,[2020; |[Liu et al.,2020b; Xu et al., 2023)):

a(z,y) = 9. (7,9) _ V. f(z,y)
’ gy(z,y) (1/8) (y =Py [y + BVyf(x,9)]) )
where 3 is the step size for dual updates. A point (z,y) € R% x ) is a first-order stationary point
of (2) if ||g(x,y)|| = 0. We also introduce another notion of stationarity measure. The problem
is equivalent to minimizing the function ®(x) = max,cy f(z,y) over R%. The norm of V®(z) is
an appropriate stationarity measure for nonconvex optimization when ®(x) is differentiable (Wang
et al., 2023). However, ®(z) may fail to be differentiable even if f(z,y) is concave in y, as the
maximum may not be uniquely attained. Alternatively, we define the Moreau envelope of ® () for
any A > 0 as
®x(z) = min {®(u)+ %”U — x||2}

u€ER%z
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The Moreau envelope ®; /o7, (z) with parameter ﬁ and V@, /57 (x) are both well-defined because
®(u) + L|lu — x||* is strongly convex in u given x. Furthermore, ®; /oy (x) is differentiable and
smooth in . A point z € R is a stationary point of @ if |V ®; /o1 (2)|| = 0. This stationar-
ity measure is also widely used in nonconvex-concave settings (Mahdavinia et al., 2022} Davis &
Drusvyatskiy, [2019). As shown in|Lin et al.| (2020), the computational overhead of transferring this
notion to the one measured by ||g(z,y)|| is negligible compared to the overall query complexity.
Therefore, we define our stationarity measure as follows.

Definition 2.1. Let M (x,y) = min {||g(z, y)|, [V®1/21(2)||} for some (z,y) € R x V. We
say a point (z,y) is an e-stationary point of (2) if M (z,y) < e.

2.2 ZEROTH-ORDER GRADIENT ESTIMATION

Various gradient estimators for ZO have been proposed in the literature, where the two-point RGE
is most widely applied. For a differentiable function h : R% — R, the two-point RGE is defined as

asr,z) = XD ZND) )

where g(z; 7, 2) € R is the estimated gradient for Vh(x). Here, r > 0 is the smoothing radius and
z € R% is a random perturbation vector typically sampled from the Gaussian distribution NV'(0, I,; )
or the uniform distribution on a sphere with radius V/d, (Nesterov & Spokoiny, 2017; Duchi et al.,
2015). When h is smooth, this estimator enjoys a bias bounded by the smoothing radius (Malik
et al.| 2020). In contrast, CGE adds perturbation to each dimension separately and applies the finite
difference of function values to construct a full gradient. The CGE is defined as

Z h(z + re;) — h(x)

r

g(z;r, {ei}d=)) = yor (4)

1€ [dy]

where g(z;7, {e;}%,) € R% approximates Vh(z), and e; € R% is the unit vector with only the

ith entry being 1. Let g;(z; 7, e;) denote the ith entry of g(x; 7, {e;}5=,). Similarly, the bias of CGE
is also negligible given a small smoothing radius (Berahas et al., |[2022).

Dilemma of Trading off Single-Step and Overall Query Complexities. Both RGE and CGE
have biases bounded by the smoothing radius 7. RGE in is efficient for a single step and only
requires two function values to construct a gradient. Its variance approximately takes the form
O(d)||Vh(z)||* (Liu et al., 2020a). In unconstrained problems, we have ||Vh(z*)|| = 0 for any
optimal solution x*. Therefore, the variance is negligible as the iterates approach the optimal solu-
tion, which allows RGE-based algorithms to mimic their first-order counterparts and achieve similar
convergence results. However, in constrained problems, the above property does not hold, as the
gradient Vh(z*) may not be zero. The large variance of RGE leads to worse overall query complex-
ities in constrained problems (Nguyen & Balasubramanian| [2023). In contrast, the variance of CGE
is controlled by the order of O(r?) and is negligible with small r. Therefore, CGE-based algorithms
generally enjoy the state-of-the-art overall query complexity bounds (Xu et al., 2024} Zhou et al.,
2025)). However, CGE requires O(d) function values to construct a full gradient, which is inefficient
for large d. As a result, achieving efficiency in both aspects has yet to be addressed.

3 ZEROTH-ORDER BLOCK GRADIENT DESCENT ASCENT

In this section, we leverage BCGEs and block updates to design a new algorithm with controllable
single-step efficiency. Then, we establish its convergence guarantee and query complexity bound.

3.1 ALGORITHM DESIGN

We propose the zeroth-order block gradient descent ascent (ZOB-GDA) algorithm as presented in
Algorithm ] for solving (2). Our algorithm follows the main steps of standard GDA, which perform
the gradient descent in z and gradient ascent in y. However, ZOB-GDA differs from the conventional
zeroth-order GDA method introduced in|Liu et al.| (2020b)), which employs the RGE in . Instead
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of estimating a full gradient, ZOB-GDA randomly selects a block of dimensions to estimate the
partial gradients and performs block descent ascent at each step. Specifically, for the kth iterate
(zk, yr), we randomly sample a block of dimensions, denoted by a set Z, C [d,] with |Z;| = b (bis
an integer ranging from 1 to d,;). Then, we apply BCGE to estimate the block gradient of f(x, yx):

)= Z fxg + rreq, yk) — f(xk;yk)el

z,
G (T, Yk o i

1€Ty,

where we denote GZ+ (zy, yx) € R% as the vector with the entries of Zj, being estimated and other
entries being 0. We can apply different smoothing radii r; for each iteration. For simplicity, we
denote G (wx,yr) = GE(zk,yx) when Z = [d,]. For the update of the dual variable y, we have
the partial gradient V, f(zx,yx) = c(xx). No additional queries are required as c(xy) has been
observed when computing GZ* (v, yi,).

Specifically, when the block size satisfies b = 1, the primal update resembles a coordinate update.
When b = d,, the primal update uses a full gradient and resembles the primal update in traditional
CGE-based algorithms (Xu et al., 2024; Zhou et al., 2025). Moreover, we can control the single-
step efficiency by adjusting the block size b. It will be shown that the choice of b does not affect the
overall query complexity of ZOB-GDA.

Unlike existing ZO literature that applies coordinate/block updates, we first generalize them within
the GDA framework to address non-analytical constraints, whose dynamics and convergence analy-
sis are significantly more complicated due to the coupling of primal and dual steps.

Algorithm 1 Zeroth-order block gradient descent ascent (ZOB-GDA)

1: Input: Initial (¢, y0) € R% x )/, maximum steps K, block size b, and the step sizes a, 3.
2: fork=0,1,2,--- ,K —1do
3:  Randomly sample Z;, C [d,]| with |Z;| = b and update =, by

Try1 = T — o - GIE (g, yp). )
4. Update yi by yxr1 = Py [yr + B - Vyf(@r, yx)] -
5: end for
6: Output: {(zy, yr) H,

3.2 CONVERGENCE RESULTS OF ZOB-GDA

In this subsection, we establish convergence guarantees and query complexity bounds for Algo-
rithm 1| in nonconvex-concave cases. First, we provide the following lemma to bound the bias of
coordinate gradient estimation.

Lemma 3.1. For a L-smooth and differentiable function h : Ri= R, ie.,
Lllz — &'||,Va,z" € R%, we have |V;h(x) — gi(z;7,€;)| < $Lr.

Vh(z) = Vh(z')| <

Lemma|[3.T]and its extended versions have appeared in existing literature (Lian et al.| 2016; Berahas
et al.,|2022; Jin et al., [2023)), thus, we omit its proof here. Lemmademonstrates that g;(xz; 7, e;)
is a good partial gradient estimator, in the sense that both its bias and variance can be effectively
controlled by the smoothing radius and L. This error bound plays a fundamental role and will be
frequently used in our theoretical analysis.

Let N = %, R, = |yl and Ag = A + @ - sup{rx}. Then, we present the following Theorem
to characterize the convergence of ZOB-GDA. Its proof is provided in Appendix [B]

Theorem 3.1. Suppose Assumptions hold. The sequence {(xy,yx)}_, is generated by
ZOB-GDA. The step sizes satisfy 0 < «, < 1/L, and the sequence of smoothing radii satisfies

K 2
Y ko Tk < 0o. Then, we have

. N
i Ellomstol] <0 () e

where €, = (16LAORy\/W + 4804LA%) 1/2’
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The results in Theorem [3.1]imply that ZOB-GDA can converge within a fixed error at a convergence
rate of O(/N/aK). The query complexity required to achieve ming< g —1 E [M (2, yr)] < €+ €.
is O(d/e?). The fixed error results from the use of constant step sizes. Given the expression of
€c, one could adopt diminishing or small step sizes for « to eliminate the term €.. The following
corollary characterizes the exact convergence guarantee of ZOB-GDA.

Corollary 3.2. Suppose that the conditions in Theorem hold. Further set the step size & =
O((N/K)%) Then, we have ming<x 1 E |:||V(D1/2L(Ik)||:| < 0((N/K)%).

The derivation of Corollary [3.2]is straightforward by substituting the step size into the result in
Theorem [3.1] The result in Corollary [3.2] shows that using two-time-scale step sizes for the updates
of = and y can effectively eliminate the fixed error term €.. This phenomenon aligns with the first-
order GDA in nonconvex-concave settings (Lin et al.,[2020). Building upon Corollary[3.2] we obtain
the following corollary to establish the overall query complexity of ZOB-GDA.

Corollary 3.3. Suppose the conditions in Theorem hold. Set o = O (64) for any sufficiently
small €. Then, the query complexity to achieve ming<x 1 E [||V<I>1/2L(xk) ||] <eisO (g—g)

To the best of our knowledge, Corollary [3.3]establishes the first query complexity result for zeroth-
order algorithms in the standard GDA framework for nonconvex-concave settings. Notably, this
complexity differs from the first-order GDA by an additional factor d, (Lin et al.| 2020), which is
inherent to zeroth-order gradient estimation. Compared to the ZOAGP algorithm (Xu et al., [2024)
with the query complexity bound O(d/e*), ZOB-GDA’s complexity bound seems worse due to
the limitation of standard GDA framework. However, the single-step gradient estimation can be
significantly more efficient for ZOB-GDA by using a small b. In the next section, we will leverage
block updates with a variant of the GDA framework to design a new algorithm that achieves both
the best-known overall query complexity and adjustable single-step efficiency.

4 ZEROTH-ORDER BLOCK SMOOTHED GRADIENT DESCENT ASCENT

In this section, we leverage block updates with a variant of GDA, smoothed GDA, to design a new
algorithm, and show the best-known convergence result for solving problem (T)).

4.1 ALGORITHM DESIGN

Before presenting our algorithm, we define the smoothed function of f(x,y) as
N p 2
K($7yvz)—f($7y)+§||x—2” )

for some auxiliary variable z € R% . The squared term can introduce strong convexity and further
smoothness in x with a proper p. Then, we will perform gradient descent ascent on the smoothed
function K (x,y; z), which is inspired by the first-order smoothed GDA (SGDA) in Zhang et al.
(2020). The zeroth-order block smoothed gradient descent ascent (ZOB-SGDA) algorithm is pro-
posed as shown in Algorithm[2] Similarly to ZOB-GDA, we randomly sample a block of dimensions
Ty, for primal variables and only update the selected dimensions using BCGEs at each step. We de-
note the partial gradients along the dimensions Zj, as

<f($k + rreis Yi) — Tk, Yi)

Tk

GoF (wh, s 1) = Y

ei +p(rr — 2x) © €i> )
i€Th,

where © denotes the Hadamard (element-wise) product. We also denote G, (xg,yr;zr) =
GZ(zk,yx; 2x) when T = [d,]. The update of y;, follows the same way in ZOB-GDA. Addi-
tionally, an extra update for z is introduced by an averaging step. When v = 1, it is obvious that
ZOB-SGDA can resemble ZOB-GDA.

4.2 CONVERGENCE ANALYSIS OF ZOB-SGDA

By properly setting the parameters for ZOB-SGDA, we can establish its convergence result as sum-
marized in Theorem [4.1] Its proof is provided in Appendix



Under review as a conference paper at ICLR 2026

Algorithm 2 Zeroth-Order Block Smoothed Gradient Descent Ascent (ZOB-SGDA)

1: Input: Initial (xg,yo) € Ré= x Y, zp = zp, maximum steps K, block size b, and the step sizes

@, B,7.
2: fork=0,1,2,--- | K —1do
3:  Randomly sample a set Z, C [d,] with |Z| = b and update xy, by

Tpp1 = T — - GEF (Th, yis 2k). (6)

Update yi by yr+1 = Py [yx + 8- Vo K (xk, yr; 21)] -
Update zj, by 211 = YTr1 + (1 — )z

end for

Output: {(zx,yx) 15,

AR A

Theorem 4.1. Suppose Assumptions and hold. The sequence {(xy, yk)}kK:O is derived from

ZOB-SGDA. Set the parameters p > 3L, Z,f:o rﬁ < %, and o < WlLH'

. 1 o2 (p—L)> ] T . )
B < mm{ﬁ7 Mﬁw}, and v < mm{\/g, 35 W} . Then, we have
) N 1/4
min Efllg(zr, y)lll < O | 7 :

k<K—1

Furthermore, let

The results in Theorem [.1] show that ZOB-SGDA can converge to a stationary point at the conver-
gence of O((N/K)7). Note that we do not impose the Lipschitz assumption on f(z, y) in Theorem

[@.1] Similarly, based on Theorem [.1] we have the following corollary to characterize the query
complexity of ZOB-SGDA.

Corollary 4.2. Suppose that the conditions in Theorem hold. For any sufficiently small
€ > 0, set o, B,y as in Theorem and v = O(e2/N). Then, the query complexity to achieve

ming<x 1 E[[|g(zr, y)ll] < €is O (%ﬂf)

We can see from Corollarythat ZOB-SGDA has the query complexity bound O(d,, /e*), regard-
less of the choice of block sizes. That means our algorithm can achieve the best-known overall query
complexity while maintaining controllable single-step efficiency. For instance, only two queries are
required for each step when we set b = 1, which is more efficient than other CGE-based algorithms
that require O(d) queries for a gradient estimation.

5 DISCUSSIONS

Stationary Points of (2) Can Provide Solutions to (I). Our theoretical results establish conver-
gence guarantees to stationary points of f(z,y) for the proposed algorithms, while the convergence
guarantees to the solutions to problem (I) are yet to be established. However, under proper con-
ditions, the stationary points of f(z,y) satisfying ||g(z,y)| = 0 is also a critical KKT point of
problem (I)). We provide the following lemma to characterize this property. The definition of criti-
cal KKT points and the proof of Lemma 5.1 are provided in Appendix

Lemma 5.1. Suppose that (z,y) € R% x Y is a stationery point of f(x,vy) satisfying ||g(z,y)| = 0
and y < 7. Then, x is a critical KKT point of problem ().

The condition y < ¥ stems from the gap between our assumption that ) is bounded and the fact
that the multiplier y > 0 is generally not in practice. This is a common and fundamental gap in
the analysis of GDA-type algorithms (Nedi¢ & Ozdaglar, 2009; [Liu et al., [2020b; | Xu et al., |[2024),
which we believe is an important and interesting future research direction.

Extend Block Updates to Broader Problem Settings. In our problem (I)), we deal with all con-
straints in the general form ¢;(x) < 0. If equality constraints ¢;(z) = 0 have to be considered, we
can incorporate them by adding two inequalities ¢;(x) > 0 and ¢;(z) < 0. Besides, we can also
consider some simple constraints by constraining the feasible space directly:

f}g}} h(x) s.t.cj(x) <0, VjieJ,
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and deal with x € X by projection, i.e., zx11 = Pxl[rr — aGE(zr,yx)]. We can get
the same theoretical results in our analysis when X is convex and decomposable, ie., X =
IL €[da] X;. This requirement originates from the fundamental limit of block/coordinate updates
(Lian et al., [2016; [Jin et al.l 2023). Note that we need to make the modifications: g,(x,y) =
~ (z = Px[z — aV,f(z,y)]), and @1 o7 (z) = mingex {P(u) + 55||u — z[?} for the stationar-
ity measure. The extended theoretical results are straightforward to establish based on our analysis
and the non-expansiveness of projection operators; thus, we omit the detailed analysis in this study.

Our algorithms can also be applied to stochastic cases, i.e., h(z) = E[h(z;&)], ¢;(z) = Ec;(z; )],
where £ is a random variable defined in a probability space. However, we cannot expect better
convergence guarantees than the RGE-based algorithms, because extra variance arises in BCGEs due
to the stochasticity of £, which diminishes the advantage of controllable variance of our methods.

6 NUMERICAL SIMULATIONS

We validate our algorithms through numerical experiments on an energy management problem in a
141-bus distribution network with d,, = 168 (Khodr et al., 2008} Zhou et al.,2025)). In this problem,
the goal is to adjust the load of multiple users within a distribution network to curtail a specific
amount of load while minimizing the cost of participating in load curtailment. The detailed problem
formulation and experimental settings are provided in Appendix [E]
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Figure 1: Performance of ZOB-GDA and ZOB-SGDA. (a), (b), and (c) present the objective func-
tion value, constraint violation, and stationarity measure of ZOB-GDA. (d), (e), and (f) present the
corresponding results for ZOB-SGDA.

First, we apply ZOB-GDA and ZOB-SGDA to solve the problem using different block sizes. Their
performance is averaged over 50 repeated runs with different initial parameters and shown in Figure
[I} The dark curves represent the average performance, and the shaded areas represent the standard
deviation. The results show that both ZOB-GDA and ZOB-SGDA can converge to the same objec-
tive function value with the constraint satisfied. Their stationarity measures can both converge to 0,
which validates our theoretical guarantees. While different block sizes lead to convergence to the
same objective, properly selecting the block sizes may improve the query complexity.

We also compare our algorithms (block size b = 10) with three others, i.e., ZO-MinMax (Liu et al.|
2020b), SZO-ConEx (Nguyen & Balasubramanian, [2023), and ZOAGP (Xu et al.,2024), which can
be applied to solve problem (1. Each algorithm is tested with 50 runs, and the average performance
is presented in Figure 2] The results show that our algorithms can both converge to a solution
significantly faster than other algorithms. To better compare their query complexities, we present
the average number of queries required to generate solutions with different qualities, as in Table[2] It
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Figure 2: Performance comparison of different algorithms.

is shown that ZOB-GDA and ZOB-SGDA exhibit highly similar performance under different block
sizes, while the complexity bound of the latter is theoretically tighter. Notably, even though different
block sizes share the same query complexity bound, proper block sizes may lead to much improved
performance (over 10 times better than existing methods). Moreover, SZO-ConEx and ZOMinMax
have the worst performance due to the large variance of RGEs.

In practice, observations from real systems are often noisy, which can influence the accuracy of
gradient estimations. Our algorithms can still exhibit robust and satisfactory performance under
noisy cases. Due to space limitations, the test results are provided in Appendix [E3]

Table 2: Average numbers of iterations and queries required to generate solutions with certain levels
of relative errors and zero constraint violation. “NaN”’ means no runs can achieve such a solution.

10% 1% 0.1%
Iteration  Complexity Iteration Complexity Iteration Complexity
b=1 722.06 1444.12 1213.48 2426.96 1584.84 3169.68

Relative error

b=10  73.66 810.26 130.70 143770 163.78 1801.58
ZOBGDA  j—50 2192 1117.92 57.24 2919.24 76.16 3884.16
b=168 5148 8700.12 185.92 3142048  265.71  44905.71
b=1  722.80 144560 119594  2391.88 159432  3188.64
b=10  74.00 814.00 131.90 145090  169.68 1866.48
ZOB-SGDA —j — 50  22.18 1131.18 58.26 2971.26 77.76 3965.76
b=168  52.06 8798.14 18742 3167398 26659  45054.15
ZO-MinMax 12535.10 2507020  12771.33  25542.65 NaN NaN
SZO-ConEx 12817.62  51270.49 NaN NaN NaN NaN
ZOAGP 51.48 8700.12 185.92 3142048  265.71  44905.71

7 CONCLUSION

In this research, we study a general optimization problem with black-box constraints. We reformu-
late it as a min-max problem, and then apply zeroth-order optimization (ZO) methods to solve it
using the input-output information. Specifically, by integrating block updates with gradient descent
ascent (GDA), we develop two novel algorithms, called ZOB-GDA and ZOB-SGDA, which achieve
efficiency in both single-step gradient estimation and the overall query complexity. Our theoretical
results demonstrate that ZOB-GDA achieves the same query complexity as its first-order counterpart
with an additional dimension-dependent factor, and ZOB-SGDA enjoys the best-known complexity
bound. In addition, our numerical experiments validate the superior performance of our algorithms.
However, our work on block updates in constrained ZO is just a beginning. There are still several
open challenges. First, while the block update framework is a broadly applicable technique for im-
proving single-step efficiency, its integration with other primal—dual algorithms requires more study.
Second, although we anticipate that the benefits of block updates in stochastic constrained ZO will
be more limited than in deterministic settings, rigorous validation requires further investigation.
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A RELATED WORK

Here, we provide a detailed discussion on prior related work in zeroth-order optimization, zeroth-
order gradient descent ascent, and coordinate/block updates in ZO.

Zeroth-Order Optimization. ZO has emerged as a prevalent tool to solve black-box problems
and found application across machine learning (Liu et al. [2020a; Nguyen & Balasubramanian,
2023)), power systems (Hu et al., 2024} |Zhou et al.| [2025), simulation optimization (Fu et al., 2015}
Lam & Zhang| 2024), large language models (Malladi et al., [2023; [Zhang et al., 2024), etc. ZO
originates from the stochastic approximation method in |[Kiefer & Wolfowitz (1952)), where CGE is
applied to estimate partial gradients along all dimensions via finite differences of function values.
This is inefficient for high-dimensional problems, even if parallel techniques can be applied (Schein-
berg), 2022)). To improve single-step efficiency, one-point and two-point RGEs have been developed
by estimating gradients along randomized directions (Flaxman et al.| 2005} [Nesterov & Stich}, [2017;
Lam & Zhang| [2024). Generally, RGE-based algorithms can achieve the same oracle complexities as
their first-order counterparts in unconstrained problems, differing by a dimension-dependent factor
(Liu et al., 2020a). However, RGEs suffer from large variance in gradient estimation in constrained
problems (see Section for a detailed discussion). Moreover, most literature considers simple
constraints on the input x that can be dealt with by projection operations (Duchi et al., 2015} [Yuan
et al.,[2015; Jin et al.}2023; He et al.| [2024), which cannot be used to solve problem .

Zeroth-Order GDA. GDA is a classical framework for solving min-max problems and has been
extensively studied (Nemirovskil 2004; Nedi¢ & Ozdaglar, 2009} Lin et al.l [2020; Xu et al.| 2023
Zhang et al., 2020). It is also well-established and widely applied to solve zeroth-order min-max
problems of the form (2) (Hu et all [2024; [Nguyen & Balasubramanian| 2023). The authors of
Liu et al.| (2018) applied the two-point RGE to solve a composite optimization problem. Then,
the standard zeroth-order GDA was applied to the general min-max problems (Liu et al., [2020b;
Wang et al., [2023)), while only the query complexity of nonconvex-strongly concave cases was es-
tablished. Several variants of zeroth-order GDA have been developed for convex-concave settings,
such as zeroth-order OGDA-RR (Maheshwari et al., 2022) and zeroth-order extra-gradient (Zhou
et al., 2025)), which can achieve the query complexity bounds of O(d*/e?) and O(d/€?) to reach an
e-optimal solution, respectively. For nonconvex—concave problems, |Xu et al.|(2024)) proposed com-
bining alternating gradient projection with CGEs to solve a min-max problem with the query com-
plexity bound of O(d/e*) to obtain an e-stationary point. In[Nguyen & Balasubramanian|(2023)), the
SZO-ConEX algorithm was designed based on RGEs to achieve the query complexity of O(d/®)
to derive an e-critical Karush-Kuhn-Tucker (KKT) point of the problem (T).

Zeroth-Order Coordinate/Block Updates. The framework of coordinate/block updates is widely
adopted in first-order optimization (Nesterov & Stich, 2017; |Latafat et al., [2019). The core idea is
to apply the partial gradients along a subset of full dimensions to update the iterates. The appli-
cations of coordinate/block updates in ZO mainly lie in unconstrained problems (Lian et al.| 2016
Cai et al.}[2021), where only the coordinate/block gradients along a subset are estimated using block
CGEs or RGEs at each step. Their extension to constrained problems, however, remains relatively
underexplored. In Shanbhag & Yousefian| (2021)), the RGE was combined with zeroth-order block
updates and projected gradient descent to solve a stochastic constrained problem. Moreover, in [He
et al.| (2024) and Jin et al.| (2023), a cyclic zeroth-order block coordinate descent method and a
randomized zeroth-order coordinate descent method were proposed, respectively, to solve the de-
terministic constrained problems and achieve complexity bounds proportional to ¢ ~2 for nonconvex
optimization. However, all these methods require the constraint set to be projection-friendly and
coordinate/block-structured, which is usually too restrictive in practical problems and inapplicable
to non-analytical constraint sets (such as in our problem (T))).

B PROOF OF THEOREM 3.1

First, define the proximity operator

u€R%z

1
prox,,(z) = arg min {h(u) + —|lz— u|2} .
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Define the filtration: Fy, = o(x0,y0,Zo," - ,ik—1, Tk, Yx). Then, we provide the following lemma
to bound the one-step drift of ®; /57, (x4).

Lemma B.1. Ler Ay, = ®(xy) — f(a, yx). The following inequality holds for any k > 0,

E [®1 /21 (zhs1) — P1jor (k)| Fi

2aL
<A = o IV @)+

202A%L  o®bL3r?  abL?r}
N 2 2 '

(7

The proof of Lemma [B.1]is delayed in Appendix [B.I] We further provide the following lemma to
bound the summation of Ay.

Lemma B.2. For any integer B that can divide K, we have

lK

,_.

R? A
2 Y 0
kZOA <aA§(B+2) + 25B+ o

The proof of Lemma[B.2]is provided in Appendix[B.2] Taking the telescoping sum of (7) and taking
the total expectation, we have

K-1

& > E[Iveranten)|]

S%E [(1)1/2L(£L’0) - @1/2L(IK)J + Na Z E[Ag]

+ 160 A%L +

4dod, L3
K

[Ag] + 16aAL +
=0 k=0

K—
8NA<1> 16L
< —_
< % kz

where Ag := @4 /51 (20) — mingega. P1/27(x). The last step follows from the fact that oL < 1.
Then, we can combine the above inequality with the result in Lemma[B.2]to get

LS B [Ivoy @]

k=0 ®)
8NAg | 16LA,  8NL? 8LR] )

< 16aLAG(B

Sk Tk tx T e o(B+3),

Due to that, for any = € R=

@151 () = min {®(u) + Lz — ul*}
u€Rdz

= min {max flu,y) + L||x — u||2}
yey

u€ERdz

v

: 2
min {f+Lllz - ul*}
:i’

we have Ag is upper bounded. Without loss of generality, set B = %, /ﬁ that can divide K,
then we can derive
= ) N
2
It E {qu)l/ZL(mk)H } <0 (M() + €

k=0
which leads to

N 1/2 N
kénénlE [[|®1/20 (zr)]|] < <(9 (ozK) +53> <0 (\/;) Ye
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B.1 PROOF OF LEMMA [B]]
Denote &), = proxg /o7, (7). Using the definition of @1 /57, (¥x+1), we have
Q1 /op(why1) < O(2) + L2k — T ©))
Based on the update of x, we have
2% — 2kt ]?
= ||k — ok + aGT (g, )| (10)
= |2k — zr|* + 20(GE (xh, y), &x — 21) + HG?‘ (Jck,yk)H2 .
Substituting the above equation into (9) leads to
Q1 /o0 (1)
< B(@x) + Llax — arl® + 2L |G (i) | + 20L(GE (wr, ), & — ) (1)
= Oy or(21) + &L ||GLF (l'k7yk)H2 + 20 L(GEF (21, yr), Tk — Tk).
Taking the conditional expectation of the third term on the right-hand side of (IT)), we have

E [20L(G2 (xk, yi), & — k)| Fi]
2aL 2aL

:T<Va:f(xk7yk>7fi'k —xy) + T(Q;(xk,yk) — Vo f(@r,Yr), T — k)
2L R al? .
ST(f(xkayk) — f(xr,ur)) + TH% — z)?
2acLL )
+ T<Gz(xk7yk) — Vaof(@ryr), Tr — k)
2oL . 3al? abL27’,%

ST(f(xkvyk) — f@r,yn)) + (12)

where in the first inequality we used the smoothness of f(z,y), and in the second inequality we used
the AM-GM inequality and Lemma([3.1] Using the relation ® (&) > f (2, yx) and the definition of
Ty, we have

F@royr) = f(@r,yn) < @(Ek) — flar, ye) < Ak — L&k — 2k,

where we applied the relation ®(2;) < ®(xx) — L||z — £1||? in the last step. Substituting the
above inequality into (T2), we further use the relation

. 1
125 = zxll = 57 IV ®1/2r (zx)l;
which is derived from Davis & Drusvyatskiy|(2019), to get
E [20L(G2 2k, ), & — k)| Fi]

2aL Ay, «o 9 abLQTz
< N 87N||V(I)1/2L(xk)“ T (13)
For the term oL || GZ* (2, yx)| ? we have
2

E [OzzLHGf’“(xk,yk)H ’}—k]

OéQL 2
< 1Ge(zrs yx) — Vaf (0, yx) + Vo f (2r, yi) || (14)

202 LA?  o?bL3r?
< + ,
- N 2

where we applied the Lipschitz continuity and Lemma [3.1]in the last step.

Taking the expectation of (IT)) conditioned on F}, and combining it with and (T4) can derive the
final result in Lemma[B.1l
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B.2 PROOF OF LEMMA[B.2|

We divide {Ay}+ ! into K/B blocks: {A 1271, {Ak}(]+1)B L. - A{ARYETL, with each
block containing B terms. Then, we have

K-1 K/B—-1 1 (j+1)B-1

% Akzg > 5 > oA (15)

k=0 §=0 k=jB

We provide the following lemma to bound Ay, whose proof is provided in[B3]

Lemma B.3. Denote y*(x) as an arbitrary element in the set Y*(x) = arg maxycy f(z,y) for any
x € R, Then, for the sequence {(xy, yx)} derived from ZOB-GDA, we have for any s < k:

Ay < a3 (2k — 25+ 1) + f(@pr1, Yrr1) — f(Th, Yr)

1
+ 25 (lyr = (@) I* = llyrsr — y* (25)[%) -

For the jth block, using the result in Lemma|[B.3]and letting s = j B, we have

(G+DB-1 e
> Ap<ahj(B*+B)+ % +E[f(z;jp+B,Yjp+8) — f(jB,Y;B)]-
k=) B

Substituting the above inequality with j = 0,1,--- , K/B — 1 into (I5), we have

2

A2(B+1)+ QﬁB ¥7a

[f(zr,yx) — f(z0,90)] -

MN

‘We further have

E[f(zx,yx) — f(z0,y0)]
=E[f(rx,yx) — f(x0,yx) + f(z0,yx) — (0, Y0)]
S OéA(Q)K + Ao.

Combining the above two inequalities leads to the result in Lemma [B.2]
B.3 PROOF OF LEMMA (B3]

Based on the definition of projection, we have for any y € )

(WUrt1 — Y — BV f(@r, Yr)s ¥ — Y1) > 0.

Rearranging this inequality, we can have

1
5 (ly = well? = ly = yresa > = llym+1 — well®)
16
>y — Yk+1, Vo f (@, yr)) (16)
=W —yk, Vyf @k, k) + Wk — Yer1, VoS (ks yr))-
Using the concavity and smoothness of f(x,y) in y, we have
<y — Yk, Vyf(wbyk» Zf(mkny) - f($k7 l/k)>
L
Fl@r yner) = F@r,ye) 201 =y, Vo (@, 90)) = 5 llyes = ukll*.
Substituting the above two bounds into and using the condition 5 < % we have
1
f(@rs yrr1) — f(or,y) + 28 (ly = yell* = ly — yasall*) > 0. (17)

16
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Combining the definition of A with the above inequality with y = y*(zs), we have

Ay = flar, y" (xr)) — f(@r, yi)
< flaw, v (wr) — @k, yr) + f@r, yry1) — f@r, y™ (25))
+ 55 (@) =l = " @) = )
= f(or,y"(zr)) — f(rs,y" (2s)) + f(2s,y" (25)) — f20,y" (25))
Eq Eq

+ f(@r, Yer1) = f(@r1, Yrrr) + (F (g1, Yer1) — (2, yr))

E3

(18)

+ o5 (@) = el = ) = e ?)

Due to that f(zs, y*(zr)) < f(xs,y*(xs)), we have
Ey < flory*(zr) — f@s, y7 (1))
< Aoy — x|
< ahd(k — s).

Similarly, we also have
By < Al|lzg — x4 < aA3(k — s),

and
B3 < Al|zpy1 — 21| < aAd.

Substituting these bounds into (I8)) leads to the final result.

C PROOF OF THEOREM [4.1]

We define some auxiliary notation:

d(y,z) = Irélﬂég K(z,y;2), m(z) = mrenﬂég r;leaﬁ K(z,y;z2),

h b = K b ; ) ) = i K b ; b
(0,2) = max K (2, 2), a(y,2) = arg min K(z,4:2)

(z) = in h - d
z(z) arg min (z,2), V(z) arg max (y,2),

yi(21) = Pylyr + BV K (2(yk, 21), Yr» 21)]-

Note that Y(z) is a set, and we use y(z) to denote an arbitrary element in )(z). Recall that we
assume f(x,y) is L-smooth in z and y. Then, if p > L, K(z,y; z) is (p — L)-strongly convex in x
and smooth in & with a constant (L + p). We define the potential function:

¢($, Y, Z) = K(LE, Y; Z) - 2d(y7 Z) + Qm(z)
For simplicity, we denote ¢, = ¢(k, Yi; 2k)-

Before providing our formal proof, we present some supporting lemmas.

C.1 SUPPORTING LEMMAS FOR THEOREM [.1]

Lemma C.1. Forany z,z € R% and y € Y, ¢(x,y; z) is lower bounded by f
Proof of Lemma We have

¢(x,y;2) = m(z) + (K(z,y; 2) — d(y, 2)) + (m(2) — d(y, 2)) = m(z) > [,

where the first inequality follows from the definition of d(y, z) and m(z). The second one holds
because ®(x) = maxyecy f(z,y) is lower bounded by f.

O

17
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Lemma C.2. There exists some constants 01,02 satisfying
la(y, 2) — e(y, )| < oullz — </,
|lz*(2) — 2" (2")|| < o1]|z = 2],

lz(y, 2) — (', 2)Il < o2lly — y'll,

foranyy,y' € Y and z,7 € R%, where o, = ZFLL,UQ = %.

Lemma [C.2] follows from the results in (Zhang et al.| 2020, Lemma B.2). Therefore, we omit its
proof here.

Lemma C.3. The dual function d(y, z) is differentiable in y and Lq-smooth in y, i.e., |V yd(y, z) —
Vyd(y',2)|l < Lally = y'll,Vy.y" € Y, where Ly = L + Lo.

Proof of Lemma|C.3] Based on Danskin’s Theorem, we have V,d(y,z) = V,K(z(y, 2),y;2) =
V., f(z(y, 2),y). Then, we have for any y,y' € Y
IVyd(y, z) = Vyd(y/, 2)|
= [IVyK(2(y, 2),y:2) = Vy K(z(y, 2), 53 2)
< IVyE(2(y. 2),y52) = Vy K (2(y, 2),4/5 2)|
+IVyK(2(y, 2),9'2) = Vy K(2(y, 2), 45 2) |
< Llly = y'll + Lll=(y, 2) —2(y/, )l
< (L+oL)lly -1,

where the third step follows from the L-smoothness of K (z,y;z) in y, and the last step follows
from Lemma|[C.2| O

Lemma C.4. For the sequence {(xy, yx, zr)} derived from ZOB-SGDA, we have

2 2 2 L*rid,
B [llensr = 2(e 20)IP] < 4038 [lanss —anll] + =5 (19)
Wwhere g3 = Y rP=2) J\L T:‘EIBL).

Proof of Lemma[C4} Denote Fy, = o(xo, Yo, Zo," " ,ik—1, Tk, Yi) as a filtration. By Lemma 3.10
in|{Zhang & Luo| (2020), we have

#|
a(p—L)

IN

llzx — = (yx, 22) |l |zp — Pxlzr — oV K (zk, yr; 21)] |l

1 (20)
=—— K : 2
=D V=K vzl

where X = R% in our algorithm. Then, we can get

|ks1 — 2(Yk, 26) |2

<2l|zpgr — xl® + 2]k — 2 (yk, 21) 1P
2 2

<2 — al? + 53 oV K (zk, yi;

< 2|z — @nll” + (L) oV K @k, yr; 2i) |

<2l wppr — x)® + 5 laGa (@, yis; )1

a?(p—1L)
4
+ ——< IVa K (21, i, 21) — G (ke yis 210) |1
el VoK i 20) = Galonis )]
4N 2 L27’2d-
<9 2 7[@[ _ ‘ } Tl
= ka-i-l ka + a2(p—L)2 ||x1€ xk-i'lH Fi| + (p—L)2

18
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where the first and third steps follow from the Cauchy-Schwarz inequality. The second step
follows from Eq.. In the last step, we applied Lemma and E [||aGy (z, yi; 20) I?] =
|

NE [||xk.+1 — x1||?|. Taking the expectation of both sides of the above inequality leads to

4N L?r2d,
E - < (24— )E — 2] + A
o = ot 2017) < (24 302 ) B lhowen = aul’) + 250

L?r2d

2 2 kCa

< 4o3E [||xk+1 — x| ] + 7(29 myyEE
O
Lemma C.5. Forany k > 0, we have
B2L%r2d,

E [llyetr — v GollP] < KE [l — 2el?] + —55=,

where k = (802 + 2)32 L2

Proof of Lemma|[C.3] By the non-expansiveness of the projection operator, we have

[ Yrt1 *y+(zk)||2
= |Pylyx — B+ VoK (zk, yxi 2)] = Pyluk — B+ Vy K (@(yr, 2x), yis 20)] ||
< B2V K (x(Yr, 2r), i 2k) — VK (Th, yes 2) ||
< BPL2 ||k — 2 (yws 2e) |-

where in the first step we used the non-expansiveness of projection operations and in the third step
we used the L-smoothness of K (z,y; z) in «. Then, taking the expectation of the above inequality
leads to

E [||yk+1 - y+(2k)||2]
< BPLPE [k — 2 (Y, z) |I]
< 2B°L°E [||wp41 — 2k *] + 28°L7E [lzksr — 2(ye, z1) 1]

262 L4 r3d
< (88%L%03 + 282 L) E [||lzgr — =l”] + (Bp_Zk)Z
2L2 2d
< (88%L%03 +28°L?)E [||lwes1 — =el?] + %ﬂ

where in the second step we applied Lemma[C.4]and in the last step we applied the inequality @)
and the condition p > 3L.

Lemma C.6. For any k > 0, we have
Blp — L)llz*(z1) — (y+ (21), 20)I> < (14 L+ SLo2) Dyllyx — y(z1) -

Lemma [C.6]comes from (Zhang et all 2020, Lemma B.10).

C.2 FORMAL PROOF OF THEOREM [4.1]

In this subsection, we provide the formal proof of Theorem 4.1} The proof mainly contains three
steps as follows.

Step 1: Derive a Bound for the Stationarity Measure. Recall that the stationarity measure is
defined as M (z,y) = min{||®(x)||, ||g(z,y)||}. Here we analyze the convergence of ||g(z, )]
Also, recall the definition of g(x, y):

_ (9(z,y) _ Vaf(z,y)

o) = (500) = (s p s ¥ste)

for any (z,y) € R% x )). Then, we provide a bound on the stationarity measure in the following
lemma.

19
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Lemma C.7. For any {xk, yx, 2k } k>0 derived from ZOB-SGDA, we have

3N

5L2%r2d,
E [”g(xkvyk)”z] S E |:<042 + 8L20'§ + 6p2> ‘|$k+1 — l'k|2:| + = ke

4

2
+E {m”yk — y4 (2) |I” + 6p*(|zppr — Zk”ﬂ :

Proof of Lemma|C.7} Based on the update of = : zj4+1 = z — o - GZ* (2, yg; 21, ), we have

E [llgz (zr, i) ]
=E [|Go(@k, yrs; 26) + Vo K (Tk, yo2k) — Go(@r, Yis 21) — p(@r — 21)[%]
< E [3||Go(@h, yrs 2) |> + 3| Ga(@hy yis 26) — VoK 2k, yrs 20) |” + 30% |2k — 21]|%]
3L%rid,
4

IN

3N
B | 2 llonr —anl? + 32l - sl +

3N 3L2rid,
< | (5540 s =l + 692l — | + 2R,

where in the third step we applied the relation

3N
B | 2 lon — o] = B [BNIGE (an, ) = E 316 (on. ).

For the term ||g, (@, yx)||?, we can get

E [llgy (zr, yr)|I°]
1

= @E [||yk+1 - yk||2]
2 2 2 2
< @E [lyrsr — v ()1 + @]E [y (z1) — l?]
8k? 2 L?r2d,
< —5E [lorr1 — zel?] + 5E [llys (zx) — well?] + —2
5 B 2
2 L?r2d,
= 8L*03E [[logt1 — zx®] + @E [y (21) = wiell*] + Tkv
where we applied Lemma in the third step. Finally, combining it with the bound on
E[||gz (2%, yx)||?] leads to the desired result. O

Step 2: Derive a bound on the one-step drift of potential function. We provide a bound on the
one-step drift in the following lemma.

Lemma C.8. Suppose the assumptions and conditions in Theorem hold. For any {xy, yk, 2k }
derived from ZOB-SGDA, we have

E (¢ — drt1]

1 1 p
SE| & ooz A, 2, P 2
> SaHx’““ zil|* + Sﬁ”yk Yt (2e) |7 + 8A/||Zie+1 2|l

T:

(21)
2] - L3ria?d,

—E | 24pylz*(zx) — 2y (2x), 21) N

Ts

BL%*r?d, L?rid,
— 12521/27“,%0%])7% — 8k — 8]1\6/'
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Proof of Lemma|[C.8] First, we provide the following lemma to characterize the descent in primal
steps.

Lemma C.9. Forany k > 0, we have

K(zk, yk; 26) — K(Trt1, Yht15 Zht1)

1 p+L+1 2 _L 2+ 2 ’
(1 prLet ~ L, ya _
. (a : ) zrs1 — 21 5 ke — yrrill” + 27||zk+1 2|l
L?r2d
+ (Vy K (Tht1,Yki k), Yo — Yr+1) — 8]1\} -

Proof of Lemma[C.9] By the update of z, we use the smoothness of K to get

K(wpq1, yrs 2x) — K (2, yrs 21)

+ L
< (VK (@, v ), st — k) + 2o [|aegr — a2
p+ L
= (G (Tr, Yrs 2k), Tht1 — Th) + [ET N
+ (VoK (r, Yk 26) — Go(Tks Ui 2k)s Tt — Th) (22)
+L+1 L?r2d,
<Gz (Tk, Yks 2k)s Th1 — Tk) + piﬂxkﬂ — zp|? + =
2 8N
1 p+L+1 ,  L*rid,
< ([ 2T =FT _
< ( a-i— 5 >|$Ck+1 x||* + SN

where in the second inequality we applied AM-GM inequality and the fact that only the entries of
Ty in 2g 41 — o) are nonzero. Similarly, we can use the L-smoothness of K (z, y; z) to get

K(@k41,Yri 26) — K(Tht1, Yr1; 25)
> (Vy K (Tht1, Yki 2)s Yo — Y1) — %Hyk-i-l — il (23)
Based on the update of z, we have
K (@pq1, Y1 2k) = K (ka1 Yot 15 2041) 2 %sz-&-l - Zk||2- (24)

Combining the results in (22)), (23), and (24) leads to the final result. O

We further provide the following two lemmas to characterize the one-step drift of d(y, z) and m(z)
in ZOB-SGDA. Their proofs follow from (Zhang et al., 2020, Lemma B.6 and Lemma B.7).

Lemma C.10. For any k, we have
d(yk+17 Zk+1) - d(yk7 zk))
Lq
> (Vy K(2(yr, 21), Yrs 2k)s Yht1 — Yk) — 7||yk+1 — yil)?

p
+ §<Zk+1 — 2y Zhp1 + 2k — 22 (Y1, Zhp1))-

Proof of Lemma[C.10} Using the smoothness of d(y, z) in y provided in Lemma we have
d(yk+17 Zk) - d(yk’ zk)

Lg
> (Vyd(Yrs 2k), Yet1 — Yk) — ?Hyk-&-l — yi|?

Lq
= (Vy K (2(ye, 2) yxs 2) yrsr = vk) = S5 [l = el

21
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where in the second step we used V,d(yx, 2) = Vy K (2(yx, 2k), Yx; 2x). Also, we have
A(Yr+1, 2k41) — d(Yr+1, 25)
= K(2(Yr+15 2k+1)s Y15 2k41) — K (@ (Y15 28), Yot 13 2)
> K(2(Yht1, 26+1)s Ukt 15 2hr1) — K (2 (Uka1s 241), Yht1; 25)

= Zlleers = mall? = 2z - 2

p
= §<Zk+1 — 2k, Zht1 T 26 — 20 (Y15 Zhg1))-

Finally, combining the above two inequalities leads to the desired result.

Lemma C.11. For any k, we have
m(zg+1) —m(2x) < g<zk+1 — 2ks k1 + 26 — 22(Y(2641), 21)),

where y(zx11) is an arbitrary element in ) (zp41).

Proof. Using Kakutoni’s Theorem, we have
m(z) = maxd(y, z) = d(y(2), 2).
yey
Therefore, we have
m(ze+1) — m(zk)

< d(y(zr41), 2k41) — d(Y(2h41), 28)

= K(x(y(2k+1)s 2k41)s Y(2041)5 2641) — K(2(Y(2541)5 2)5 Y(2141)5 28)

< K(2(y(2k+1); 2)5 Y(2k41); 2641) — K(2(Y(2k41)5 26), Y(2041)5 2)

p
= §<Zk+1 — 2k, Ze1 + 2k — 20(y(2611), 21)),

where in the first step and third step we used the definitions of y(z) and z(y, z), respectively. [

Now we can bound the one-step drift of the potential function. Using the results in Lemmas [C.9}

[CT0] and [C.1T} we have
Pk — P41

1 p+L+1 L+2Lg
> (225250 o -l - 22 - ?

p
+ 5||Zk+1 — 26 |I? + (Vy K (Trs1, Yks 25), Ykr1 — Yk

+ 2(Vy K(x(yr, 21), Ur; 2k) — Vy K (Tht1, Yr; 2k)s Yet1 — Yk)

T Lgr,%dm
+2p(2k+1 — 21)" (@(Y(2k41)s 2k) — T(Yrt1s 2r41)) — N

Using the property of the projection operator:

(Y1 — (yx + BV K(zk, ks 21))s Yer1 —y) <0,
for any y € ), and setting y = vy, we have

1
(Vy K (2r, yrs 21), Ykt1 — Yr) = B”yk-s-l — yell.
Therefore,

(VyK(Tht1, Yk 25), Yo1 — Yk)
= <VyK(xk7 Yk; zk)u Yk+1 — y}c> + <vyK($k+1, Yies Zk) — VyK(xk, Yk Zk:)7 Yk+1 — yk:>

1 L L
S - _ 2 L _ 2 L _ 2
> BHyk-i-l Ykll® = S lyerr = yrll” = S llzres — 2l

1 L L
= (ﬁ - 2) ||yk+1 - yk||2 - 5\\%“ - $k||27
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where the first inequality follows from AM-GM inequality and the smoothness of K. Then, we can
further get

Ok — Prt1
1 p+2L+1 1 P
> (5= 22 b -l + (5 = (04 L)) oo =l + L o - P
+ 2V K(2(Yr, 2), Yks 26) — VoK (Trt1, Yk; 2k), Ykt1 — Yk)
T L%‘idm
+2p(2k+1 — 2k)" (@(Y(2k41)s 26) — T(Yrt1s 2R41)) — N

(25)

Besides, we have

2p(zi1 — )" (2(y(zre1), 28) — T(Ykt1, 2841))
= 2p(zk41 — 2)" (@Y (2k41), 26) — 2(Y(2041), ZH41))
+2p(ze1 — 26) " (2(Y(241), 2k41) — T(Yhs1, 2h41)) (26)

> —2poi||zes1 — zkl” + 20(zes1 — 21) " (@(Y(2e41), 2kr1) — T(Yrs1, Zhe1))

\

p
> — 2poy||zes1 — 2l — a”zlﬁl — 2e)® = 6pYll e (Y (2e+1)s 241) — T(Wrr1s 2e40) |17,

where the second step follows from Lemma [C.2] and the third step follows from the AM-GM in-
equality. We also have the bound:
E [2(Vy K (2(yx, 21), Y 26) — VK (Thr1, Yrs 28)5 Yrr1 — Un)]
>E[- 2Lllxk+1 = @Yk, 26) |- lyktr — yill]
> E [~Lo3|lys+1 — yell® = Loz 2|21 — 2(yr, 20) 1]
SE[ L3r2a’d, 27

Lo |lyrs1 — yell® — 4Ll|zesr — 2] —

2
(\/N +alp— L))
L3r,2§a2dw
N )
where the first step follows from the smoothness of K(x,y;z) and the third step follows from

Lemmal|C.4] In the last step, we used the fact that p > L. Taking the expectation on both sides of
(23) and combining it with the bounds in (26) and (27), we can get

> E [~Lo3|lyrs1 — vkl — AL[|zkr1 — x]?] —

E [¢r — dr1]
1 +2L+1 1
SE|(=- -2 _yp |Zrar — k> + (5 — L —La— Loy ) |lyesr — vill?
o 2 B
(28)
+E K — %0 — p) 21 — sz}
2y 6y
L3r202d, L?%r?d,
-E [6P7||9C(3/(2k+1),2k+1) - w(yk+172k+1)|\2} - ];V - 8]@
Using the conditions S < min { T %}, we have
1
L+L;<6L<—
+Lg <6L< 26,
and
Lo? - LN tolp— L) _ 1
a?(p—L)? 4
Therefore, we have
1 1
Z _L—Lg—Lo?>—. 29
[3 d 03 = 4,8 (29)
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Using Lemma we have the bound on E[||yx11 — y&|/?]:
E [|lyk1 — yk||2]
>E 1 — 2 _ _ 2
= 2”yk Y+ (z)ll” = w1 — y+ (2e) |
1 52L2T2dw
> & [~ v a)l? = wllos —af?| - 5

As for the bound on E[||2* (zx11) — #(yk+1, 2k+1)|%], we have

E [ll2* (2k41) — 2 (Ykt1, 2641) 7]
<E 22" (zr11) — 2% (21) + 2" (21) — 2(y1(21), 28) |
+2[|2(y+ (21), 21) — T(Yrs1, 26) + Ykt 26) — T(Yrs1, zoe1) 7]
<E [4l2* (zk41) — 2" (z6) |12 + 4lla* (21) — 2(y1(2x), 28)|17]
+ E [4ll@(y+ (2)s 2) — 2 Wrt1, 20) 112 + A2 (Wrr1, 20) — 2(Yr1s 2641) 7]

< E [dofllzerr — zell* + 4ll2” (1) — 2(y+(21), 26) 7]

+ E [405 ly+ (2k) — Y41 l” + 407|121 — 2k11]?]

< E [807]1zrs1 — 2l + 4l|2* (2k) — 2(y+(2x), 1) |
+403 K| w1 — wl?] + 28°L*rio5dy,

where the first two steps follow from the Cauchy-Schwarz inequality and the last two steps follow
from Lemma[C.2]and [C.3] Combining the above two bounds with (29) and (28) leads to

E (¢ — drt1]
1 p+2L+1 K
>E [(a R S 4L — i 24p’}/0'§,‘€> lzkr1 — a:k||2}
1
Hq%m—mww+@fﬂm—w mMme—mﬂ

— E [24py)lz* (21) — 2 (y+ (21), 26 |1?]
BL?*rid, B L?rid,

L3ria?d,
— =k 19pvdyo2 B2l —
+10L+1 1 .
we have a < p+10L < 13L and === < -, Using the

o, . 1
Based on the condition o < STTOLTT
condition 8 < min __ @=L 1 e have
- 12L’ 4L(VN+a(p—L))2 )’

1 1
N 981262 + SBL < L < —.
15~ Wlest5h 8a

. " 1
Furthermore, using the condition v < 7aspg> We can get

o3k 1

KR
24 < =2 < —
p’YO'QKI 25 B 4o

Therefore, we have

1 p+2L+1 9 1
N — 24 > —.
N 2 4/3 Pr928 = 34

Using the condition v < 36, we have 2poy < 3p < 15 and 48pyoi < 3p < < 15-- Thus, we have

p p
— =2 - — —48 > —
2 DO 6’y ol .
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Then, we can combine the above results to get

E [¢r — 1)

1 1
>E|— —anl? + =y — 2
> E | gollein = el + g5l = v ()]

+§wﬁrwm2
. L3r2a2d,

—E [24py|la* (zk) — 2(y4(20), 26)*] — #

BL*r2d, 3 L?rid,

— 12pyB2L*rioad, — S SN

O

Step 3: Combine the above two bounds to get the convergence rate. Then, we are ready to prove
the final result. We consider two situations in : (1) %Tl <175, Q) %Tl > T5. In the first case,
we have

[

+ Pz — z?

1 2
——||Trt1 — k] +165||yk Y4 (21) 16+

16c
< 24yl (zr) — 2 (y+(21), 20) 1.

Letty = 384pD, %_ Then, using Lemma we have

lyk — v+ ()1
< 384pyBlla* (z1) — x(y4(2x), 21 ||
1+ BL + BLos

< 384p’yﬂDy6(p—_L)||yk =yt (z) s

which leads to ||yx — y+(2x)|| < t17y. Therefore, we can get

k41 — 2512
< 38493 |2* (2k) — @ (Y (20), 20) 1P
1+ AL+ BLoy
<3842 Dy———— |y — Y+ (2
B~ 1) lyx — y+(z1) |l
- tl’Y
B’

and
2pt1 — zil|?

< 384pary||a™ (k) — @ (y+ (), i) I

14+ pBL+ BLo
< 384p0¢’YDyB(p—_L)2”yk — y+(20) |

™

Combining the above three inequalities with Lemma|[C.7} we can get
1 K=l
— E 2
K 2 (g (@, yu)ll]

< +

B p? B 4K

K-1p
By v < ;{ and S5 ' 7 = L we can get £ S0 E [[lg(z, ui)]?] < O(%—k %),

which leads to
K-1 1
1 N I N N\*
< — — | = 7 .

k=0

Q‘Z i

87202 +6p2> at?y? 2192 6p*t3y 5L, Zk 0 rk
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In the second case, we have

1 2 2
F”xkﬂ oE|]® + 165”% — Y4 (z) |l

> 24py||lz*(zx) — z(y+(2x), 20) 1%
Then, according to (Z1)), we have
E[¢r — dri1]

1 DY
>E|— — a2+ 2420 — 2
> {16 [Er— 16Bllyk Yy (21) | 16||il%+1 2|

+ FH%H - z?

L3r2a2d, BL*r?d, L?rid,
— 7’}7 - 12ﬂ2L2riJ§p'ydx - 8k - SZI\CZ
StaLrid L3r2a2d BL*r2d L?r2d
> t-F 27 _ kP k T _192 2L222dx_ K2z k=x
> t:E [[lg(ak, yi)l|] 1 N B L7rio; 5 SN
where ¢ = min { Toa (X +81L2 o) 3—’82, ggp}' Consequently, we can obtain
(6% ? 173

E [¢r — ¢rt1] n 5L%r3d, N LPr}a?d,

E [llg(ze, y)|I7] <

t2 4 Nt2
N 1232 L%r}od, N BL?rid, L%idx.
t2 8t2 8Nt2

Taking the summation of the above inequality from £ = 0 to K — 1 leads to

1=
= Z E [llg(xr, ye)[1?]

k=0
< %_i 5L%d, Zk 0 7“1% LPa?d, Zli(:_ol P
- Kty 4K Nito K
N 1282 L203pydy, Yory' rk BL2d, S p ot r2 L2, e 2

t2K 8t2K SNt K

Substituting v = \/T and ZkK 01 r2 <1 3 into the above inequality, we can get

K-1
1 N
E [llo(os, y0)l1?] < ( K).

k=0

Finally, we have

1 K-1 N 3
o, Blls(re vl < 72 3 Ella(e pl] < ((x) )

s

which is the desired result and finishes the proof.

D PROOF OF LEMMA 5.1

We provide the definition of a critical KKT point below.

Definition D.1. We say a point z* is a critical KKT point of problem (1)) if ¢; (z*) < 0,Vj € J and
there exists y* € ) satisfying y* > 0 and

Y (j)ei(x™) =0,Vj € J, (30)
Veh(z®) + () Vac(z*) = 0. 31)

We restate Lemma [5.1] as follows.
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Lemma D.1. Suppose that (z,y) € R% x Y is a stationery point of f(z,y) satisfying ||g(z,y)| = 0
and y < 7. Then, x is a critical KKT point of problem ().

Proof of Lemma[5.1] Recall that ||g(z, y)|| = 0 for some (z,y) € R% x Y implies that

(S0 = (ws w-rels %, rma)

_ ( Voh(z) +y" Vac(z) )
(1/8) (y = Py [y + Be(2)))
=0.

The first condition V,h(x) + yT'V,c(z) = 0 implies directly. The second condition implies
that y — Py [y + Be(x)] = 0. Then, due to that y < g, one of the following two cases holds: (1)
c(z) = 0;(2) y = 0 and ¢(x) < 0. Both cases can lead to ¢(z) < 0 and (30).

O

E DETAILED EXPERIMENTAL SETTINGS

E.1 PROBLEM FORMULATION

We consider a classic energy management problem in power systems called load curtailment. In this
problem, a load aggregator tries to coordinate the loads of multiple users within a distribution net-
work to meet the load requirements imposed by the higher-level grid operator. On the one hand, the
aggregator needs to ensure that the total power injection into the network satisfies a constraint tied
to a reference load. On the other hand, the operational costs associated with users’ load adjustments
should be minimized to maintain a satisfactory consumer experience.

Mathematically, denote € R% as the power load of multiple users. Let D denote the reference
load received from the grid operator, which imposes a constraint on the distribution network’s net
power exchange with the main grid. The power injection of the distribution network is not simply
the sum of users’ loads but is determined by nonlinear power flow dynamics. Denote the dynamics
as a function of the load levels of multiple users p.(x) : R% — R. In our formulation, p.(z) is
viewed as a black box, provided that the topology and parameters of the distribution network are
unattainable. That means we can only observe the total power consumption p.(z) of a distribution
network given the power load x of users.

We apply the 141-bus distribution network model as the nonconvex black box (shown in Figure [3))
(Khodr et al.|, [2008). We consider the following problem with d, = 168:

min h(z) = Z ci(z(i)) + p(x),
ver i€[168) (32)
s.t.pe(r) <D, x € X = [z,7],

where ¢; : R — R is the cost function of user i and defined as ¢;(z(7)) = a;z%(i) + b;x(i).
p(z) : X — R is the penalty term when the voltage is out of the standard region and formulated as

p(z) = Z (max(vj(z) — 7, 0)? + max(v — v;(z), 0)2) .
jel141]

Here v;(x) denotes the voltage of the jth node when the power load of the distribution network is z,
and v, v represent the lower and upper bounds of the voltage. v; : R'®® — R, Vj is also a black-box
mapping with only the function value observable. Therefore, the objective and constraint functions
in problem (32)) are both non-analytical.

E.2 PARAMETERS SETTING

In our numerical simulation, z is also set to 0, and 7 is the nominated load level from the origi-
nal 141-bus system. The coefficients of cost functions, a; and b;, are randomly sampled from the
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Figure 3: 141-bus distribution network.

intervals (0.5,1.5) and (0,5), respectively. For the voltage penalty, we set v = 0.96 p.u. and
v = 1.04 p.u.. The total load to be curtailed is set to 0.15 p.u. = 1500 kW. In addition to
testing our proposed algorithms, we also compare them with three other algorithms, ZO-MinMax
(Liu et al.} 2020b), ZO-AGP (Xu et al., [2024), and stochastic zeroth-order constraint extrapolation
(SZO-ConEX) (Nguyen & Balasubramanianl 2023). For all tests, we compute ||g(zx, yr)|| as the
stationarity measures. The constraint violation is measured by p.(x) — D. In Table 2] the relative
error is computed by (h(zy) — h*)/h* based on the optimal objective function value h* = 0.3841.

For ZOB-GDA, we consider four scenarios with batch sizes b = 1,10, 50, 168, where the step
sizes are set as a = 0.03,0.025,0.005,0.00035 and 8 = 0.01c, respectively. For ZOB-SGDA,
we set p = 10 and v = 0.3, and adopt the same batch-size scenarios and corresponding step
sizes as ZOB-GDA. For the benchmark algorithms, ZO-MinMax is implemented with « = 8 =
5 x 1075; since it involves constraint-handling techniques, we adopt a decaying penalty parameter
§x = min(50/k,0.1). For SZO-ConEx, we set « = 3 = 5 x 1075. For ZOAGP, we choose
a = B = 0.00035. We set the maximum iteration steps as K = 20000. For the smoothing radius,
ZOB-GDA, ZOB-SGDA, and ZOAGP use r;, = min(1071/(k!2),2 x 10~*), while SZO-ConEx
and ZO-MinMax use 7, = min(10~2/(k+4000)*!, 1 x 10~°) All the parameters are selected with
the best performance among multiple settings. All experiments are conducted on a MacBook Pro
laptop equipped with an Apple M1 Pro SoC (10-core CPU: 8 performance cores and 2 efficiency
cores) and 16 GB of unified memory.

E.3 NUMERICAL RESULTS FOR NOISY CASES

In this subsection, we further test our proposed algorithms, ZOB-GDA and ZOB-SGDA, under
noisy observations to validate their robustness. The observed values of p.(x) are perturbed by addi-
tive Gaussian noise with zero mean and a standard deviation of 5 kW. In noisy cases, the smoothing
radius is set as r, = min(400/(k'2),4 x 10~3), while all the other parameter settings remain
unchanged as in the noise-free cases. Each algorithm is tested with 20 runs, and the average per-
formance is presented in Figure [d] The average number of queries required to generate solutions
with different qualities is summarized in Table [3] The results show that our algorithms also ex-
hibit satisfactory performance in noisy cases without degrading significantly, which demonstrates
the robustness of our methods.
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Figure 4: Performance of ZOB-GDA and ZOB-SGDA under noisy observations. (a), (b), and (c)
present the objective function value, constraint violation, and stationarity measure of ZOB-GDA.
(d), (e), and (f) present the corresponding results for ZOB-SGDA.

Table 3: Average numbers of iterations and queries required to generate solutions with certain levels
of relative errors and zero constraint violation under noisy observation.

10% 1% 0.1%

Relative error Iteration Complexity Iteration Complexity Iteration Complexity
b=1  680.8 1361.6 12633 25266  1816.75 36335

b=10  75.05 825.55 139.25  1531.75 19455  2140.05

ZOBGDA  p=50  21.65 1104.15 60.65 3093.15 97.05 4949.55
b=168 519 8771.1 194.8 329212 25525  43137.25

b=1 6874 13748  1282.15 25643 193735 38747

b=10  76.95 846.45 141 1551 191.05  2101.55
ZOB-SGDA ~ p=50 218 1111.8 61.6 3141.6 101.2 5161.2

b=168  52.25 8830.25 196.65 33233.85 257.25 43475.25

29



	Introduction
	Main Contributions

	Preliminaries
	Assumptions and Stationarity Measure
	Zeroth-Order Gradient Estimation

	Zeroth-Order Block Gradient Descent Ascent
	Algorithm Design
	Convergence Results of ZOB-GDA

	Zeroth-Order Block Smoothed Gradient Descent Ascent
	Algorithm Design
	Convergence Analysis of ZOB-SGDA

	Discussions
	Numerical Simulations
	Conclusion
	Related Work
	Proof of Theorem 3.1
	Proof of Lemma B.1
	Proof of Lemma B.2
	Proof of Lemma B.3

	Proof of Theorem 4.1
	Supporting Lemmas for Theorem 4.1
	Formal Proof of Theorem 4.1

	Proof of Lemma 5.1
	Detailed Experimental Settings
	Problem Formulation
	Parameters Setting
	Numerical Results for Noisy Cases


