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Figure 1: We propose a new 3D editing pipeline, Pro3D-Editor, which achieves consistent and precise
local editing of 3D objects: our method supports iterative editing of 3D objects (top), handles diverse
local edits on the same 3D object effectively (mid), and demonstrates strong editing capabilities
across various 3D objects (bottom).

Abstract

Text-guided 3D editing aims to precisely edit semantically relevant local 3D re-
gions, which has significant potential for various practical applications ranging
from 3D games to film production. Existing methods typically follow a view-
indiscriminate paradigm: editing 2D views indiscriminately and projecting them
back into 3D space. However, they overlook the different cross-view interdepen-
dencies, resulting in inconsistent multi-view editing. In this study, we argue that
ideal consistent 3D editing can be achieved through a progressive-views paradigm,
which propagates editing semantics from the editing-salient view to other editing-
sparse views. Specifically, we propose Pro3D-Editor, a novel framework, which
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mainly includes Primary-view Sampler, Key-view Render, and Full-view Refiner.
Primary-view Sampler dynamically samples and edits the most editing-salient view
as the primary view. Key-view Render accurately propagates editing semantics
from the primary view to other key views through its Mixture-of-View-Experts
Low-Rank Adaption (MoVE-LoRA). Full-view Refiner edits and refines the 3D
object based on the edited multi-views. Extensive experiments demonstrate that our
method outperforms existing methods in editing accuracy and spatial consistency.
Project Page: |https://shuoyueli4519.github.io/Pro3D-Editor.

1 Introduction

Text-guided 3D editing 1, 2 13| 14} 5 6] aims to precisely edit specific local features of a given 3D
object based on the text guidance while preserving all other text-irrelevant features. Recently, this
task has attracted significant attention as it facilitates diverse and personalized 3D asset synthesis,
bringing various practical applications ranging from 3D games to film production. Unlike the well-
studied 2D editing [[7, 18,19} [10], text-guided 3D editing presents greater challenges as it demands a
comprehensive understanding of real-world 3D structures to achieve both inter-view consistency (i.e.,
ensuring coherent appearance across views) and intra-view discrimination (i.e., enabling distinctive
and view-specific edits for each view).

Existing methods focus on lifting editing semantics from the 2D image plane to the 3D spatial
space, which can be categorized into two streams, i.e., the iterative single-view stream and the
parallel multi-views stream. The former stream [1, [11} 2] iteratively refines the 3D representation
by leveraging gradients from individual view images until the 3D object is well-aligned with the
textual guidance, as shown in Fig. 2] (a). For example, Vox-E [[I1] uses a pre-trained text-to-image
diffusion model to obtain each view’s gradients and then repeatedly update the 3D object. The
latter stream [3| 14} 15| |6] simultaneously edits multiple rendered images from fixed viewpoints and
subsequently propagates these modifications onto the 3D object, as illustrated in Fig. [2(b). For
example, PrEditor3D [3] employs prompt-to-prompt image editing to modify rendered multi-view
images from fixed viewpoints, and then update the 3D objects. In summary, the commonality of both
streams is that they are view-indiscriminate, i.e., each view of the 3D object is edited indiscriminately.

However, the existing view-indiscriminate paradigm overlooks the different cross-view interde-
pendencies induced by different editing instructions and therefore leads to view-conflicts, resulting
in inconsistent 3D editing. Naturally, each view of the 3D object shows different editing salience
depending on the editing instruction. For instance, "adding glasses" to a 3D character primarily
affects its frontal view with minimal impact on its rear one, while "adding a ponytail" conversely.
Therefore, the cross-view interdependence manifests as the editing interdependence across views,
where an "editing-salient" view is more effective in guiding an "editing-sparse" one, while the reverse
can only provide insufficient guidance and therefore lead to view-conflicts. As shown in Fig. 2(d),
the existing iterative single-view stream indiscriminately samples a random view to edit at each
step, disregarding its editing salience, result in view-conflicts where both the front and back views
erroneously display a cat face (highlighted by the red bounding box). Meanwhile, as shown in
Fig.[2(e), the existing parallel multi-view stream indiscriminately samples several fixed views and
edits each indiscriminately, ignoring the varying semantic salience of different views with respect
to the editing instruction, thereby leading to conflicts among these edited views, such as a pizza
appearing in the frontal view but disappearing its rear one (highlighted by the red bounding box).

To address these challenges, we propose a novel progressive-views paradigm, which progressively
samples and edits views from editing salient to sparse, enabling a consistent and smooth editing
process for arbitrary 3D objects and editing instructions. Compared with the iterative single-view
stream, our paradigm edits views in descending order of salience, avoiding the conflicts caused by
random view sampling (highlighted by the blue bounding box in Fig. 2Jd)). Compared with the
parallel multi-view stream, our paradigm first edits the salient views and then uses them to guide
further sparse view editing, avoiding the conflicts caused by indiscriminately editing multiple views
in parallel (highlighted by the blue bounding box in Fig. 2] (e)).

Technically, we propose a novel progressive 3D editing framework termed Pro3D-Editor, which
constructs a hierarchical "primary-view — key-views — full-views" editing pipeline based on the
dynamic editing salience across different views. Specifically, the Pro3D-Editor consists of three
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Figure 2: We propose a novel editing paradigm (top) for text-guided 3D editing. Compared with
existing paradigms, it achieves spatial consistency in edited regions (d) and mitigates feature conflicts
across views (e). Moreover, our paradigm enables more precise local 3D editing.

successive modules: (1) Primary-view Sampler module dynamically samples and edits the most
editing salient view as the primary view by calculating the salience score between each view and the
editing signal, which is further linearly extrapolated with its corresponding negative view to amplify
accuracy. (2) Key-view Render module takes the edited primary view as the anchor and propagates
its editing semantics to other key views. This is achieved through a novel Mixture-of-View-Experts
Low-Rank Adaption (MoVE-LoRA), which learns feature correspondences from the primary view
to the remaining key views while blocking reverse learning to avoid conflicts. (3) Full-view Refiner
module repairs numerous newly rendered views to refine the edited 3D result, which is achieved by
fusing the editing information from the edited key multi-views.

Our main contributions are summarized as follows: (1) Concepts. We introduce a progressive-views
paradigm for consistent and precise 3D editing by propagating the editing semantics from editing-
salient views onto editing-sparse views. (2) Technology. Based on the proposed paradigm, we design
a pipeline called Pro3D-Editor. In this pipeline, the Primary-view Sampler dynamically samples
the most editing-salient view by calculating salience scores. The Key-view Render captures feature
correspondences from the editing-salient view to the editing-sparse views while blocking reverse
learning to avoid conflicts. The Full-view Refiner repairs numerous newly rendered views to provide
additional 3D structural information, refining the edited 3D regions. (3) Experiments. Extensive
experimental results demonstrate that Pro3D-Editor surpasses current methods, achieving a 47.4%
improvement in LPIPS (editing quality) and a 9.7% improvement in DINO-I (editing accuracy).

2 Related Works

Multi-View Generation Models generate multi-view images guided by a single 2D input. Trained
on large-scale 3D datasets [[12, [13]], multi-view diffusion models [14} 13 [16} 17, (18] [19] 20, 21]]
effectively capture the spatial relationships across multi-views. Zero-1-to-3 [22] first encodes external
camera parameters to generate multi-view images from specified perspectives. MVDream
introduces multi-view attention mechanism to extend self-attention mechanism to 3D, improving
spatial consistency across multi-views. Building on these, we propose fine-tuning models to better
align features between the primary and other views, enabling precise and consistent regional multi-
view editing.
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Figure 3: Method overview. Given a 3D object represented by 3DGS, Pro3D-Editor achieves precise
3D editing, which includes three main steps: (a) Primary-view Sampler selects and edits the most
editing-salient view as the primary view. (Sec.[3.1I); (b) Key-view Render accurately propagates the
editing information from the primary view to local regions of the remaining key views. (Sec.[3.2); (c)
Full-view Refiner edits and refines the 3D object based on the edited multi-views. (Sec. @)

3D Reconstruction From Multi-Views aims to generate 3D objects from given images, which can be
naturally extended to the 3D editing task. Mainstream 3D representations include NeRF, triplane, and
3D Gaussian Splatting (3DGS). NeRF [24, 25]] encodes 3D scenes implicitly with MLPs trained on
dense views. Triplane models [26, 27} 28 |29} 130} |31] represent features on orthogonal planes. 3DGS
[32,133]] explicitly models 3D objects as collections of Gaussians, iteratively refined with multi-view
supervision. In 3D editing, it is crucial to modify only the edited regions. Implicit methods like NeRF
and triplane struggle with this, whereas the iterative nature of 3DGS makes it especially suitable.
Therefore, we use 3DGS as our editing representation.

3 Method

The pipeline of Pro3D-Editor is shown in Fig. 3] including three main modules: Primary-view
Sampler, Key-view Render, and Full-view Refiner. Primary-view Sampler is designed to sample and
edit the primary view for subsequent multi-view editing (Sec.[3.T). Key-view Render is designed
to accurately propagate the editing semantics from the primary view to other key views, achieving
precise multi-view editing (Sec. [3.2)). Full-view Refiner repairs numerous newly rendered views by
fusing the editing information from the key views, which helps address the fragmentation issue in
sparse-views guided 3DGS editing and achieve high-quality 3D editing(Sec. [3.3).

3.1 Primary-view Sampler

Primary-view Sampler selects the most editing-salient view (i.e., the one with the richest editing
information) as the primary view and edits it. When editing multi-views, the fine-tuned multi-view
diffusion model propagates the editing information from the primary view to the remaining key views.
Therefore, the choice of the primary view significantly affects the quality of the final editing results.

As shown in Fig. E_] (a), the 3D object is first rendered into a continuous 360° surrounding video,
denoted as I, € RF>*H*W 'where F represents the number of rendered images, W and H represent
the width and height of rendered images. The frames are then fed into the Multimodal Large Language
Model [34]] to obtain descriptive text y for the original 3D object. And the user-provided editing
text is denoted as y.. Our Primary-view Sampler evaluates each rendered image by considering the
relationships among ys, Y., and I, assigning a score to each image. The rendered image with the
highest score is selected as the primary view for the entire 3D editing pipeline.
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Figure 4: Score distribution of Primary-view Sampler. It automatically selects the most editing-
salient view as the primary view based on the given 3DGS object and user-provided editing prompt.
When editing a tail, the scores exhibit a reasonable bimodal distribution, peaking at the side views.
When editing the dress, the scores show a reasonable unimodal distribution, peaking at the front view.

Primary-view Sampler focuses on two aspects. First, the selected view should align well with the
text, ensuring high editing information density. Propagating edits from editing-salient views to
editing-sparse views helps reduce feature conflicts across views. Second, the relative views at 135°
and 225° azimuth angles with respect to the primary view should contain minimal information,
serving as a penalty term. This is because the fine-tuning data for the multi-view generation model
includes six fixed-perspective rendered images, with the azimuth angle of the first view set at 0°, and
the remaining five views at 45°, 90°, 135°, 180°, and 225°, respectively. The lack of views at 135°
and 225° means less information on the back side during 3D editing. If these missing views contain
significant editing information, it can greatly reduce the quality of the final 3D edit.

Given the above considerations, the scoring formula of Primary-view Sampler can be expressed as:

score’ <= P(Ic,ys)" + P(Ie,ye)" — a x (P(Ie,ys, ye)” + P(Ic,ys,ye)?), 4))

where P (I, ys)" = softmax(CLIP(I., ys))*, softmax transforms these CLIP similarities into probabil-
ities for selection and i represents the i-th view. P (I, y.)* = softmax(CLIP(I, y.))". P(Ic,ys, Ye)?
= P(I.,y.)? - P(I.,ys)?. p and q represent the views at relative angles of 135° and 225° with
respect to the i-th view. « is a hyperparameter that controls the weight allocation.

Primary-view Sampler selects the highest-scoring rendered image as the primary view, denoted as
c; € RVXW gubsequently, a 2D editing model edits this primary view based on the provided
editing text, generating the edited image c, which serves as the edited primary view for subsequent
multi-view editing. As shown in Fig.[d] the Primary-view Sampler is capable of selecting the most
editing-salient view and exhibits reasonably low scores on editing-sparse views.

3.2 Key-view Render

Under the guidance of the edited primary view ¢, obtained from Sec. 3.1} Key-view Render accurately
propagates editing information from the primary view to local regions of the remaining key views.
To ensure accurate editing region control and feature consistency in edited regions, we introduce
improvements to both fine-tuning and inference stages of the multi-view diffusion model. In the
fine-tuning stage, we design a Mixture-of-View-Experts Low-Rank Adaption (MoVE-LoRA) to
capture feature correspondences from the primary view to the remaining key views, which accurately
edits the semantically consistent local regions of the remaining key views based on the editing
information from the primary view. In the inference stage, we adopt a two-stage inference strategy to
further enhance feature consistency within edited regions.



3.2.1 Mixture-of-View-Experts Low-Rank Adaption

Our Mixture-of-View-Experts Low-Rank Adaption (MoVE-LoRA) is introduced as an additional
trainable component to fine-tune the backbone. It is designed to capture feature correspondences
from the primary view to the remaining views, laying the foundation for accurate multi-view editing.

As shown in Fig. E] (b), our multi-view generation backbone [35]] contains a parallel attention module
with three components: image cross-attention, multi-view attention, and spatial self-attention. Among
these attention components, only the multi-view attention focuses on the feature correspondence
between multi-view images. To capture accurate corresponding features from the primary view to
the remaining views, we utilize the LoRA [36]] structure exclusively within the multi-view attention.
However, since each view exhibits distinct feature correspondences with the primary view, sharing the
same LoRA weights across multi-view images can lead to feature entanglement, thereby hindering
accurate feature alignment across views. To address this, we design MoVE-LoRA to decouple the
feature correspondences among multi-views.

The detail of MOVE-LoRA is shown in Fig. [3[(d). A shared matrix A € R™*? is designed to capture
the features of the primary view, where d denotes the number of channels in the image latent and r
denotes the low-rank dimension. Different matrices B; € R?*" represent different expert models,
which are used to capture the distinct feature correspondences between each view and the primary
view, decoupling the features among multi-views. The forward process can be expressed as:

M
y=Wox + ) BiAuw;, @
i=1

where Wy denotes the Linear layers in the attention module. M denotes the number of experts,
which is set to be equal to the number of multi-views. & denotes the multi-view image latents.

Specifically, the matrix A is updated via backpropagation solely from the primary view, without
any gradient contributions from the remaining key views. This design encourages the matrix A to
learn the intrinsic features of the primary view and facilitates each matrix B; to capture the feature
mappings from the primary view to the remaining key views.

In the multi-view diffusion model fine-tuning, the selected view ¢; from Primary-view Sampler and
user-provided editing prompt y. serve as conditional inputs to the denoiser €g(-). Then, with the
viewpoint of the primary view set as the 0° azimuth, we render the remaining five key views. These
six images are finally used as fine-tuning data to train our MoVE-LoRA, enabling it to capture feature
correspondences from the primary view to the remaining key views. Our MoVE-LoRA structure is
trained by mean-squared loss:

L= E ||€_69(zt’t7y6’ci)”§’ 3)

z,€,t

where € denotes unscaled noise and ¢ denotes denoising timestep.

3.2.2 Two-Stage Inference

While the fine-tuned multi-view diffusion model with MoVE-LoRA captures disentangled feature
correspondences, it also learns redundant features in edited regions, compromising feature consistency
across views. To mitigate this issue, we propose a two-stage inference approach, retaining the inherent
spatial understanding capability of the backbone model when generating edited features.

The edited primary image ¢, guides the fine-tuned multi-view diffusion model to generate multi-view
images. The editing regions in these generated views precisely correspond to those in the primary
view. However, the redundant features may interfere with the generated views, resulting in spatially
unreasonable edits. To address this, we first obtain multi-view editing masks M, € REXH W
by comparing generated results with the original multi-view images. These masks represent the
local editing regions that the multi-view diffusion model deems semantically relevant. Then, we
incorporate these masks into the inference process to perform a second round generation, better
preserving the backbone’s inherent spatial understanding capability.

In the second round of generation, the multi-view editing masks are applied within the multi-view
attention layer to conduct a fusion operation. This specific procedure is formulated as:

z = ((1 — A) X MA(Z) —+ )\ X MAMOVE-LORA(Z)) ® Me + MAMOVE—LORA(Z)) ® (1 — Me)~ (4)



Table 1: Quantitative comparison with existing methods. Pro3D-Editor achieves the best perfor-
mance in terms of both editing quality and precise manipulation of targeted 3D object regions.

Methods editing quality editing accuracy
FID | PSNR 1  LPIPS | FVD | CLIP-T1t DINO-I 1

Tailor3D 139.53 12.39 0.323 1056.4 0.279 0.701

MVEdit [3]] 176.64 13.99 0.362 1748.7 0.298 0.741

3D-Adapter [4] 160.49 13.11 0.356 1236.7 0.292 0.726

LGM [38] 85.12 16.85 0.192 685.6 0.299 0.846

Ours (naive) 107.94 16.44 0.196 774.8 0.285 0.823

Ours (Pro3D-Editor) 63.99 22.01 0.101 449.9 0.304 0.928
Improvement A248% A306% A474% A344% Al1T% A 9.7%
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Figure 5: Qualitative comparison with existing methods. LGM and Tailor3D fail to preserve the
original features, such as the shoes of a little girl doll. MVEdit inconsistently edits a new face on the
back of the head. In comparison, Pro3D-Editor achieves accurate and spatially consistent 3D editing.
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Here, z € R6xhxw represents the multi-view latents, with i and w as height and width. MA denotes
the multi-view attention layers in the backbone, while MAyovE-Lora denotes the fine-tuned versions
of these layers. M, denotes the binary mask of the edited regions.

In summary, we establish accurate feature correspondences across multi-views through MoVE-LoRA
and further enhance the feature consistency via a two-stage inference strategy. These edited key
multi-view images serve as supervisory views for the subsequent Full-view Refiner.

3.3 Full-view Refiner

Under the guidance of the edited key images I, obtained from Sec. our Full-view Refiner is
designed to perform iterative editing of 3DGS objects and refine the edited 3D regions.



Similar to the past studies [39}40] in the field of text-driven 3D scene editing, we directly project
the edited key multi-views back into 3D space to achieve precise modifications in localized 3D
regions. However, the discreteness and unstructured nature of 3DGS make it challenging to achieve
high-quality editing solely based on sparse views, often leading to fragmented outcomes in edited 3D
regions. Inspired by the field of sparse-views 3DGS reconstruction field [41], Full-view Refiner fuses
the edited key multi-views to repair the newly rendered views, thereby obtaining more structured 3D
information to help overcome the fragmentation issues in edited 3DGS.

First, we iteratively optimize the existing 3D object O under the guidance of I to obtain the
preliminarily edited 3D object O;. While O; preserves the original 3D features, it still exhibits
fragmentation in the edited regions. Then, to repair fragmented editing regions, we utilize the
multi-view images I,. rendered under O; from the viewpoints corresponding to I, and high-quality
images I to fine-tune a repair module. The backbone of the repair module is a 2D diffusion model.
During the training process, we add noise € to I, and get noised latents zg. The rendered degraded
images I, serve as the guidance condition to the denoising process. The loss function is defined as:

Erepair :ZIEJtHE_69(Z1567t;yt71-7‘)”37 (5)

where y; denotes an object-specific prompt, ¢ denotes denoising timestep.

The fine-tuned repairing module can learn how to generate structurally coherent views from degraded
images. Finally, we render a large volume of images from novel viewpoints under the 3D object
01, which are then repaired by the fine-tuned model to provide additional 3D structural information
for the edited regions. These numerous repaired novel views serve as the training data for iterative
updates of Oy, ultimately yielding a structured, high-quality 3D editing result O,.

4 Experiments

4.1 Experimental Setups

Implementation Details. The weighting coefficient « in the Primary-view Sampler is set to 0.5. For
the MoVE-LoRA, the rank of the shared matrix A is set to 32. The number of expert matrices B;
is set to 6. The weighting coefficient A in the two-stage inference stage is set to 0.5. We employ a
leave-one-out strategy, updating the 3DGS object using the edited multi-views by iteratively leaving
out one view and training on the remaining views for 10k steps. Then we employ ControlNet-Tile
as the base of the Full-view Refiner, injecting LoRA into all attention layers with rank = 64, and
fine-tune it for 1800 steps with a learning rate of 1e-3. Finally, we continue updating the 3DGS object
for an additional 10k steps. The entire editing process is trained on an A100 GPU for about 1.5 hours.

Evaluation. Our evaluation 3D dataset contains 6 objects and 15 editing prompts. To construct the
evaluation image dataset, we render 72 views for each edited object by sampling azimuth angles every
5°. We evaluate our method and the baselines from two aspects: (1) Editing quality: FID [42], PSNR,
LPIPS, FVD [43]], and the texture details score from GPTEval3D [44]]. (2) Editing accuracy: CLIP-T
[45]], DINO-I [46], the 3D plausibility score and the text-asset alignment score from GPTEval3D.
Detailed explanations of the evaluation metrics are provided in Appendix A.

4.2 Main Results

In this section, we compare Pro3D-Editor with state-of-the-art methods (MVEdit [3]], 3DAdapter [4],
Tailor3D [37], and LGM [38]]) using qualitative and quantitative analyses. For a fair comparison, the
multi-views for Tailor3D and LGM are from our method. More details are provided in Appendix A.

Quantitative results. As shown in Tab. [l our method outperforms existing baselines in both 3D
editing quality and editing accuracy. Compared with existing methods, Pro3D-Editor achieves a
47.4% improvement in editing quality (LPIPS) and a 9.7% improvement in editing accuracy (DINO-I).
Additionally, as shown in Fig. [f] our editing results are highly likely preferred by GPTEval3D in
terms of text-asset alignment, 3D plausibility, and texture details.

Qualitative results. Fig. [5] shows a qualitative comparison between Pro3D-Editor and existing
methods. Our method is capable of producing editing results with finer details. In contrast, baselines
like Tailor3D exhibit inferior editing quality, such as the girl doll’s dress. Our method also ensures
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Figure 6: Quantitative comparison using GPTEval3D [44]]. The blue segments indicate the selection
rate of Pro3D-Editor, while the orange segments represent that of the baseline. A higher selection
rate indicates better editing performance of the corresponding method.

Table 2: Ablation Studies of essential modules. Compared with the naive method (ID-0), introducing
Primary-view Sampler (ID-1) enhances the alignment between the edited 3D objects and the editing
prompts. Introducing MoVE-LoRA (ID-2) ensures spatial consistency in the edited regions. Full-view
Refiner (ID-3) significantly improves the editing quality, with a 10.6% gain in the LPIPS metric.

ID Settings LPIPS | CLIP-T 1 DINO-I
0 naive method 0.196 0.285 0.823

1 0 + Primary-view Sampler 0.118 0.300 0.875

2 1 + MoVE-LoRA 0.113 0.302 0.879

3 2 + Full-view Refiner 0.101 0.304 0.928

spatial consistency in the edited regions, while baselines like MVEdit often generate spatially
inconsistent objects, such as facial features on the back of the head. Furthermore, our method
accurately edits semantically relevant local regions, which the baselines fail to achieve.

4.3 Ablations

To evaluate the effectiveness of our proposed paradigm and the essential components in improving
consistency and quality, we conduct extensive ablation experiments. It is important to note that
the quantitative metrics used in these experiments are based on 2D image evaluations, which have
certain limitations. Specifically, some spatial inconsistencies and structural discontinuities that are
clearly noticeable in 3D space may lead to only minor numerical differences when projected into
2D space, making them difficult to detect through 2D metrics alone. Therefore, to provide a more
comprehensive assessment, we provide additional visualizations in Appendix B.

Effectiveness of progressive-views paradigm. As shown in Fig. 5] we first explain our naive method,
which uses fine-tuning for 3D editing. It replaces our Primary-view Sampler with a random sampling
of the primary view, substitutes MoVE-LoRA with the simplest LoRA structure where all views
share the same LoRA, and removes our Full-view Refiner. By comparing our Pro3D-Editor with
this defined naive method, we demonstrate that it is our proposed progressive-views paradigm that
ensures high-quality and accurate text-guided 3D editing, rather than the fine-tuning approach itself.
Compared with the naive method, Pro3D-Editor achieves a 48.5% improvement in the LPIPS metric
(editing quality) and an 12.6% improvement in the DINO-I metric (editing accuracy).

Effectiveness of Primary-view Sampler. As shown in Tab. [2] compared with the method with a
random sampling of the primary view (ID-0), introducing the Primary-view Sampler achieves a
5.3% improvement in the CLIP-T metric, which demonstrates that Primary-view Sampler effectively
enhances the alignment between the edited 3D objects and the editing prompts.

Effectiveness of MoVE-LoRA. As shown in Tab. 2| compared with the method without MoVE-LoRA
(ID-0), introducing MoVE-LoRA (ID-1) enables precise control over the edited regions and achieves
an improvement on the DINO-I metric. As shown in Fig.[7} we provide visual examples to better
demonstrate the effectiveness of MoVE-LoRA. The front view serves as the primary view in this case.
Without any fine-tuning, the back view lacks precise control over the edited regions. When shared
LoRA employs the same matrices A and B for all views, it fails to preserve spatial consistency in
the edited regions (i.e., the ears are lengthened in the front view but appear shorter in the back view).
In contrast, our proposed MoVE-LoRA achieves precise and spatial consistent local 3D editing.



original object w/o fine-tune w/ shared LoRA w/ MoVE-LoRA
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Figure 7: Ablation Studies of MoVE-LoRA. The edited multi-views generated with the MoVE-
LoRA exhibit the most precise 3D local editing and superior spatial consistency in the edited regions.
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Figure 8: Ablation Studies of Full-view Refiner. Full-view Refiner mitigates structural fragmentation
and blurriness, which are caused by directly applying sparse multi-view edits to existing 3D objects.

Effectiveness of Full-view Refiner. As shown in Tab. Q compared with no Full-view Refiner (ID-2),
introducing this module (ID-3) achieves a 10.6% improvement on the LPIPS metric, indicating
enhanced perceptual quality. As shown in Fig.[8] when the edited multi-views are directly used to
update the existing 3DGS objects, the edited 3DGS objects exhibit noticeable fragmentation and
structural discontinuities (e.g., the nose of a pig and the mask of a doll). In contrast, with Full-view
Refiner, the edited 3D objects demonstrate greater structural continuity and improved detail.

5 Conclusion

In this paper, we propose a novel progressive-views paradigm to achieve consistent and precise
text-guided 3D editing. Specifically, we design a corresponding pipeline Pro3D-Editor, which
dynamically edits the most editing-salient view and propagates its editing semantics to other key views.
Extensive experiments show our method outperforms the existing methods in spatial consistency
and editing accuracy, demonstrating strong potential for 3D asset manipulation applications. More
discussion about limitation and broader impacts are available in Appendix C.
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paper’s contributions and scope?
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Justification: In the abstract and introduction, we outlined the contributions and scope of our
work, including the proposal of a novel progressive-views paradigm for achieving consistent
and precise text-guided 3D editing. This claim is thoroughly supported in the main body of
the paper through detailed method descriptions and comprehensive experiments.
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e The answer NA means that the abstract and introduction do not include the claims
made in the paper.
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contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.
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are not attained by the paper.
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Justification: The limitations of our approach are discussed in the supplementary material.
Specifically, we acknowledge that the fine-tuning strategy adopted in our method introduces
considerable computational overhead and increases processing time. Moreover, since our
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address problems of privacy and fairness.
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Justification: The paper does not include any theoretical results, such as theorems, formal
statements, or mathematical proofs.
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» The answer NA means that the paper does not include theoretical results.
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by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
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of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Our paper proposes a novel 3D editing paradigm based on a fine-tuning
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and evaluation metrics. These details are sufficient for other researchers to reproduce the
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released at this time, the methodology and experimental setup are clearly documented to
support reproducibility.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.
While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.
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(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:

Justification: The code and validation dataset are not publicly available at the time of
submission. Nevertheless, the paper provides detailed descriptions of the methods, training
procedures, and data preparation steps to facilitate reproducibility. We intend to release the
code and validation dataset in the future.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The paper provides comprehensive details of the training and testing proce-
dures, including dataset sources, hyperparameter settings, their selection criteria, and other
relevant experimental configurations. This information allows readers to fully understand
and reproduce the reported results.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
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7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: Due to the nature of our task—3D editing with a strong emphasis on visual
quality assessment, it is challenging to compute and report meaningful error bars. Instead,
we conducted extensive comparison and ablation experiments to thoroughly validate the
effectiveness and robustness of our method through qualitative and quantitative evaluations.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

e If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The paper provides detailed information on the computational resources used,
including the type of GPUs, memory specifications, and approximate training and inference
times. This information enables readers to estimate the computational cost and reproduce
the experiments.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
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Justification: The research strictly adheres to the NeurIPS Code of Ethics. Our work does
not involve human subjects, personally identifiable information, or sensitive or harmful
content. All datasets and models used or created comply with relevant ethical standards, and
we ensure transparency, reproducibility, and fairness throughout the study.
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e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: Our work introduces a new paradigm for text-guided 3D editing, which could
benefit fields like design and virtual reality by making 3D content creation more accessible.
However, it may also be misused to generate misleading or harmful 3D content. Additional
discussion on societal impacts is provided in the supplemental material.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
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* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: Our work does not release any models or datasets that pose a high risk of
misuse. While we propose a new method for text-guided 3D editing, the pretrained models
we use are standard. No sensitive or scraped datasets are involved.

Guidelines:

* The answer NA means that the paper poses no such risks.
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* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We use publicly available pretrained models and datasets under appropriate
licenses. For example, we use MVAdapter under the Apache-2.0 license and Objaverse

under the ODC-By v1.0 license. All original creators are properly credited in the paper, and
URLSs and license information are provided where applicable.

Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
13. New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: Although the code and scripts implementing our method are not yet publicly
released at the time of submission, we have prepared thorough documentation and plan
to release all related assets after the review process to ensure reproducibility. Detailed
instructions and training configurations are provided in the supplemental material.

Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
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15.

16.

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: Our work does not involve crowdsourcing experiments or research with human
subjects.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: Our work does not involve crowdsourcing experiments or research with human
subjects.

Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core methods in this paper do not involve large language models (LLMs)
as important, original, or non-standard components. LLMs were only used for writing and
editing assistance and did not affect the core methodology or scientific rigor of the research.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Implementation Details and Comparative Experiments

A.1 Implementation Details

We use the MV-Adapter SDXL checkpoint as our multi-view diffusion model. In our pipeline, we
fine-tune the multi-view attention layers within the MV-Adapter network. For different views, we
set distinct B matrices and identical A matrices, with the lora_rank set to 32 and lora_alpha set
to 16. During training, the parameters of the A matrix are updated only by the gradients from the
primary view. We fine-tune the model for 800 steps, which takes 45 minutes on an A100 GPU.
During inference, we set the classifier-free guidance to 2. For 3D editing and refining, we first use a
leave-one-out strategy to train the original 3DGS object for 10k steps, resulting in a degraded 3DGS.
We then render the degraded views corresponding to the target perspectives and use them as the
condition for ControlNet-Tile. Using the generated multi-views as the target, we add LoRA with a
rank of 64 to all attention layers of the controlnet and fine-tune for 1800 steps. Finally, we use the
fine-tuned ControlNet-Tile to repair the rendered images of new perspectives and train the degraded
3DGS for an additional 10k steps. The entire 3D editing and refining process takes about 45 minutes.

A.2 Explanation of Quantitative Evaluation Metrics

In terms of evaluating editing quality, FID assesses the overall visual similarity between the edited
result and the original object. LPIPS measures perceptual similarity, while PSNR reflects changes in
detail. FVD evaluates the temporal continuity and stability across multi-views. The 3D plausibility
score and texture details score proposed by GPTEval3D specifically measure the structural rationality
and texture detail of 3D editing results. In terms of edit controllability, the text-asset alignment score
from GPTEval3D and CLIP-T measure the similarity between the editing results and the editing text.
DINO-I measures the similarity between the editing results and the original object. Since our task
focuses on localized 3D editing, DINO-I can reflect the accuracy of the edits to some extent. Overall,
these metrics provide a comprehensive quantitative evaluation of both the editing quality and editing
accuracy from different perspectives, collectively reflecting the overall performance of the 3D editing
method. However, when it comes to view consistency in the editing results, these metrics fall short
of accurately reflecting it. Therefore, we provide additional visualizations to fully demonstrate the
improvements of our method compared with existing baselines.

A.3 Comparison with Existing Methods

In Fig. 0] we show a detailed editing example. Existing methods often edit the entire object and fail
to preserve local regions that are semantically irrelevant to the editing text. Even though LGM and
Tailor3D use multi-views generated from our method, they still modify semantically irrelevant regions.
Moreover, existing methods such as MVEdit often generate spatially inconsistent 3D objects. In
contrast, our method achieves consistent, precise, and high-quality text-guided 3D editing. For more
comparison results, please refer to the HTML file provided in our supplementary materials, which
contains multiple orbiting videos that demonstrate the improvements of our method in text-guided
3D editing.

B More Ablation Experiments and User Studies

B.1 Ablation of Each Component

Effectiveness of Primary-view Sampler. In Fig.[10|and Fig.[T1] we highlight the importance of
the Primary-view Sampler. When the primary view is randomly selected and editing semantics are
propagated from an editing-sparse view to editing-salient views, it results in inter-view inconsistency
(i.e., lack of spatial coherence across views) and intra-view indiscrimination (i.e., poor control over
editing-salient views). These issues are clearly illustrated by the inconsistent beard appearance
across views in Fig.[I0] and the unreasonable editing of the cat’s head in certain views in Fig. [T}
It underscores the necessity of our progressive-views paradigm, which directs semantic flow from
editing-salient to editing-sparse views. The precise and consistent 3D editing achieved by our method
stems not merely from fine-tuning, but from this carefully designed paradigm.

Effectiveness of MoVE-LoRA. In Fig.[I2] we present qualitative results to demonstrate the effec-
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Figure 9: Qualitative comparison with existing methods. It can be observed that our method
achieves precise and high-quality local 3D editing while addressing the issue of spatial inconsistency.

tiveness of MoVE-LoRA in enhancing multi-view editing consistency, as it is difficult to accurately
evaluate such consistency using existing quantitative metrics. Here, "Shared LoRA" refers to a setting
where the same LoRA matrices A and B are applied to the latent of multi-views. As shown in the
figure, Shared LoRA fails to accurately preserve the original object features (e.g., incorrect object
colors) and leads to spatially inconsistent edits (e.g., misaligned ears across views). In contrast,
our MoVE-LoRA not only better preserves the original object features but also ensures spatially
consistent editing across multi-views.

Effectiveness of Full-view Refiner. As shown in Fig. we compare the 3D editing results with
and without Full-view Refiner. Without Full-view Refiner, the edited 3DGS object may become
fragmented. For example, in the case of a doll’s mask, the absence of the Full-view Refiner can lead
to the generation of numerous floating discrete Gaussians. This is because sparse-view guidance
of 3DGS updates prioritizes consistency with the given multi-views at specific angles, potentially
neglecting the overall 3D structural continuity. In contrast, introducing Full-view Refiner provides
extra 3D structural information, ensuring the surface continuity of the final edited 3DGS object.

B.2 Human Perception Evaluation

We recruit 8 volunteers to evaluate Pro3D-Editor under different settings from three aspects: Editing
Consistency (EC), Editing Accuracy (EA), and Editing Quality (EQ). The volunteers were asked to
rank the editing results under different settings from first to fourth place. Each volunteer is given two
different edited objects to assess. As shown in Tab. 3] it can be observed that with the addition of
each essential module, the final editing results align more closely with human preferences. Notably,
the results in the table represent the average rankings given by all volunteers.
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Figure 10: Ablation studies of Primary-view Sampler. When the randomly selected view is not the
most editing-salient view, the editing information from this editing-sparse view may fail to propagate
effectively to the editing-salient views, leading to spatially inconsistent across multi-views.
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Figure 11: Ablation studies of Primary-view Sampler. Since editing-salient views are difficult to

be precisely controlled by editing-sparse views, when the randomly selected view is not the most
editing-salient view, the other editing-salient views may produce unreasonable editing results.

C Limitations and Broader Impacts

C.1 Limitations

The Pro3D-Editor is computationally demanding and requires substantial GPU memory, primarily
due to the fine-tuning process on a high-resolution multi-view generation model. Compared to
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Figure 12: Ablation studies of MoVE-LoRA. Compared with Shared LoRA, our MoVE-LoRA not
only better preserves the features of the original multi-views, but also ensures spatial consistency of
the editing regions, achieving precise and consistent multi-view editing.
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Figure 13: Ablation studies of Full-view Refiner. Introducing the Full-view Refiner can improve the
quality of the final 3D editing results by eliminating some floating discrete Gaussians, addressing
fragmentation issues, and ensuring the structural continuity of the edited 3D object.

Table 3: Human perception evaluation for different settings. The inclusion of each module achieves
more effective editing of 3D results that align with human preferences.

1D Settings ECA~4)1 EA(1~4)1 EQ(~47T
0 naive method 1.75 1.625 1.625

1 0 + Primary-view Sampler 1.875 1.875 2.125

2 1 + MoVE-LoRA 2.5 2.625 2.4375

3 2 + Full-view Refiner 3.875 3.875 3.8125

existing training-free methods, our approach necessitates more computational resources for model
training. However, it achieves more precise and consistent 3D editing. The Pro3D-Editor framework
also differs from existing methods in 2D-guided 3D editing. Existing methods typically generate
a new 3D object directly from 2D multi-views without considering the structural features of the
original 3D object. In contrast, our method employs the concept of sparse 3DGS reconstruction for
3D editing, which is more time-consuming than existing methods in obtaining a refined 3D structure.
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C.2 Broader Impacts

Positive Societal Impacts. Pro3D-Editor brings several contributions to the field of text-guided
3D editing. By enabling semantically accurate and spatially consistent edits across multi-views,
it addresses key limitations of existing training-free approaches, which often suffer from view
inconsistency and structural degradation. It has the potential to lower the barrier for creating high-
quality 3D content, making it easier for designers, artists, and even non-experts to customize 3D assets
using intuitive language prompts. This increased accessibility could help foster broader participation
in 3D content creation and may contribute to progress in areas such as digital art, gaming, and virtual
reality, where interactive and editable 3D representations are becoming increasingly important.

Negative Societal Impacts. Despite its advantages, the use of Al-driven 3D editing tools may
also raise concerns about potential misuse. As the modification of 3D assets becomes easier and
more automated, issues related to ownership, copyright infringement, and unauthorized replication
of proprietary 3D models may arise. The ability to edit and redistribute high-quality 3D content
with minimal expertise could blur the lines between original and derivative works, making it more
challenging to protect the intellectual property rights of creators. Currently, the protection of original
creators often relies on ethical norms rather than enforceable legal mechanisms, which may be
insufficient to deter misuse in practice.

25



	Introduction
	Related Works
	Method
	Primary-view Sampler
	Key-view Render
	Mixture-of-View-Experts Low-Rank Adaption
	Two-Stage Inference

	Full-view Refiner

	Experiments
	Experimental Setups
	Main Results
	Ablations

	Conclusion
	Acknowledgements
	Implementation Details and Comparative Experiments
	Implementation Details
	Explanation of Quantitative Evaluation Metrics
	Comparison with Existing Methods

	More Ablation Experiments and User Studies
	Ablation of Each Component
	Human Perception Evaluation

	Limitations and Broader Impacts
	Limitations
	Broader Impacts


