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Abstract

Associative memory architectures such as the Hopfield network have long been important
conceptual and theoretical models for neuroscience and artificial intelligence. However,
translating these abstract models into spiking neural networks has been surprisingly diffi-
cult. Indeed, much previous work has been restricted to storing a small number of primarily
non-overlapping memories in large networks, thereby limiting their scalability. Here, we
revisit the associative memory problem in light of recent advances in understanding spike-
based computation. Using a recently-established geometric framework, we show that the
spiking activity for a large class of all-inhibitory networks is situated on a low-dimensional,
convex, and piecewise-linear manifold, with dynamics that move along the manifold. We
then map the associative memory problem onto these dynamics, and demonstrate how the
vertices of a hypercubic manifold can be used to store stable, overlapping activity patterns
with a direct correspondence to the original Hopfield model. We propose several learning
rules, and demonstrate a linear scaling of the storage capacity with the number of neurons,
as well as robust pattern completion abilities. Overall, this work serves as a case study
to demonstrate the effectiveness of using a geometrical perspective to design dynamics on
neural manifolds, with implications for neuroscience and machine learning.

Keywords: spiking neural networks (SNNs); associative memory; convex polytopes

1. Introduction

Associative and content-addressable memory is a widespread computational motif with
broad applications that include neuroscience and machine learning (Hertz et al., 1991). In
neuroscience, it represents a plausible model for long-term memory storage (Treves and
Rolls, 1994), and the Hopfield and related models (Hopfield, 1982; Hertz et al., 1991) have
had a considerable influence on how learning and memory are understood in the brain
(Chaudhuri and Fiete, 2016). In machine learning and artificial intelligence, associative
memory inspired early connectionist models (Ackley et al., 1985), and recent advances have
linked it with state-of-the-art architectures such as transformers (Ramsauer et al., 2020;
Krotov, 2023), demonstrating its continuing relevance.

Despite its neuroscientific origins, the mechanistic details of biological associative mem-
ory have yet to be worked out, as evidenced by the long-standing search for the “engram”,
i.e., the physical memory trace in the brain (Lashley, 1950; Josselyn et al., 2015). From
the perspective of computational neuroscience, perhaps one issue is that the abstract and
conceptual ideas of Hopfield and others have been difficult to replicate at scale in more
biologically-plausible circuits with spiking dynamics (Gerstner et al., 2014). Despite much
work on the topic of spiking associative memory (Amit and Treves, 1989; Gerstner and van
Hemmen, 1992; Maass and Natschlager, 1997; Mueller and Herz, 1999; Sommer and Wen-
nekers, 2001), there is still no established means of storing a large number of overlapping
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memories into such networks, and recent studies have been limited to storing relatively few
patterns in large networks with non-overlapping groups (e.g., Litwin-Kumar and Doiron
(2014); Zenke et al. (2015)). In addition to its neuroscientific implications, this also raises
questions about the use of associative memory for spiking network applications in low-power
and neuromorphic computing (Davies, 2019; Zenke et al., 2021).

In this work, we propose a new recipe for this long-standing problem using a geometrical
perspective on spiking networks (Calaim et al., 2022; Mancoo et al., 2020; Podlaski and
Machens, 2024). In Section 2, we describe this framework in detail, and then explain how a
particular choice of the manifold results in a correspondence to the original Hopfield model
(Hopfield, 1982), with analogous learning rules. Then, in Section 3, we demonstrate recall,
memory capacity, and pattern completion abilities. Finally, in Section 4 we briefly touch
upon the implications of this work for neuroscience and machine learning.

2. Methods

2.1. Building spiking dynamics on convex, piecewise-linear manifolds

In Section 2.1.1, we introduce a network of leaky integrate-and-fire (LIF) neurons with
rank-constrained, all-inhibitory recurrent connectivity, and describe how spiking activity is
confined to move along a low-dimensional manifold or boundary. Then, in Section 2.1.2, we
consider how to design and control the dynamics along this manifold.

2.1.1. RANK-CONSTRAINED SPIKING NETWORKS FORM CONVEX LATENT BOUNDARIES

We consider a network of N LIF neurons (Gerstner et al., 2014), with voltage dynamics
V(t) = —V(t) + Ws(t) + c(t), (1)

where W is the recurrent connectivity, s(¢) is the vector of delta-pulse synaptic inputs
or spikes, and c(t) is a time-dependent external input (see Appendix A for additional
details). Voltages are compared with a set of thresholds T, and when one neuron exceeds
its threshold (V; > T;), it emits a spike and causes each neuron j’s voltage to jump by
Wj;. One convenient method for dealing with these discontinuous spiking dynamics is
to model the membrane potential as filtering its input with a one-sided exponential filter
h(t) = H(t)exp(—t), with H(t) being the Heaviside function (Gerstner et al., 2014). In
doing so, we can integrate Equation (1) (Appendix A) and rewrite it in terms of filtered
spikes r(t) = (h *s)(t) and filtered input I°**(¢) = (h * c)(t) to obtain

V(t) = Wr(t) + I (). (2)
Next, we assume a rank-K constraint on the recurrent weights and decompose it as
W = ED, (3)

using the two matrices E € RN*K and D € RE*¥ | which we refer to as the encoder and

decoder matrices, respectively. We then introduce a K-dimensional latent variable y € RE
which is defined as

y(t) = Dr(), (4)
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Figure 1: The boundaries and dynamics of rank-constrained spiking networks. a: Each
neuron’s spike threshold forms a linear boundary in latent space that separates
subthreshold (V; < T;) from suprathreshold (V; > T;) areas. b: A population
of neurons forms a convex, piecewise-linear boundary between all neurons being
subthreshold and suprathreshold areas. c: When decoders point orthogonally
towards the subthreshold area, spiking dynamics (gray, schematized) oscillate
around a “fixed point” at the vertex closest to the origin (green). d: Decoders
can also point in arbitrary other directions, modifying or forming other fixed
points.

making it a linear readout of filtered spikes. We use the definitions from Equations (3) and
(4) to rewrite each neuron’s voltage in Equation (2) as

V(t) = Ey(t) + I(1). ()

We can now visualize each neuron’s voltage in the latent space using Equation (5), which,
for a constant input, will be a linear equation of each of the latent variables (Figure 1a).
We then delineate two half spaces of the latent space — a subthreshold area for which
the neuron is below threshold (V; < T;), and a suprathreshold area for which it is above
threshold (V; > T;), with the line V; = T; acting as a boundary between them. We can then
arrange several neurons in this space to form a convex, piecewise-linear boundary between
an area where all neurons are subthreshold, and an area where at least one neuron is above
threshold (Figure 1b). This boundary generalizes in arbitrary K-dimensional latent space
to a convex, piecewise-linear polyhedron, with each neuron forming a face (i.e., a (K—1)-
dimensional linear subspace). The parameters E and T, along with the input I¢<%(¢), will
determine the shape and position of this polyhedron, which, as we will show, forms the
manifold upon which neural trajectories are situated.

2.1.2. ARBITRARY DYNAMICS CAN BE SPECIFIED ON THE BOUNDARY MANIFOLD

Due to the relationship between the latent variables and the filtered spikes in Equation (4),
we can write the latent dynamics as (see Appendix A)

y(t) = —y(t) + D -I<o (By(t) - T +1I%(1)), (6)

where I<g(-) is the element-wise characteristic function of convex analysis (i.e., I<o(x); = 0
if x; <0 and +oo otherwise; Boyd and Vandenberghe (2004)). We thus see that the latent



dynamics have two regimes. In the absence of spiking, the dynamics leak to zero. If a
neuron i’s voltage exceeds its threshold, indicated by satisfying the characteristic function
Equation (6), then the latents instantaneously “jump” in a direction D;. In order for this to
yield stable dynamics, we require that the leak dynamics move into the boundary, and that
each spike pushes the dynamics back into the subthreshold (non-spiking) area (Figure lc,
schematized spiking dynamics in gray). This corresponds to a network of spontaneously-
active inhibitory neurons (Podlaski and Machens, 2024), which we will utilize here.
Previous work using this perspective has primarily focused on cases in which the latent
manifold has a single “fixed point”! determined by the input and leak dynamics (Figure Ic;
Calaim et al. (2022)), which maps onto a convex optimization problem (Mancoo et al., 2020).
In principle, however, additional dynamics may be implemented, such as creating one or
more alternative fixed points by orienting decoders in particular directions (Figure 1d),
which we will exploit here. In sum, rank-constrained spiking networks can be understood
through a decomposition of the recurrent weights into two interpretable components, which
determine the shape of the manifold (E), and the dynamics along this manifold (D).

2.2. Mapping the associative memory problem onto the convex manifold

Now that we have established a geometrical picture of the latent manifold and dynamics,
we can focus on the main aim of this paper, which is to store a set of p memory patterns
as stable attractors of the network dynamics.

2.2.1. BINARY PATTERNS CAN BE ARRANGED ON THE VERTICES OF A HYPERCUBE

The first step in designing associative memory dynamics will be to define a specific shape of
the convex boundary, and then to choose a set of fixed-point locations along this boundary.
For reasons that will become clear in a moment, we choose the latent manifold to be a
(K +1)-dimensional pyramidal boundary, composed of a K-dimensional hypercube centered
at the origin, plus an additional dimension that opens the hypercube and makes it into a cone
(Figure 2a). This additional dimension is needed to ensure stable, all-inhibitory dynamics
(as mentioned above; also see Section 2.2.4), but for the moment we will ignore it and
focus on dynamics in the other K dimensions. From the perspective of the K-dimensional
hypercube, this choice constrains us to have N = 2K neurons forming the faces of the
hypercube, and enforces a simple and practical structure for the encoding matrix of the
network, which we can simply write as

o= (%) @

where Iy is the identity matrix of length K. We thus see that each neuron’s encoder
points along one axis in latent space, and makes each neural boundary orthogonal to all
others except the one that shares its axis (Figure 2b). We set the length of each side of the
hypercube as a constant 2c¢, where ¢ depends on the thresholds T and input I¢¥%(¢).

Next, we choose the p fixed point locations. An obvious choice is to select the vertices
of the hypercube, where the different neural faces meet (Figure 2b, green points), which

1. While the spiking dynamics are oscillatory, the average dynamics can be approximated as a fixed point.
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Figure 2: Stabilizing vertices on a hypercubic boundary. a: A (K 4 1) = 3-dimensional
boundary composed of a hypercube (square), plus an additional open dimension
that enables stable dynamics. b: 2d slice through panel (a) reveals a (K = 2)-d
square boundary made of N = 2K = 4 neurons, and with 25 = 4 vertices as
possible memory patterns. c-e: Close-up of the vertex at (¢, —c), demonstrating
a symmetric learning rule (c), asymmetric learning rule (d), the degenerate case
of each boundary stabilizing itself (e), and a solution with the removal of each
neuron’s self-connection (f).

constrains the patterns to take on binary values in latent space (+c, corresponding to the
2K vertices), thereby establishing a clear analogy to the original Hopfield model (Hop-
field, 1982). Furthermore, because each vertex is composed of the intersection of K neural
boundaries, we expect half of the total 2K neurons to be active for each pattern, generat-
ing substantial overlap across patterns. We denote the uth pattern in latent (y) space as
¢ € {#c}¥ and the matrix of p patterns as & € {#c}(5*P). Analogously, we denote the

pth pattern in neural (r) space? as n* € RY, and the matrix of p patterns as n € Rg\éw ),

2.2.2. VERTEX FIXED-POINT STABILITY REQUIRES PRECISE ANTI-LEAK DYNAMICS

Having established the convex boundary and memory patterns, we can now consider how
to set the decoding weights such that these patterns are stable attractors. To gain some
intuition, we choose one vertex of the simplified square boundary (Figure 2b) to be a fixed
point, say &* = (¢, —c), and we see that the leak dynamics are pointing away from this
vertex towards the origin, in the direction (—c,c) (Figure 2c¢). Accordingly, to stabilize this
vertex, the decoder dynamics should point away from the leak, in the direction of £ itself,
which is equivalent to writing

Dn* =¢", vy, (8)

where n# is the neural (r-space) activity in the memory state. We note that this simply
restates the relationship between the latent and neural spaces (Equation (4)) for the pu-
th memory pattern state. If we knew the neural activity n* for each pattern state, then
we could simply solve Equation (8) for D. However, as already mentioned above, this is

2. Due to the difference in dimensionality, Equation (4) is an underconstrained problem, and thus given a
latent pattern £”, the neural activity pattern n* is not well defined without further assumptions.



not possible without additional assumptions on n*. To make this problem tractable, we
thus make the assumption that the active neurons should all have the same average firing
rate, denoted by the positive constant x, and thus n* € {0,x}"V. This is a reasonable
constraint due to the symmetry of each neural boundary with respect to the vertex. With
this additional constraint, we can define the memory patterns in neural space as

n" = ReLU(KEE&"), (9)

with ReLU(:) being the element-wise rectified linear function. With this definition, Equa-
tion (8) now specifies a linear system of equations for the decoding matrix D, with one
equation for each of the K latent dimensions of each of the p patterns. Given that D has
KN = 2K? elements, this suggests that the linear system can only have a solution provided
that p < 2K, analogous to previous results from Hopfield networks and perceptrons (see
Discussion; Cover (1965); Gardner (1988); Hertz et al. (1991)).

2.2.3. THREE CANDIDATE LEARNING RULES

We can now consider what type of learning rules may satisfy Equation (8). Following
Hopfield (1982), we being with a simple Hebbian rule. Since we wish to optimize the
decoders only, we can keep the encoder as defined in Equation (7) and set the decoder to

Dpebh = £€'E ', (10)

which yields a symmetric weight matrix analogous to that of Hopfield (1982). For a single
pattern, this solution points each decoder precisely in the direction of the vertex (Figure 2c),
thereby satisfying Equation (8). For multiple patterns, however, these equality constraints
will typically not be satisfied, as they are much more strict compared to the inequality
constraints of the standard Hopfield model (Hertz et al., 1991).

If we can guarantee that each pattern adds an orthogonal component to the decoder
matrix, then it should be possible to store more than one pattern without affecting each
memory’s average decoding vector. In fact, this is precisely what the pseudoinverse learn-
ing rule does (Personnaz et al., 1985; Kanter and Sompolinsky, 1987), which neutralizes
correlations between the patterns and yields a learning rule

Dpinv = EQiléTETv (11)

where Q = £€¢ 7, which will again result in a symmetric weight matrix (Figure 2c).

Finally, we can consider optimizing Equation (8) directly. For our purposes here, we
formulate the linear system in Equation (8) as a least squares optimization problem in order
to obtain a setting of the matrix D that stabilizes all memory patterns, which we write as

Dopt = argmin D13
subject to Dn =E¢, (12)

where we are assuming 71 as defined in Equation (9). Not only is this optimized formulation
more general in that it allows for asymmetric weights (Figure 2d), but the presence of a
solution can be used to assess feasibility before any spiking simulations have to be run.
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2.2.4. ADDITIONAL CONSIDERATIONS

Vertex stability is improved when each neuron is not self-stabilizing. In the
degenerate case in which each neuron only stabilizes its own boundary, the vertex does
not become a stable fixed point, despite the fact that the constraint in Equation (8) is
satisfied (Figure 2e). Thus, in practice, each neuron is constrained to point parallel to its
own boundary (Figure 2f), thereby improving stability (see Appendix B.1).

Enforcing stable, all-inhibitory dynamics. As mentioned above, unconstrained de-
coding directions may result in an inherently unstable boundary with runaway positive
feedback (Podlaski and Machens, 2024). The additional dimension of the latent space
(Figure 2a) enforces stable, all-inhibitory connectivity, and allows dynamics in the other
dimensions to be unconstrained (see Appendix B.2).

3. Results

We tested out the theoretical framework outlined above by simulating various spiking net-
works following Equations (1), (3) and (7), and learning rules as in Equations (10), (11)
and (12) (see Appendix C for additional details).

3.1. Comparing the learning rules in small networks

We first constructed small networks with K = 10 dimensions and N = 20 neurons, storing
p = 4 random attractor patterns (consisting of 10 active and 10 inactive neurons), and com-
pared the three proposed learning rules. In order to assess memory stability, we simulated
each network initialized at each pattern state and measured recall dynamics through the
overlap® between the latent activity y(¢) and the stored pattern £&” using cosine similarity,
which we refer to as m’g(t) (Hertz et al., 1991).

As expected, we found that the Hebbian learning rule was unable to successfully recall
any of the four stored memory patterns (example shown in Figure 3a). As can be seen from
the overlap traces, the network does typically find an attractor state, but it tends to be
a spurious mixture of patterns, as indicated by several non-zero overlap values. We then
simulated networks with both pseudoinverse and optimized weights, and found that they
could successfully store all four patterns (shown for optimized solution in Figure 3b). When
we initialize the network in a noisy version of the pattern state with 10% (1 of 10) of the
latent variables flipped, it was successfully able to pattern complete and recall the correct
pattern. We thus see that, as expected, the pseudoinverse and optimized weights stabilize
the patterns, whereas the Hebbian weights cannot. Comparing the decoding weights, we
observed that all three rules impose a similar, Hebbian-like structure (Figure 3c,d), but that
only the pseudoinverse and optimized rules were successfully able to satisfy the stability
constraint in Equation (8) (Figure 3e; horizontal line indicates precise stability).

3. While patterns are uncorrelated in latent space, the neural activity will have substantial correlation,
with an average of 50% of active neurons shared for any pair of patterns.
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Figure 3: Spiking associative memory in small networks. a: Example unsuccessful recall
dynamics of the Hebbian network. b: Example recall dynamics of the optimized
network, with successful recall (see Figure 5 for results for the pseudoinverse
rule). c: Comparison of the decoder matrices (top), and full recurrent weight
matrices (bottom) for the three learning rules. d: Comparing elements of the
decoder matrix shows strong correlation between all three, suggesting a Hebbian-
like association between patterns. e: Quantification of Equation (8) for each of
the 4 patterns, demonstrating how the pseudoinverse and optimized rules, but
not the Hebbian rule, more precisely satisfy the constraints.

3.2. Assessing storage capacity and pattern completion in larger networks

We then scaled up the pseudoinverse and optimized learning rules (example shown for
N = 100 neurons in Figure 4a). We tested memory capacity in networks of size N = 400,
800, and 1600 neurons by measuring the average overlap across all patterns for increasing
storage load, and found that both rules exhibited a linear storage capacity (Figure 4b;
p/N = 0.3 for pseudoinverse, p/N ~ 0.5 for optimized). Lastly, we found that the self-
connection cost had to be optimized as a function of the network load (Figure 4c).

We then tested the pattern completion ability of these networks by initializing them in
a noisy pattern state and measuring the overlap following recall dynamics. We found that
this also scaled linearly with the storage load, varying from noise in 30% of the pattern bits
for lower storage load, and going to zero at capacity (Figure 4d). Lastly, we tested a further
scaled up example by training a network of size N = 1568 (i.e., 2(282)) on some example
MNIST digits, and measuring pattern completion (Figure 4e). This not only demonstrates
the scalability of our approach, but also shows the power of the learning rules even to store
correlated, non-random patterns with successful recall and pattern completion.

4. Discussion

This work can be placed as part of a recent trend in computational neuroscience of using low-
rank matrices to model the low-dimensional dynamics seen in neural data (Mastrogiuseppe
and Ostojic, 2018; Chung and Abbott, 2021; Jazayeri and Ostojic, 2021), recently extended
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Figure 4: Assessing storage capacity and pattern completion in larger networks. a: Demon-
stration of the attractor dynamics for a network of N = 100 neurons storing
p = 40 patterns with the optimized learning rule. b,c: Average overlap across
all patterns (b) and optimal self-connection strength (c) as a function of network
load (p/N). d: Pattern completion ability via the maximum amount of noise in
initial conditions (ratio of flipped bits). e: Examples of pattern completion in a
network of N = 2(282) neurons storing one example of each of the ten MNIST
classes (LeCun et al., 1998), binarized to take on £1 values; networks were ini-
tialized at a noisy version of the pattern with 118 (15%) of the bits flipped.
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to spiking networks (Mancoo et al., 2020; Podlaski and Machens, 2024). This insight allowed
us to derive a spiking network model with a direct correspondence to the original Hopfield
model, and then to take several established ideas and learning rules from the Hopfield
literature and to translate them to the spiking domain. The differences that we noted, such
as the importance of equality constraints rather than the inequality constraints of classic
models (Gardner, 1988), are intriguing, and may lead to further connections. Of particular
interest will be to determine if this framework can be extended to more recent models with
exponential capacity (Krotov and Hopfield, 2016; Ramsauer et al., 2020; Sharma et al.,
2022). We also note that while temporal models of spike-based learning (e.g., Zenke and
Vogels (2021)) and pattern storage (e.g., Frady and Sommer (2019)) have been proposed,
our framework’s geometric perspective may offer more interpretability.

More generally, the work presented here can be seen as a case study of a more widely-
applicable framework, whose main insight is the interpretable decomposition of recurrent
connectivity into a component that specifies a manifold geometry, and another that spec-
ifies dynamics on the manifold. Interestingly, other work has made links between this
spiking boundary perspective and analogous rank-constrained rate networks, as well as
excitatory-inhibitory networks (Podlaski and Machens, 2024). This suggests that the geo-
metric perspective employed here may be more general, and could be used to analyze more
traditional models with continuous dynamics (Vyas et al., 2020), as well as in the analysis
of low-dimensional manifolds in neural data (Gallego et al., 2017).
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Appendix A. Additional details about the LIF network derivation

We consider LIF networks with instantaneous delta-pulse synaptic inputs (e.g., Brunel

(2000)), and thus for a neuron i emitting a series of spikes at times (tl(l),tl@), .

write the ith element of s(t) as s;(t) = >, 6(t — tgf)), where §(-) is the Dirac delta function.
We note that the neurons do not have an explicit voltage reset, but this is modeled through a
self-connection in the recurrent connectivity, W;; for each neuron i (see also Appendix B.1).
The voltage dynamics in Equation (1) have an implicit time constant — for simplicity we
assumed that it was equal to 1, which is equivalent to time being in the units of this time
constant.

We defined r(t) and I**(¢) through convolutions, but it is convenient to write them in
a differential form here as

.), we can

r(t) = —r(t) +s(t), (13)
I (t) = =TI (1) + c(t). (14)

The easiest way to see the relation between Equations (1) and (2) in the main text is to
take the derivative of Equation (2), which introduces the terms #(¢) and I%(t), for which
we can use the definitions above from Equations (13) and (14).

Moreover, the differential equation forms in Equations (13) and (14) allow us to define
a similar form for the latent variables of the network, as

y(t) = —y(t) + Ds(t). (15)

We thus see that the latent dynamics have two regimes: leaking and instantaneous spiking.
We can equivalently separate these two regimes and write the dynamics as

y(t) =—y(t) (16)
y(t) < y(t)+D; if Ejy+I&(t) > T, (17)

where D; € RE and E; € RYK are the ith column and row, respectively, of the decoder
and encoder matrices. We use this formulation to derive Equation (6) in the main text.

Appendix B. Additional considerations for the Hopfield network
B.1. Vertex stability is improved when each neuron is not self-stabilizing

It is common practice in building Hopfield networks to remove the self connections from
the recurrent weight matrix, i.e., Wy = 0,Vi, as they have been found to negatively affect
dynamics and spurious memory states (Kanter and Sompolinsky, 1987; Hertz et al., 1991).
Similar intuitions apply here as well, which we can see through the simple 2D example
(Figure 2e). In the degenerate case in which each neuron only stabilizes its own boundary,
the constraint in Equation (8) is satisfied for all vertices, but in fact none of the vertices are
truly stable — instead, each neuron becomes an independent fixed-point attractor, making
a total of p = N = 2K single-neuron patterns (analogously to the standard Hopfield model,
Hertz et al. (1991)). Instead, setting each neuron’s self connection to zero prevents each
neuron from stabilizing its own boundary (Figure 2f), which promotes a more distributed
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code at the vertex. In the spiking network, the self connection W;; has a direct correspon-
dence to the after-spike voltage reset, as well as potential adaptation currents, and has
similarly been shown to promote a distributed code (Gutierrez and Deneve, 2019; Calaim
et al., 2022; Podlaski and Machens, 2024). Considering both of these points together, we
thus impose a negative self connection

Wii = -7, V1. (18)

where + is a positive constant. Empirically, we found that v had to be optimized to promote
stable recall ability, which was done numerically (see Figure 4c).

Due to the simplified form of the encoding matrix E, Equation (18) can be incorporated
into the optimization problem in Equation (12) by simply omitting the elements of D that
correspond to self connections in the optimization. However, Equation (18) can only be
applied post-hoc for the Hebbian and pseudoinverse rules. In those cases, Equation (18) is
simply imposed following the setting of W = ED.

B.2. Enforcing stable, all-inhibitory dynamics

As mentioned in the main text, unconstrained decoding directions may result in dynamics at
the boundary that are inherently destabilizing. Related work has shown that the boundary
dynamics will be stable if the connectivity is all-inhibitory, which implies that all decoders
point in a subthreshold direction. We can enforce this by considering that the network
encodes an extra dimension, which we will refer to as the Oth dimension. This adds an
inhibitory component to each element of the weight matrix. To see how this works, we
assume a rank-K encoder matrix as in Equation (7) and a rank-K decoder matrix defined
with any of the three learning rules. We then define a new rank-(K+1) weight matrix W;;
defined as

Wi; = EijoDo; + W;j, (19)
K

= EijoDoj + Z Ei Dy, (20)
k=1

where we have isolated the extra dimension in the first term. We then set these extra terms
to

Eip =1, Vi, (21)
D()j = —al, Vj, (22)

where « is a constant that we set as max(W;;), Vi, j. It is then straightforward to show that
the synaptic connectivity becomes all-inhibitory, thereby leading to stable dynamics. We
refer the reader to Podlaski and Machens (2024), where such sign constraints are discussed
in more detail.

Appendix C. Simulation details and code

We simulated networks of spiking neurons using the Euler method on Eq. 1 with a time
step of dt = le — 4. As the networks simulated were relatively small, all simulations were
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done on a personal laptop and simulation time was less than 1 minute for all simulations.
For the estimation of storage capacity, many networks were run, with a simulation time of
approximately a few hours on a MacBook computer. Code to simulate the networks and to
generate all plots will be made available upon the eventual publication of this work.

Appendix D. Supplementary figures

Pseudoinverse weights
pat 3

© CBEPLRRLTLLN0 ¢ 0 PP PP PP R0 0000
D) . 3

Y R A
o EEXTRRTRET LY

LR S

A RIIAIIIEAT e
hy.'.vu.'.w:

Latent Latent .
overlap, m¢ states, y Spike raster

Figure 5: Demonstration of the small network simulation of N = 20 neurons for the pseu-
doinverse learning rule, showing successful pattern completion and recall (com-
pare with Figure 2).
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