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Abstract

Paraphrase generation is a fundamental and longstanding problem in the Natural Language Processing field. With the huge success of pre-trained transformers, the pre-train–fine-tune approach has become a standard choice. At the same time, popular task-agnostic pre-trainings usually require terabyte datasets and hundreds of GPUs, while available pre-trained models are limited to architecture and size. We propose a simple and efficient pre-training approach specifically for paraphrase generation, which noticeably boosts model quality and doesn’t require significant computing power. We also investigate how this procedure influences the scores across different architectures and show that it helps them all.

1 Introduction

Paraphrase Generation is one of the most popular and challenging tasks in the field of Natural Language Processing. There are several good reasons for this. First, this task is a special case of text generation. And there are many models for text generation to apply to the paraphrase generation task. Secondly, the task of paraphrase generation is essentially an analog of machine translation, with the only difference being that the sentence must be translated into the same language, but in other words. Therefore, not only machine translation models are directly applicable to this task, but machine translation quality metrics are entirely suitable for paraphrase systems estimation.

The peculiarity of paraphrase generation in comparison with other tasks of Natural Language Processing is a large number of works that don’t use labeled data but operate only with the usual text corpora. The fact is that the input and output for this task are interchangeable: if from the sentence $x_1, x_2, \ldots, x_m$ we can get the sentence $y_1, y_2, \ldots, y_k$ with a high probability, then it is logical that at the input $y_1, y_2, \ldots, y_k$ the output $x_1, x_2, \ldots, x_m$ must have a high probability. Moreover, each sentence should not have strictly 1 paraphrase and could be rewritten in different ways, which emphasizes the probabilistic nature of the problem. There are a relatively large number of data sources of different quality and different levels for the Paraphrase Generation task.

In this article, we present a description of the approach for improving the quality of neural networks for Paraphrase Generation. We propose a simple and efficient pre-training procedure, which is task-specific. It consistently boosts the performance across different evaluation sets and model architectures.

2 Approach

Nowadays, the pre-train–fine-tune paradigm prevails. Especially in Natural Language Processing, pre-trainings have led to significant performance gains. It was shown that this technique adds robustness, enriches the model with better contextual representation and additional knowledge. Usually, the models are pre-trained on a large unlabeled text corpus. Training objectives could be both general, like Masked Language Modelling, or task-specific. For instance, synthetic data generation (denoising task) is widely known to boost the accuracy of neural Grammatical Error Correction systems (Zhao et al., 2019; Omelianchuk et al., 2020).

Ideally, we need a dataset, which would be huge in terms of the number of examples and related to the task. For Paraphrase Generation, ParaNMT-50M (Wieting and Gimpel, 2017) fits well for this purpose. It contains more than 50 million English-English sentential paraphrase pairs. It’s generated automatically by using neural machine translation to translate the non-English side of a large parallel corpus. Thus, we can first train the model on this data and then fine-tune it on specific Paraphrase Generation datasets.
### 3 Experimental Setup

#### 3.1 Datasets

Following the majority of works for supervised Paraphrase generation, we use the MSCOCO (Lin et al., 2014) dataset and the Quora Question Pairs\(^1\) (QQP) dataset in our experiments. The MSCOCO dataset was initially built for the image captioning task. Each image corresponds to 5 different annotations, which describe the most noticeable object or action. These captions can be treated as paraphrases, as they’re generally close to each other. There’re two versions of the dataset: 2014 and 2017. We use the 2017 version. For each set of paraphrases, we use all possible pairs during training, which helps to increase the number of training examples significantly. For the evaluation stage, we use the first description as a source and the rest as references.

The QQP dataset is a paraphrase identification corpus. Questions from the Quora website were marked as either duplicate or not by moderators. In the experiments, we use those pairs, which are labeled as duplicates. As there are no train/dev/test splits in the original dataset, we follow the partition in Wang et al. (2017). Similarly, for each pair, we use both questions as the paraphrase of each other. During the evaluation, we have only 1 reference.

#### 3.2 Metrics

As the evaluation of text generation is usually challenging, we rely on a combination of metrics in our experiments. We report surface metrics BLEU (Papineni et al., 2002) and TER (Snover et al., 2006) and semantic metric METEOR (Lavie and Agarwal, 2007). As studied by Wubben et al. (2010), human judgments on generated paraphrases correlate well with these metrics.

To ensure the evaluation is robust, we use the SacreBLEU (Post, 2018) library for BLEU and TER calculation. For METEOR, we use the original Java scorer. Both libraries accept detokenized (raw) data and thus eliminate tokenization influence.

#### 3.3 Training parameters

In our experiments, we use 3 different neural network architectures: fully convolutional (Gehring et al., 2017), LSTM (Hochreiter and Schmidhuber, 1997), and transformer (Vaswani et al., 2017). All neural networks have a comparable number of parameters. We use shared embeddings both for encoder, decoder input, and decoder output (softmax), as paraphrase generation is a monolingual task.

For the transformer model, we simply use the base setup. For the LSTM model, we use 3-layer (both encoder and decoder) LSTM with Luong attention and hidden size 512. The fully convolutional model has the following structure: 4 layers of convolutions with kernel size 512 and width 3; 2 layers of convolutions with kernel size 1024 and width 3; 1 layer of convolutions with kernel size 2048 and width 1. During training, we use an inverse square root schedule with a warm-up. We first train models on the ParaNMT-50M dataset and then fine-tune them on QQP and MSCOCO separately.

### 4 Results

We report the results of our experiments in Table 1. There are multiple issues with Paraphrase Generation evaluation methodology, like different dataset versions or splits, sentence length shrinking, tok-
Table 2: Comparison of the models initialized randomly, pre-trained on ParaNMT, and trained solely on ParaNMT for Paraphrase Generation task regarding the model architecture. The models evaluated on QQP test set and MSCOCO dev set.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>QQP (test)</th>
<th></th>
<th>MSCOCO (dev)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BLEU↑</td>
<td>TER↓</td>
<td>METEOR↑</td>
<td>BLEU↑</td>
</tr>
<tr>
<td>No pre-training</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>transformer base</td>
<td>28.7</td>
<td>58.6</td>
<td>31.5</td>
<td>25.2</td>
</tr>
<tr>
<td>LSTM with Luong attn</td>
<td>27.5</td>
<td>59.7</td>
<td>30.1</td>
<td>25.0</td>
</tr>
<tr>
<td>fully convolutional</td>
<td>27.9</td>
<td>59.9</td>
<td>30.7</td>
<td></td>
</tr>
<tr>
<td>With pre-training</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>transformer base</td>
<td>30.6</td>
<td>57.4</td>
<td>33.2</td>
<td>27.4</td>
</tr>
<tr>
<td>LSTM with Luong attn</td>
<td>29.2</td>
<td>58.1</td>
<td>32.6</td>
<td>26.7</td>
</tr>
<tr>
<td>fully convolutional</td>
<td>29.5</td>
<td>57.8</td>
<td>32.6</td>
<td></td>
</tr>
<tr>
<td>Gain from pre-training</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>transformer base</td>
<td>1.9</td>
<td>1.2</td>
<td>1.7</td>
<td>2.2</td>
</tr>
<tr>
<td>LSTM with Luong attn</td>
<td>1.7</td>
<td>1.3</td>
<td>2.5</td>
<td>1.7</td>
</tr>
<tr>
<td>fully convolutional</td>
<td>1.6</td>
<td>2.1</td>
<td>1.9</td>
<td>2.2</td>
</tr>
<tr>
<td>No fine-tuning</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>transformer base</td>
<td>23.7</td>
<td>66.7</td>
<td>31.4</td>
<td>17.4</td>
</tr>
<tr>
<td>LSTM with Luong attn</td>
<td>24.1</td>
<td>64.1</td>
<td>31.5</td>
<td>18.1</td>
</tr>
<tr>
<td>fully convolutional</td>
<td>24.2</td>
<td>65.8</td>
<td>31.4</td>
<td>17.9</td>
</tr>
</tbody>
</table>

In the era of pre-trained language models, transformer architecture is the default choice for Natural Language Processing. At the same time, some of the recent studies (Tay et al., 2021) show that not only transformers can incorporate knowledge gained during the pre-training stage. In this study, we investigate the influence of Paraphrase Generation pre-training on model quality regarding the architecture.

In Table 2, we observe that the pre-training boosts the model performance regardless of the architecture. In some cases fully convolutional and LSTM models outperforms transformer in terms of the score gain from pre-training. Surprisingly, the gain is bigger on average on the MSCOCO dataset (in terms of BLEU and TER), despite the fact that its training set is bigger than QQP.

We also explore the quality of the neural networks trained solely on the ParaNMT-50M dataset, without further fine-tuning, in Table 2 (lower block). For such models, METEOR score is higher on the QQP test set and similar on the MSCOCO dev set, while the models trained on the actual datasets expectedly prevail in terms of BLEU and TER.

Another observation is that the ParaNMT-only transformer shows consistently worse results on both datasets compared to LSTM and full convolutional nets. One of the possible reasons is that thanks to better inductive bias, the transformer better tunes to the ParaNMT dataset and, thus, generalizes worse on other datasets.
6 Related Work

Based on the idea of variational autoencoders with discrete latent structures, in Fu et al. (2020a) authors propose a latent bag of words (BOW) model for paraphrase generation. The semantics of a discrete latent variable is modeled by the BOW from the target sentences. This latent variable is used to build a fully differentiable content planning and surface realization model. Source words are used to predict their neighbors and model the target BOW with a mixture of softmax. Gumbel top-k reparameterization is employed to perform differentiable subset sampling from the predicted BOW distribution. The retrieved sampled word embeddings are used to augment the decoder and guide its generation search space.

In paper Krishna et al. (2020), authors reformulate unsupervised style transfer as a paraphrase generation problem, and present a simple methodology based on fine-tuning pretrained language models on automatically generated paraphrase data. Despite its simplicity, the described method significantly outperforms state-of-the-art style transfer systems on both human and automatic evaluations.

Work Goyal and Durrett (2020) proposes to use syntactic transformations to softly “reorder” the source sentence and guide neural paraphrasing model. First, given an input sentence, the method derives a set of feasible syntactic rearrangements using an encoder-decoder model. This model operates over a partially lexical, partially syntactic view of the sentence and can reorder big chunks. Next, the method uses each proposed rearrangement to produce a sequence of position embeddings, which encourages the final encoder-decoder paraphrase model to attend to the source words in a particular order.

A method for generating paraphrases of English questions that retain the original intent but use a different surface form was proposed in Hosking and Lapata (2021). An encoder-decoder model was trained to reconstruct a question from a paraphrase with the same meaning and an exemplar with the same surface form, leading to separated encoding spaces. A Vector-Quantized Variational Autoencoder was used to represent the surface form as a set of discrete latent variables that allows the application of a classifier to select a different surface form at test time. It was experimentally proved that the proposed model is able to generate paraphrases with a better tradeoff between semantic preservation and syntactic novelty compared to previous methods.

In paper Fu et al. (2020b), authors explore the use of structured variational autoencoders to infer latent templates for sentence generation using a soft, continuous relaxation in order to utilize reparameterization for training. Specifically, they propose a Gumbel-CRF, a continuous relaxation of the CRF sampling algorithm using a relaxed Forward Filtering Backward-Sampling (FFBS) approach. As a reparameterized gradient estimator, the Gumbel-CRF gives more stable gradients than score-function based estimators. As a structured inference network, it was shown that it learns interpretable templates during training, which allows it to control the decoder during testing. The effectiveness of methods was demonstrated with experiments on unsupervised paraphrase generation.

7 Conclusion

In this paper, we studied the effect of ParaNMT pre-training for Paraphrase Generation. We propose a simple and efficient approach for improving the quality of neural models for the task. We show that ParaNMT pre-training significantly benefits neural networks regardless of the architecture. Moreover, models trained solely on the ParaNMT already perform well on both evaluation sets.

Relevant pre-training enhances neural networks’ quality at no cost in terms of model size or inference time. Task-agnostic pre-training procedures require substantial computational resources, and available models are limited to architectures. At the same time, task-specific pre-training significantly improves model performance while being easier to reach.
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