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A B S T R A C T

Cuffless continuous blood pressure (BP) monitoring is of vital importance for personal health management.
Currently, there are extensive studies devoted to cuffless BP prediction based on advanced machine learning
techniques and by fusing a variety of physiological signals such as Photoplethysmogram (PPG) and Electro-
cardiogram (ECG) signals. However, the prediction accuracy still cannot meet the requirements, and it is
inconvenient to collect multiple signals at the cost of additional sensors, which limits its potential application
scenarios. Different from the conventional routine of modeling BP prediction as a classification or regression
question, we model BP prediction as a label distribution learning question (sample level information fusion)
for the first time and an end-to-end model is trained based on the proposed adaptive multitask weighted
loss to predict systolic BP (SBP), diastolic BP (DBP) and mean BP (MBP) in parallel (task level information
fusion), with only PPG signal as input. Resultly, not only precise BP but also predictive confidence interval are
reported, and the normalize target technique usually used in regression modeling is no longer needed. To fully
delve useful information for BP prediction from the only PPG signal, an end-to-end network is proposed for
learning and fusing information from different modalities (original signal and its derivatives, time domain and
time–frequency domain) of the signal (feature fusion). Besides, taking into account the varying informativeness
of each learned feature accounting for different prediction tasks, task-specific attention module is introduced
to learn the varied importance of each feature learned to different prediction tasks, under the hard parameter
sharing mode of multitask learning (MTL) network. Extensive experiments on a publicly available database
indicate that: (1) The proposed MTL model achieves superior performance over the corresponding single-task
learning (STL) model at the cost of only about 1/3 times the amount of parameters. (2) The distribution
learning mode enables superior generalization ability of the model over the regression modeling mode in both
MTL and STL settings. (3) Compared with regression modeling, the distribution learning mode can alleviates
the predictive bias of the trained model due to skewed distribution in dataset, given TFNet as feature learner.
(4) The fusion of information of different modalities of PPG signal can significantly improve the generalization
ability of the prediction model. (5) The proposed model has achieved superior performance over several
representative methods/systems, while using only PPG signal and no any calibration procedure is required.
. Introduction

Blood pressure (BP) plays an essential role in people’s health, and
ontinuous BP tracking provides a powerful reference to help physi-
ians make decisions in the diagnosis of several diseases, especially
ardiovascular disease. In commercial area, BP prediction module has
ecome a standard configuration of health-related wearable devices
nd health care products [1], such as smart bracelet.

In fact, the research of BP measurement has a long history. From
he mercury sphygmomanometers, the so-called gold standard, to the
irschner stethoscope method [2], the oscillometric-based [3], and
he volume clamp method [4], these approaches belong to physical
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methods based on pressure conversion. The main drawback of these
methods is that they are cuff-based and will cause discomfort when
worn for long periods of time, which prevents it for continuous BP
monitoring. Pulse transit time (PTT)-based method [5] could be used
to real-time BP monitoring. Whereas, it is an ideal model and frequent
calibration per subject is needed to ensure accuracy [6,7]. Therefore,
it is not suitable for complex clinical situations well, as patients suffer
from various symptoms such as bleeding and are affected by drugs [8].

Benefiting from the development of machine learning (ML) technol-
ogy, many researchers have started to achieve continuous BP prediction
in a data-driven manner, where ML algorithms are employed to learn
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Fig. 1. Comparison of different learning modes for blood pressure prediction. (a)
classification formulation; (b) regression modeling; (c) distribution learning.

the complex mapping between inputs and BP from vital signals. Ex-
isting ML-based approaches for BP prediction can be categorized into
classification-based methods and regression-based methods, as illus-
trated in Fig. 1(a)∼(b). In classification-based methods [9–11], the
total BP range is divided into several disjoint intervals, each of which
represents an independent category, and then the model is trained
to correctly predict the belonging category given inputs. Apparently,
this type of modeling method can only be used to roughly estimate
the BP range and diagnose whether an individual’s BP is normal or
not. In addition, the order of BP interval corresponding to category
is ignored, which is obviously unreasonable and may lead to very
abnormal prediction results of the model. In regression-based meth-
ods [7,8,12–28], the model is trained by minimizing the distance
between the predicted BP and the genuine BP to directly predict BP
values. Note that almost all work in this area follows this paradigm.
Treating different BP values as distinct classes may not yield the best
performance because the similarity of samples between adjacent BP
value is not considered. Furthermore, due to the large range of target
value, 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒 𝑡𝑎𝑟𝑔𝑒𝑡 [17,29] technique is often employed to reduce
the range of target to boost training.

Converting hard target (i.e. the binary vector generated through
one-hot encoding) to soft target in some form, such as label smooth-
ing [30], have been proved to achieves gains in performance and
generalization ability of predictive model in classification settings.
Especially, in knowledge distillation [31], a smaller model is trained
to match the output (soft target) of a complex model, instead of the
ground-truth hard label, and the reason why knowledge distillation
works is that a lot of helpful information that could not be encoded with
a single hard label can be carried in soft label. Taking BP prediction into
account, for a sample with fixed target BP, if the similarity information
of the samples with BP near the target can be exploited for training, it
is reasonable to achieve better performance. However, unlike the very
limited number of categories in classification problems, individual’s BP
is a continuous real number within a certain range, and there are no
explicit boundaries between different BP values.

Label distribution learning (LDL) [32], as a new learning paradigm,
has been applied to several tasks such as multi-label classification [33]
and age estimation [33–35]. In LDL, the label distribution itself can
naturally reflect the ambiguous information of sample label with re-
spect to label space. Note that LDL is suitable to both classification and
regression tasks [33]. Instead of following the convention of modeling
BP prediction as a classification or regression question, to leverage
the information of samples near the target, based on a reasonable
assumption—BP is assumed to be an integer, we firstly model BP pre-
diction as a label distribution learning question. Specifically, the label
distribution of each sample is firstly generated based on its ground-
truth target value, and then a model is trained to predict the label
distribution, instead of the isolated BP value.

Furtherly, based on the feature statistics (mean and variance) of the
predicted label distribution, a new multitask loss function consisting of
multiple loss terms for distribution learning is proposed, which models
the distribution loss, the mean loss and variance loss of the distribution,
the inconsistency loss between the predicted distributions of adjacent
427
samples, and the model complexity term, respectively. More impor-
tantly, the loss scale of different tasks is modeled in the loss function,
which has not been considered in existing related work [8,16–18,22].
Actually, the prediction difficulties of SBP, DBP and MBP present a
big difference, which has been confirmed by almost all existing rel-
evant studies [7,8,15–20,22–24,28,36–42]. Specifically, SBP is more
difficult to predict than DBP, and MBP is between SBP and DBP. The
difference will be more obvious with more diversified records included
in the dataset. This difference is called loss scale and is modeled as
uncertainty in the designed loss function.

In the present study, we also employ end-to-end deep learning
for our purpose—the model is trained by using only raw PPG signal
as input to predict label distribution. Therefore, both the automatic
feature learning and the predictive model building processes exploit
the label distribution information. As for the design of the neural net-
work model, to fully delve and exploit the implied information useful
for BP prediction from the easily acquired PPG signal, we consider
from the following two aspects: (𝑖) original signal and its derivatives:
the motivation is that derivatives of the original signal contain more
detailed information characterizing pulse information, which is useful
in analyzing PPG signal [43]. Specifically, the 1st order derivative
of PPG signal, i.e velocity PPG, contains slope information related to
BP, and the 2nd order derivative of PPG signal, i.e accelerated PPG,
contains dominating information about the dichroic notch and the di-
astolic point [44]; (𝑖𝑖) time domain information and time frequency domain
information: signal in the time domain captures the waveform contour
changes over time, while time–frequency information reveals the fre-
quency changes over time. Time–frequency analysis is advantages in
analyzing non-stationary signal accompanied with abnormal pattern.
In fact, learning in the frequency domain by converting time domain
signal through the powerful time–frequency analysis techniques has
shown its superiority over time-spatial domain in computer vision
area [45] and IoT applications [46] with various sensor inputs.

The feature learner is designed by learning and fusing information
from different modalities of PPG signal as above. Furthermore, previous
studies based on explicit feature extraction have shown that the contri-
bution of each feature varies to different prediction tasks (i.e SBP, DBP
and MBP) [14,20,47–49]. To settle this issue under the hard parameter
sharing mode for MTL, we introduced an attention module in each
task network to learn the varied importance of each feature learned
for different prediction tasks.

Based on the above considerations, we proposed a novel time do-
main and frequency domain network based multitask deep distribution
learning framework (TFNet-MTD2L) for BP prediction. From the per-
spective of information fusion, the proposed method considers three
levels of fusion: (𝑖) sample level: based on the novel distribution learning
paradigm, the information of adjacent samples with BP nearing a sam-
ple is utilized through soft target during training; (𝑖𝑖) task level: Unlike
traditional single-task learning, here, different tasks are correlated by a
shared feature learner, and the multitask network is jointly trained to
make predictions; (𝑖𝑖𝑖) feature level: informative feature related to BP is
delved by learning and fusing information from different modalities of
PPG signal.

Summarily, the main contributions of this study include:

• Modeling BP prediction as a label distribution learning question
for the first time, which is different from the traditional routine
of formalizing BP prediction as a regression or classification
question. Resultly, not only precise BP value but also confidence
interval is reported, and the 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒 𝑡𝑎𝑟𝑔𝑒𝑡 technique as used in
regression-based methods is no longer needed.

• A new multitask loss function for distribution learning is proposed
for join-training of the model by utilizing the statistical informa-
tion of the distribution and modeling the loss scale of different
prediction tasks.
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• An end-to-end network is proposed for learning and fusing infor-
mation from different modalities (original signal and its deriva-
tives, time domain and time–frequency domain) of PPG signal.
Besides, task-specific attention module is introduced to learn the
importance of each learned feature for different prediction tasks.

• Extensive ablation experiments established the effectiveness of
the proposed method—TFNet-MTD2L. Through ablation experi-
ments, we showed a path to reduce the predicted MAE of SBP,
DBP, and MBP to 5.8815, 3.3549, and 3.4859 mmHg, respec-
tively.

The rest of the paper is organized as follows: Related work is firstly
reviewed in Section 2. Then, the concept of multitask label distribution
learning for blood pressure prediction is firstly formulated in Section 3.
Next, Section 4 presents the proposed network architecture. The adap-
tive multitask weighted loss for distribution learning is proposed in
Section 5. Experimental results are reported and analyzed in Section 6.
Finally, we conclude the paper in Section 7.

2. Related work review

2.1. Traditional ML for BP prediction

Traditional ML-based studies in this area mainly focus on feature
exploration and signal fusion [6,7,12,15,26,38,47]. Moreno et al. [15]
firstly analyzed the features comprehensively from PPG signal that
required for building BP prediction model. Kachuee et al. [7] system-
atically investigated two types of features required for BP prediction—
physiological parameters, and whole-based features. Fujita et al. [27]
proposed level-crossing features (LCFs) based on the derivatives of
PPG signal for BP prediction. Thambiraj et al. [20,41] proposed a
new feature—Womersley number for BP prediction. Xing et al. [40]
extracted frequency domain features from PPG signal based on FFT for
beat-to-beat BP prediction. Bose S et al. [28] firstly model the explicitly
feature extraction as dictionary learning and the sparse representation
of the PPG signal is used as feature for further beat-to-beat BP predic-
tion. Studies [50,51] investigated the use of ECG only to measure BP.
Studies [24,36,52,53] investigated BP prediction by using oscillometric
waveform. Fong et al. [23] proposed a SVR-based ensemble model for
BP prediction based on multi-channel PPG signal. Miao et al. [14] pro-
posed a multi-instance regression model for BP prediction by fusing one
ECG signal and two pulse pressure wave signals. Firstly, although the
fusion of multiple signals can effectively improve the prediction accu-
racy, it is inconvenient and added additional burden in practice, which
limits its potential usage scope. In contrast, we attempt to achieve BP
prediction using the easily available PPG signal only. Secondly, tedious
feature engineering is needed in the above work, and feature selection
has to be performed per task before training model for SBP, DBP and
MBP prediction, respectively. Besides, the most informative features
selected may vary from individual to individual [47]. In contrast, in
our end-to-end deep learning based multitask joint-training framework,
both feature engineering and feature selection are not required. In
fact, we introduced task-specific attention module to learn the task-
dependent weights for each learned feature automatically, and only one
model with multiple outputs is trained to predict SBP, DBP and MBP in
parallel.

2.2. Label distribution learning

As a new ML paradigm, label distribution learning (LDL) [32] has
attracted wide attention. It naturally provides a way to express label
ambiguity. LDL has been successfully applied to general classification
task [54] and computer vision tasks such as age estimation [33–35] and
expression recognition [55]. As far as we know, to date, BP prediction is
considered mainly as a regression question in existing studies. Here, we
model BP prediction as a multitask label distribution learning question
428
Fig. 2. Schematic diagram of the proposed multitask deep distribution learning
framework—TFNet-MTD2L for blood pressure prediction.

for the first time. Specifically, the label space consists of discrete blood
pressure values within the possible BP range. Unlike the regression
paradigm where the model is trained directly to map the input to its
corresponding BP value, in LDL, the model is trained to map the input
to a distribution in the label space. Then, BP is computed as the mean of
the distribution with respect to the label space. This paradigm actually
exploits the information of the samples whose labels are close to a
target implicitly through the soft target during training.

2.3. MTL based BP prediction

Currently, studies [8,17,18,22,25] related to multitask learning
(MTL) in this area are all in neuro models owning to the modular-
ity architecture of neural network. Su et al. [17] proposed a model
named DeepRNN by stacking multiple LSTM layers for long-term BP
prediction. Similarly, Tanveer et al. [8] proposed a model consisting of
ANN and multiple LSTM layers to predicting BP using raw PPG signal.
Baek et al. [18] proposed a fully convolutional network by stacking the
proposed Extraction-Concentration block for BP prediction. Slapnicar
et al. [25] proposed a spectro-temporal deep neural network for BP
prediction. Note that the residual connection technique is utilized in
studies [17,18,25]. Eom et al. [22] proposed a model comprised of
a VGG-style module, Bi-GRU and attention module for BP prediction.
In the context of [56], all of the above MTL models follow the hard
parameter sharing mode [56], i.e. several layers for learning infor-
mative representations are shared among all tasks, which is followed
by multiple independent task networks. Compared with single-task
learning (STL), in MTL, only one model is trained and multiple tasks are
predicted in parallel given input. More importantly, the generalization
ability of the model may be improved if multiple related tasks share
knowledge in some way appropriately.

One problem with the above work is that the total loss used for
back propagation is simply the average of respective task losses, that
is, the loss scale of each task is equal by default. Whereas, previous
research has clearly shown that the prediction accuracy between differ-
ent tasks (SBP, DBP and MBP) exhibits a significant difference, which is
called task-dependent or homoscedastic uncertainty in Bayesian mod-
eling [57]. Meanwhile, balancing the contribution of different tasks
through adaptive loss weighting has shown superiority in several com-
puter vision application scenarios [58–60]. Here, we model the loss
scale of different tasks as task-dependent uncertainty and proposed a
new distribution learning-based loss function. Moreover, in the above
work, there is no explicit mechanism to handle the difference between
the most informative feature sets related to different prediction tasks,
which may affect the joint-training of multiple tasks. We settle this
question by introducing an attention module in each task network to
learn the task-dependent weights of each feature.
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3. Problem formulation

In this section, we first provide a formal description of the proposed
multitask deep distribution learning framework for BP prediction. Fig. 2
presents a schematic diagram of the training process of the proposed
multitask distribution learning framework. Assume the possible BP
range is [𝑝𝑙, 𝑝ℎ], 𝑝𝑙, 𝑝ℎ ∈ 𝑍+, 𝑝𝑙 ≪ 𝑝ℎ. Then, discretize the possible BP
range into a complete and ordered label space with a step size of 1 (note
that a resolution of 1 is large enough for BP), i.e. 𝑙 = {𝑝𝑙, 𝑝𝑙+1,… , 𝑝ℎ}.
The size of the label space is denoted as 𝐶, 𝐶 = 𝑝ℎ−𝑝𝑙+1. Let 𝐾 denotes
the number of tasks, all of the 𝐾 tasks share the same input. Here, 𝐾
is set to 3, representing the three prediction tasks of SBP, DBP and
MBP, respectively. Let 𝑓𝑠 denotes the sampling frequency, 𝑇 denotes
the segmentation time interval (unit: second). Suppose we are given a
sample set—{(𝑥1, 𝑦1),… , (𝑥𝑖, 𝑦𝑖),…}, 𝑥𝑖 ∈ 𝐑𝐿, representing the input of
the 𝑖th sample composed of signal sequence with length—𝐿, 𝐿 = 𝑇 ⋅𝑓𝑠.
𝑦𝑖 = (𝑦𝑠𝑖 , 𝑦

𝑑
𝑖 , 𝑦

𝑚
𝑖 ), representing the output of the 𝑖th sample composed

of SBP, DBP and MBP, respectively. Here, we consider sequential deep
learning where input is a sequence composed of 𝑠 samples. In other
words, the input shape is (𝑁 , 𝑠 × 𝐿, 1), where 𝑁 denotes the batch
size, 𝑠 denotes the length of the sequence.

Time–frequency network (TFNet), which extracts information from
both time domain and time–frequency domain, is utilized to learn in-
formative intermediate features from raw PPG signal, which is followed
by three independent networks to learn the mapping between features
and label space for each task. Suppose 𝑓𝜃𝑐 (𝑥) represents the mapping
from raw signal sequence to intermediate features, which is defined by
parameters 𝜃𝑐 , 𝑓𝜃𝑐 (𝑥) ∈ 𝐑(𝑁 ⋅𝑠)×𝑛𝑡𝑜𝑡𝑎𝑙 , where 𝑛𝑡𝑜𝑡𝑎𝑙 denotes the dimension
of the output of the final Concatenation layer. Denotes 𝑧𝑠, 𝑧𝑑 and 𝑧𝑚

the output logits of the three task networks. Then,

𝑧𝑠 = 𝑓𝜃𝑐 (𝑥)𝜃𝑠
𝑇
, 𝑧𝑑 = 𝑓𝜃𝑐 (𝑥)𝜃𝑑

𝑇
, 𝑧𝑚 = 𝑓𝜃𝑐 (𝑥)𝜃𝑚

𝑇
, (1)

where 𝜃𝑠, 𝜃𝑑 , 𝜃𝑚 ∈ 𝐑𝐶×𝑛𝑡𝑜𝑡𝑎𝑙 are the task-specific parameters of SBP,
DBP and MBP prediction task, respectively. 𝜃𝑐 is shared parameters for
the three tasks. For convenience, let 𝜃 ∶= (𝜃𝑐 , 𝜃𝑠, 𝜃𝑑 , 𝜃𝑚). Suppose 𝑝𝑠, 𝑝𝑑
and 𝑝𝑚 the predicted distribution for SBP, DBP and MBP prediction,
respectively. 𝑝𝑠, 𝑝𝑑 , 𝑝𝑚 ∈ 𝐑(𝑁 ⋅𝑠)×𝐶 . 𝑝𝑠𝑖,𝑗 = (𝑝𝑠𝑖,𝑗,1, 𝑝

𝑠
𝑖,𝑗,2,… , 𝑝𝑠𝑖,𝑗,𝐶 ), 𝑝𝑑𝑖,𝑗 =

(𝑝𝑑𝑖,𝑗,1, 𝑝
𝑑
𝑖,𝑗,2,… , 𝑝𝑑𝑖,𝑗,𝐶 ), 𝑝𝑚𝑖,𝑗 = (𝑝𝑚𝑖,𝑗,1, 𝑝

𝑚
𝑖,𝑗,2,… , 𝑝𝑚𝑖,𝑗,𝐶 ), 𝑖 ∈ {1, 2..., 𝑁}, 𝑗 ∈

{1, 2,… , 𝑠}. For convenience, let 𝑝 ∶= (𝑝𝑠, 𝑝𝑑 , 𝑝𝑚). 𝑠 denotes the softmax
activation function, 𝑠(𝑥)𝑖 = exp(𝑥𝑖)∕

∑

𝑘 exp(𝑥𝑘). Then,

𝑝𝑠𝑖,𝑗,𝑐 = 𝑠(𝑧𝑠𝑖,𝑗 )𝑐 , 𝑝
𝑑
𝑖,𝑗,𝑐 = 𝑠(𝑧𝑑𝑖,𝑗 )𝑐 , 𝑝

𝑚
𝑖,𝑗,𝑐 = 𝑠(𝑧𝑚𝑖,𝑗 )𝑐 , (2)

where 𝑝𝑡𝑖,𝑗,𝑐 denotes the degree that the 𝑐th label describes the 𝑗th
sample of the 𝑖th sequence for the 𝑡th task. Obviously, ∑𝑐 𝑝

𝑡
𝑖,𝑗,𝑐 = 1 holds

for 𝑡 ∈ {1, 2,… , 𝐾}, 𝑖 ∈ {1, 2,… , 𝑁}, 𝑗 ∈ {1, 2,… , 𝑠}. Then, the mean
and variance of the distribution of SBP, DBP and MBP can be computed
respectively as follows,

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

𝑚𝑠
𝑖,𝑗 =

𝐶
∑

𝑐=1
𝑝𝑠𝑖,𝑗,𝑐 ⋅ (𝑝𝑙 + 𝑐 − 1),

𝑣𝑠𝑖,𝑗 =
𝐶
∑

𝑐=1
𝑝𝑠𝑖,𝑗,𝑐 ⋅ (𝑝𝑙 + 𝑐 − 1 − 𝑚𝑠

𝑖,𝑗 )
2,

𝑚𝑑
𝑖,𝑗 =

𝐶
∑

𝑐=1
𝑝𝑑𝑖,𝑗,𝑐 ⋅ (𝑝𝑙 + 𝑐 − 1),

𝑣𝑑𝑖,𝑗 =
𝐶
∑

𝑐=1
𝑝𝑑𝑖,𝑗,𝑐 ⋅ (𝑝𝑙 + 𝑐 − 1 − 𝑚𝑑

𝑖,𝑗 )
2,

𝑚𝑚
𝑖,𝑗 =

𝐶
∑

𝑐=1
𝑝𝑚𝑖,𝑗,𝑐 ⋅ (𝑝𝑙 + 𝑐 − 1),

𝑣𝑚𝑖,𝑗 =
𝐶
∑

𝑐=1
𝑝𝑚𝑖,𝑗,𝑐 ⋅ (𝑝𝑙 + 𝑐 − 1 − 𝑚𝑚

𝑖,𝑗 )
2.

(3)

In the training phase, as Fig. 2 illustrates, the network accepts 𝑥 as
input and performs forward propagation, and then the task-dependent
429

multitask weighted loss 𝐿(., ., .; 𝜃, 𝑔) is computed based on the predicted
𝑚, 𝑝 and the ground-truth 𝑦. Next, the computed loss 𝐿(𝑚, 𝑝, 𝑦; 𝜃, 𝑔)
is back propagated to update the network parameters 𝜃 and the task
weights 𝑔 simultaneously. The above process iterates until convergence.
In the prediction phase, the input signal (e.g. PPG signal) is feed into
the predictive model. Through forward propagation, the predicted SBP,
DBP and MBP are then computed according to Eq. (3) as 𝑚𝑠, 𝑚𝑑 and
𝑚𝑚, respectively.

4. Model architecture

We try to design such a network by considering the raw signal and
its derivatives, time-domain and time–frequency-domain information
of the signal, so as to extract useful information for BP prediction
by learning and fusing different signal modalities from the easily ob-
tained signal (such as PPG signal) as much as possible. As Fig. 3 il-
lustrates, the proposed network—TFNet-MTD2L, suitable for processing
one-dimensional signal, follows the hard parameter sharing mode—the
shared network tries to learn useful information, which is followed
by several task networks, with each corresponds to a prediction task.
The shared network contains two branches to extract information from
time domain and time–frequency domain, respectively. Each branch
contains three streams corresponding to the original signal and its first
and second order derivatives.

4.1. Three-stream U2Net

U2Net [61] is a two-level nested U-Net structure used for image seg-
mentation and object detection. The time domain network is designed
based on U2Net architecture. For each stream, the network captures
waveform of signal with different derivatives. As Fig. 3 (middle) illus-
trates, U2Net follows the Encoder–Decoder architecture and the basic
component of which is the residual U-block (RSU). RSU is composed of
three components: convolution layer (F) for extracting local feature,
U-like structure (U𝑙) for extracting multi-scale feature and residual
connection [62,63] for fusing local feature and multi-scale feature. It
is formally defined as follows given input 𝑋 ∈ 𝐑𝑁×𝑀×𝐶𝑖𝑛 ,

RSU𝑙(𝑋) = F(𝑋) + U𝑙(F(𝑋)), (4)

where the output RSU𝑙(𝑋) ∈ 𝐑𝑁×𝑀×𝐶𝑜𝑢𝑡 , 𝑙 indicates the depth of the
U-shaped structure. 𝐶𝑖𝑛 and 𝐶𝑜𝑢𝑡 denote the input channel and output
channel, respectively. Additionally, considering the various transitions
behavior of signal along time, instead of identity mapping, the multi-
scale extraction (MSE) module is developed for extracting multi-scale
patterns that is used in conjunction with the decoder output of the last
stage for reconstructing the high resolution signal. The MSE module is
composed of four parallel dilated-convolution (DConv) [64] operations
with different dilation rates for extracting various multi-scale patterns
between different neighboring pixels. The outputs of these convolutions
are concatenated together, and then the channel of which is reduced to
original dimension through several conventional convolution layers. It
is formally defined as follows given input 𝑋 ∈ 𝐑𝑁×𝑀×𝐶𝑖𝑛 ,

𝑋𝑖 = DConv𝑖(𝑋), 𝑖 ∈ {1, 2, 3, 4},

MSE(𝑋) = Conv(2)(𝐶𝑜𝑛𝑐𝑎𝑡(𝑋1, 𝑋2, 𝑋3, 𝑋4)),
(5)

where 𝑋𝑖 ∈ 𝐑𝑁×𝑀×𝐶𝑜𝑢𝑡 , MSE(𝑥) ∈ 𝐑𝑁×𝑀×𝐶𝑜𝑢𝑡 , 𝐶𝑜𝑢𝑡 is the output channel.
Conv(2) denotes two convolution layers in series.

Finally, instead of using just the output of the last decoder stage,
the multi-level outputs (MLO) at different decoder stages of U2Net
are concatenated to form the final output—𝑋𝑜′

𝑡 , 𝑋𝑜′
𝑡 ∈ 𝐑𝑁×(𝑠⋅𝐿)×𝐶𝑜𝑢𝑡 .

Because our goal is to respond BP to each sample in a signal sequence
consisting of 𝑠 consecutive samples, and the duration of each sample is
𝑇 seconds. Therefore, 𝑋𝑜′

𝑡 has to be reshaped to 𝑋𝑜
𝑡 ∈ 𝐑𝑁×𝑠×𝐶𝑜𝑢𝑡 through

Sequence-to-Segment conversion (S2SC) operation. S2SC is comprised
of a Reshape operation that reshape 𝑋𝑜𝑖′

𝑡 to the shape of 𝐑𝑁×𝑠×𝐿×𝐶𝑜𝑢𝑡 ,
and is followed by global average pooling (GAP [65]) to further squeeze

𝑁×𝑠×𝐶𝑜𝑢𝑡
it into the shape of 𝐑 .
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Fig. 3. The network architecture of the proposed TFNet-MTD2L for BP prediction. Left: the TFNet-MTD2L framework is composed of a shard network that extract informative
features from time-domain and time–frequency domain of the input signal and its derivatives. 𝑥𝑡, 𝑥′𝑡 and 𝑥′′𝑡 denote the input signal and its corresponding 1st and 2nd order
differential signals, respectively; Middle: the U2Net-based module with multi-level outputs (MLO); Right: the RSU module and the MSE module.
4.2. Three-stream recurrent network

For each stream in the time–frequency domain, the signal is firstly
transformed into time–frequency domain by short-time Fourier trans-
form (STFT). Suppose sliding window 𝑊𝜏 (𝑡) with length 𝜏 only have
non-zero value when 𝑡 ∈ [1, 𝜏]. Given real-valued input signal 𝑋 ∈
𝐑𝑁×(𝑠⋅𝐿)×1, STFT is formally defined as follows,

STFT𝜏,𝜐(𝑋)[𝑛,𝑚,𝑘]=
𝑠⋅𝐿
∑

𝑖=1
𝑋[𝑛,𝑖,1]𝑊𝜏 (𝑖 − 𝜐𝑚) exp{−𝑗 2𝜋𝑘

𝜏
(𝑖 − 𝜐𝑚)}, (6)

where STFT𝜏,𝜐(𝑋) ∈ 𝐑𝑁×𝑀×𝐾 denotes STFT with window width 𝜏 and
sliding step 𝜐. 𝑀 denotes the number of time chunks, 𝑀 = 𝑠 ⋅ 𝐿∕𝜏.
𝐾 denotes the number of frequency components, 𝐾 = ⌊𝜏⌋+1. In
experiment, 𝜏 = 𝜐 = 𝐿, 𝑀 is therein equals 𝑠. Then GRU is used
to learn useful, time-varying frequency domain information from the
time–frequency spectrum. Formally,

𝑋𝑜
𝑓 = GRU(STFT𝜏,𝜐(𝑋)), (7)

where 𝑋𝑜
𝑓 ∈ 𝐑𝑁×𝑠×𝑛𝑢𝑛𝑖𝑡 , 𝑛𝑢𝑛𝑖𝑡 denotes the dimensionality of the output

space in GRU.

4.3. Task network

Each task network is composed of attention module (AM), task-
specific network (TSN) and distribution learning head (DLH). Attention
module is incorporated to distinguish different importance between
different channels in time domain and different positions in time–
frequency domain. Suppose the input to the attention module is 𝑋𝑡𝑓 ∈
𝐑𝑁×𝑠×3(𝐶𝑜𝑢𝑡+𝑛𝑢𝑛𝑖𝑡), 𝑋𝑡𝑓 = 𝐶𝑜𝑛𝑐𝑎𝑡(𝑋𝑜

𝑡 , 𝑋
𝑜′
𝑡 , 𝑋𝑜′′

𝑡 , 𝑋𝑜
𝑓 , 𝑋

𝑜′
𝑓 , 𝑋𝑜′′

𝑓 ). For conve-
nience, let 𝑛𝑡𝑜𝑡𝑎𝑙 ∶= 3(𝐶𝑜𝑢𝑡 + 𝑛𝑢𝑛𝑖𝑡). Then, the attention weights are
computed as follows [66]: (1) compress 𝑋𝑡𝑓 to 𝑋′

𝑡𝑓 ∈ 𝐑𝑁×1×𝑛𝑡𝑜𝑡𝑎𝑙

through GAP operation, i.e. 𝑋′
𝑡𝑓 = GAP(𝑋𝑡𝑓 ); (2) compute attention

weights 𝑊 (𝑋𝑡𝑓 ) ∈ 𝐑𝑁×1×𝑛𝑡𝑜𝑡𝑎𝑙 by a single hidden bottleneck layer
multi-layer perceptron (MLP), which is formally defined as,

𝑊 (𝑋𝑡𝑓 ) = 𝜎(FC2(𝛿(FC1(𝑋′
𝑡𝑓 )))), (8)

where 𝛿 denotes ReLU activation function, 𝜎 denotes sigmoid activation
function. Last, the final output of the attention module is computed as
𝑋𝑡𝑓 = 𝑋𝑡𝑓

⨀

𝑊 (𝑋𝑡𝑓 ). Note that AM is attached in each task network,
in other words, it is task-specific.
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TSN is comprised of a fully-connected layer, and DLH is a fully-
connected layer with softmax activation and output dimension equals
𝐶, which is specialized for distribution learning.

5. Adaptive multitask loss weighting

In addition to the predicted distribution—𝑝, the statistics of 𝑝 (such
as mean and variance) are also used to design auxiliary loss terms.
Specifically, the proposed loss function is composed of five loss terms:
(1) 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 𝑙𝑜𝑠𝑠; (2) 𝑚𝑒𝑎𝑛 𝑙𝑜𝑠𝑠; (3) 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝑙𝑜𝑠𝑠; (4) 𝑖𝑛𝑐𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑐𝑦 𝑙𝑜𝑠𝑠;
(5) 𝑟𝑒𝑔𝑢𝑙𝑎𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑡𝑒𝑟𝑚. The 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 𝑙𝑜𝑠𝑠 penalizes the difference be-
tween the predicted and the genuine distributions. The 𝑚𝑒𝑎𝑛 𝑙𝑜𝑠𝑠
penalizes the difference between the expectations of the predicted
and the genuine label distributions. The 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝑙𝑜𝑠𝑠 penalizes the
dispersion of the predicted label distribution. The 𝑖𝑛𝑐𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑐𝑦 𝑙𝑜𝑠𝑠
penalizes the inconsistency of the predicted label distributions of adja-
cent samples in a sequence. The 𝑟𝑒𝑔𝑢𝑙𝑎𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛 𝑡𝑒𝑟𝑚 controls the model
complexity.

Before introducing the loss function, we review a work firstly, on
which the modeling of loss scale of different tasks in the proposed loss is
based. Kendall et al. [60] proposed a general loss function that unified
classification task and regression task in multitask settings, where the
losses of different tasks are weighted based on task-dependent uncer-
tainty modeling with the form of ∑𝑗 log 𝛿𝑗 + 𝐿𝑗∕𝛿𝑗2, where 𝐿𝑗 denotes
the loss of the 𝑗th task, 1∕𝛿𝑗2 serve as a scaling factor to reduce the
contribution of task-𝑗 with high uncertainty to the total loss, log 𝛿𝑗
represents regularization term actually, which makes the weight of
loss (i.e. 𝛿𝑗) learnable. The thought of determining loss scale based on
uncertainty modeling is utilized in the 𝑚𝑒𝑎𝑛 𝑙𝑜𝑠𝑠 and 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝑙𝑜𝑠𝑠 terms
to balance the loss weights of different tasks. Next, we first introduce
each loss term separately, and then give a formal definition of the final
loss function.

5.1. Softmax loss

For simplicity, we omit the sequence dimension index of 𝑝. The
distribution likelihood of the 𝑖th sample on the 𝑗th task: ∏𝐶 𝑝𝑗

�̃�𝑗𝑖,𝑐 ,
𝑐=1 𝑖,𝑐
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�̃�𝑗𝑖 is the distribution of 𝑦𝑗𝑖 in the label space. The total likelihood can
be formulated as,
𝑁
∏

𝑖=1

𝐾
∏

𝑗=1

𝐶
∏

𝑐=1
𝑝𝑗𝑖,𝑐

�̃�𝑗𝑖,𝑐 .

Then, the distribution loss is the negative log-likelihood as follows,

𝐿0 =
1

𝑁 ⋅𝐾

𝑁
∑

𝑖=1

𝐾
∑

𝑗=1

𝐶
∑

𝑐=1
−�̃�𝑗𝑖,𝑐 log 𝑝

𝑗
𝑖,𝑐 , (9)

where 𝐿𝑗
0 =

1
𝑁

∑𝑁
𝑖=1

∑𝐶
𝑐=1 −�̃�

𝑗
𝑖,𝑐 log 𝑝

𝑗
𝑖,𝑐 is actually the softmax loss regard

to the 𝑗th task.

5.2. Mean loss

Suppose 𝑚𝑗 − 𝑦𝑗 ∼  (0, 𝛿𝑗2), the variance—𝛿𝑗2 is the task-related
parameter, then the total likelihood can be formulated as, ∏𝑁

𝑖=1
∏𝐾

𝑗=1
 (𝑚𝑗

𝑖 − 𝑦𝑗𝑖 ; 0, 𝛿𝑗
2). Then, the negative log-likelihood loss regard to the

mean of the distribution as follows,

𝐿1 =
−1
𝑁 ⋅𝐾 log{

𝑁
∏

𝑖=1

𝐾
∏

𝑗=1
 (𝑚𝑗

𝑖 − 𝑦𝑗𝑖 ; 0, 𝛿𝑗
2)}

∝ 1
𝑁 ⋅𝐾

𝑁
∑

𝑖=1

𝐾
∑

𝑗=1
{1∕2 ⋅ log 𝛿𝑗2 + (𝑚𝑗

𝑖 − 𝑦𝑗𝑖 )
2∕(2𝛿𝑗2)}

= 1
𝐾

𝐾
∑

𝑗=1
𝐿𝑗∗
1 ,

(10)

where 𝐿𝑗∗
1 = 1∕2⋅log 𝛿𝑗2+

1
𝛿𝑗 2

𝐿𝑗
1 is the 𝐿1 loss regard to the 𝑗th prediction

task, 𝐿𝑗
1 =

1
2𝑁

∑𝑁
𝑖=1(𝑚

𝑗
𝑖 − 𝑦𝑗𝑖 )

2.

5.3. Variance loss

Suppose
√

𝑣𝑗 ∼  (𝛿𝑗2),  denotes half-normal distribution
parameterized by—𝛿𝑗2, representing the task-related parameter. Then,
the total likelihood can be formulated as, ∏𝑁

𝑖=1
∏𝐾

𝑗=1  (
√

𝑣𝑗 ; 𝛿𝑗2).
Then, the negative log-likelihood loss regard to the variance of the
distribution is formulated as:

𝐿2 =
−1
𝑁 ⋅𝐾 log{

𝑁
∏

𝑖=1

𝐾
∏

𝑗=1
 (

√

𝑣𝑗 ; 𝛿𝑗2)}

∝ 1
𝑁 ⋅𝐾

𝑁
∑

𝑖=1

𝐾
∑

𝑗=1
{ 1
2
log 𝛿𝑗2 + 𝑣𝑗𝑖 ∕(2𝛿𝑗

2)}

= 1
𝐾

𝐾
∑

𝑗=1
𝐿𝑗∗
2 ,

(11)

where 𝐿𝑗∗
2 = 1

2 log 𝛿𝑗
2 + 1

𝛿𝑗 2
𝐿𝑗
2 is the 𝐿2 loss regard to 𝑗th prediction

task. 𝐿𝑗
2 =

1
2𝑁

∑𝑁
𝑖=1 𝑣

𝑗
𝑖 .

5.4. Inconsistency loss

For the 𝑖th sequence of samples, similar to [67], we impose a
clustering constraint to its predicted distributions—{𝑝𝑘𝑖,𝑗}

𝑠
𝑗=1. The mean

of the predicted distributions of the 𝑖th sequence for the 𝑘th task is �̄�𝑘𝑖 =
1
𝑠
∑𝑠

𝑗=1 𝑝
𝑘
𝑖,𝑗 . Then, based on the 𝐿2 distance, the total 𝑖𝑛𝑐𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑐𝑦 𝑙𝑜𝑠𝑠

can be formulated as:

𝐿3 =
1

𝑁 ⋅𝐾⋅𝑠

𝑁
∑

𝑖=1

𝐾
∑

𝑘=1

𝑠
∑

𝑗=1
‖𝑝𝑘𝑖,𝑗 − �̄�𝑘𝑖 ‖. (12)

Obviously, 𝐿3 ensures the intra-sequence prediction consistency for
each task.

The final loss is formulated as, 𝐿 = 𝐿0+𝜇 ⋅𝐿1+ 𝜏 ⋅𝐿2+𝜌 ⋅𝐿3+𝜆 ⋅𝐿4.
The last regularization term—𝐿 is 𝐿 norm controlling the model
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4 2
Fig. 4. Blood pressure distribution and individual dynamics of the final processed
dataset. (a)∼(c) denote the distributions of SBP, DBP and MBP, respectively; (d)∼(f)
denote the individual dynamics of SBP, DBP and MBP, respectively.

complexity, i.e. 𝐿4 = ‖𝜃‖2. Hyper parameters—𝜇, 𝜏, 𝜌 and 𝜆 are used
to balance the weights of different loss terms. Replace 𝐿0, 𝐿1, 𝐿2 and
𝐿3 with Eqs. 5.1–(12), respectively, and 𝐿 is then reformulated as,

𝐿 = 1
𝐾

𝐾
∑

𝑗=1
{1
2
log(𝛿1𝑗

𝜇𝛿2𝑗
𝜏 )2

+ 1
2𝑁

𝑁
∑

𝑖=1
(2

𝐶
∑

𝑐=1
�̂�𝑗𝑙,𝑐 log(1∕𝑠(𝑧

𝑗
𝑖,𝑐 )) +

𝜇(𝑚𝑗
𝑖 − 𝑦𝑗𝑖 )

2

𝛿1𝑗
2

+
𝜏 ⋅ 𝑣𝑗𝑖
𝛿2𝑗

2
)

+ 𝜌
𝑁 ⋅𝑠

𝑁
∑

𝑖=1

𝑠
∑

𝑗=1
‖𝑝𝑘𝑖,𝑗 − �̄�𝑘𝑖 ‖} + 𝜆‖𝜃‖2,

(13)

where 𝛿𝑙𝑗
2 denotes the variance of the 𝑗th prediction task regard to the

𝑙th loss term. 𝜃 denotes the trainable parameters of the model.
In practice, to avoid possibly meaningless negative value and the

danger division by zero, without predicting 𝛿𝑙𝑗
2 directly, instead, we

predict 𝑔𝑙𝑗 = log 𝛿𝑙𝑗
2 as in [57,68]. In addition, logarithmic operation is

more numerical stable. Subsequent 𝑔𝑙𝑗 into Eq. (13), and then 𝐿 can be
reformulated as:

𝐿 = 1
𝐾

𝐾
∑

𝑗=1
{
𝜇 ⋅ 𝑔1𝑗 + 𝜏 ⋅ 𝑔2𝑗

2

+ 1
2𝑁

𝑁
∑

𝑖=1
(2

𝐶
∑

𝑐=1
�̂�𝑗𝑙,𝑐 log

1
𝑠(𝑧𝑗𝑖,𝑐)

+𝜇⋅𝑒−𝑔
1
𝑗(𝑚𝑗𝑖 −𝑦

𝑗
𝑖 )
2+𝜏 ⋅𝑒−𝑔

2
𝑗 ⋅𝑣𝑗𝑖)

+ 𝜌
𝑁 ⋅𝑠

𝑁
∑

𝑖=1

𝑠
∑

𝑗=1
‖𝑝𝑘𝑖,𝑗 − �̄�𝑘𝑖 ‖} +𝜆‖𝜃‖2.

(14)

6. Data and experiments

6.1. Data preparation

The Cuff-Less Blood Pressure Estimation Data Set from UCL (http
s://archive.ics.uci.edu/ml/datasets/Cuff-Less+Blood+Pressure+Estima
tion) was used for experiments. This version of the dataset is derived
from the MIMIC-II database [69] and has been widely used in the
relevant studies [18–20,38] due to its ease of use. The data is stored
hierarchically in four .𝑚𝑎𝑡 format files containing a total of 12 000
records, each with a duration between 8 and 592 s. Each record is
divided into disjoint segments, each of which has a duration of 10 s.
For PPG signals, each PPG segment was processed with FFT to remove
baseline drift and then filtered with a Butterworth band-pass filter with
cutoff frequencies of 0.5 and 8 Hz. Very few extreme outliers in the
segments were scaled based on statistical anomaly detection. Referring
to studies [18,40], low quality fragments were discarded based on BP
range criteria and peak analysis. The final processed dataset contains
2076 subject records, each containing 20 valid samples, for a total of
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Fig. 5. Graphical illustration of the variants of the proposed TFNet-MTD2L. Abbr., mlo: multi-level output, mse: multi-scale extraction, TSA: task-shared attention, AM: attention
module, DLH: distribution learning head, RLH: regression learning head.
41 520 samples. Each sample includes a PPG signal segment with 1250
sampling point and the corresponding BP values (include SBP, DBP
and MBP), where MBP is computed as MBP=(2 ⋅DBP+SBP)/3. Training,
validation and test sets are determined by dividing the data set in the
ratio of 6:2:2 based on the unique record ID, and therefore all samples
of each record appears only in training set, validation set or test set.
Fig. 4 illustrates the BP distribution and individual BP dynamics of
the dataset. The summary statistics of BP are SBP with 137.25±18.88
mmHg, DBP with 72.62.89±9.18 mmHg, MBP with 94.16±9.75 mmHg.
The value of SBP covers an extensively large range. Individual BP
dynamics are with mean of 12.17±8.17 mmHg, 7.46±6.08 mmHg,
8.37±5.73 mmHg for SBP, DBP and MBP, respectively. In addition,
the MIMIC III database [70] is further used to validate the proposed
method/model, which is described in Section 6.12.

6.2. Experiment settings

All network parameters are initialized with truncated normal dis-
tribution with mean equals 0 and std equals 0.05, and the model
is optimized using Adam optimizer with mini-batch of 16. In each
batch training, gradient—𝑔 is clipped to 𝑔𝑣∕‖𝑔‖2 if ‖𝑔‖2 > 𝑣, 𝑣 is
set to 5 in experiment. Learning rate is initially set to 0.001 and is
exponentially decreased by 0.05 after each epoch, and the maximum
number of epochs is set to 80. Finally, the model with the lowest loss
on validation set is selected as the final trained model for further test.
To have a further exploration of the proposed method TFNet-MTD2L,
we additionally implemented thirteen variants of the proposed method.
A simple graphical illustration of these methods is shown in Fig. 5, and
a detailed description of these methods is then given in Appendix. We
declare that no any other post-processing procedure was used in the
evaluation of the proposed method and its variants. All experiments
were performed on a Windows platform equipped with an RTX 2080Ti
GPU. The code is implemented based on Tensorflow framework with
version of 2.1. Note that for each method, the experiment was repeated
ten times by generating ten different splits of training, validation and
test sets to get more reliable results, and the results given in each table
are the average of the results of ten runs.

The experiments include: we firstly illustrates the training behavior
and resulting prediction with confidence interval in Section 6.5. Next,
in Section 6.6, we systematically compare different learning modes
(STL vs. MTL, and distribution learning vs. regression modeling). In
Section 6.7, we explore the network designing from the following three
aspects: time-frequency module, attention module and input combination.
In Section 6.8, we try to understand the role of adaptive weighted loss
mechanism, which is followed by hyper parameters sensitivity analysis
& verification of loss term in Section 6.9. Section 6.10 includes the
evaluation of the proposed model according to several standards, and
the statistical analysis of model fitting effect. The comparison with
several representative methods/systems is presented in Section 6.11.
Finally, Section 6.12 presents the external validation of the proposed
method/model on the MIMIC III database.
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6.3. Generation of ground-truth label distribution

For BP prediction, we assume the target distribution should con-
catenate around the ground-truth target 𝑦 (SBP, DBP or MBP). There-
fore, the ground-truth target distribution �̃� is generated based on a
normal distribution. Concretely, �̃�𝑐 = 𝑝(𝑙𝑐 |𝑦, 𝜎)∕

∑𝐶
𝑘=1 𝑝(𝑙𝑘|𝑦, 𝜎), where

𝑝(𝑙𝑐 |𝑦, 𝜎) =
1

√

2𝜋𝜎
⋅exp{− (𝑝𝑙+𝑐−1−𝑦)2

2𝜎2 }.

6.4. Evaluation metrics

To measure the performance of the proposed method in predicting
BP, six popular metrics, namely Mean absolute error (MAE), Mean ab-
solute percentage error (MAPE), Mean error (ME), Standard Deviation
(STD), R-square (R2) and Spearman rank correlation coefficient (SRC)
were used. Among them, ME, STD and MAE are three metrics related to
the AAMI and the BHS standards [71,72]. R2 measures the fitting effect
of the model, the closer its value is to 1, the better the fitting effect.
MAPE measures the mean absolute percentage error. SRC is a non-
parametric indicator that measures the dependence/correlation of two
variables, the closer its value is to 1, the greater the positive correlation.
These metrics are defined as follows,

MAE = 1
𝑁𝑡𝑒𝑠𝑡

𝑁𝑡𝑒𝑠𝑡
∑

𝑖=1
|𝑚𝑖 − 𝑦𝑖|, (15)

MAPE = 1
𝑁𝑡𝑒𝑠𝑡

𝑁𝑡𝑒𝑠𝑡
∑

𝑖=1

|𝑚𝑖 − 𝑦𝑖|
𝑦𝑖

, (16)

ME = 1
𝑁𝑡𝑒𝑠𝑡

𝑁𝑡𝑒𝑠𝑡
∑

𝑖=1
𝑚𝑖 − 𝑦𝑖, (17)

STD =

√

√

√

√
1

𝑁𝑡𝑒𝑠𝑡

𝑁𝑡𝑒𝑠𝑡
∑

𝑖=1
(𝑚𝑖 − 𝑦𝑖)2, (18)

R2 = 1 − 𝑅𝑆𝑆
𝑇𝑆𝑆

= 1 −
∑𝑁𝑡𝑒𝑠𝑡

𝑖=1 (𝑦𝑖 − 𝑚𝑖)2
∑𝑁𝑡𝑒𝑠𝑡

𝑖=1 (𝑦𝑖 − �̂�)2
, (19)

SRC = 1 −
6
∑𝑁𝑡𝑒𝑠𝑡

𝑖=1 (𝑟𝑎𝑛𝑘𝑦𝑖 − 𝑟𝑎𝑛𝑘𝑚𝑖
)2

𝑛3 − 𝑛
, (20)

where 𝑁𝑡𝑒𝑠𝑡 denotes the total number of test samples, �̂� =
∑𝑁𝑡𝑒𝑠𝑡

𝑖=1 𝑦𝑖∕𝑁𝑡𝑒𝑠𝑡,
𝑚𝑖 and 𝑦𝑖 denote the predicted and the ground-truth BP, respectively.

6.5. Learning the distribution for BP prediction

Fig. 6 presents the behavior of the proposed TFNet-MTD2L during
the training process. As Fig. 6(a) illustrates, the training, validation
and test losses continue to decrease steadily as the number of training
epochs increase, and gradually converge after the 50th epoch, and there
is no over-fitting phenomenon. As expected, the predictive performance
(i.e. MAE) of the model on the test set has improved steadily. To fur-
ther understand the behavior of predictive distribution changes during
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Fig. 6. Performance monitoring of the proposed TFNet-MTD2L during the training
process. (a) the loss variation; (b) the test performance (i.e. MAE) variation.

training, Fig. 7 shows the trend of the prediction distribution for a given
test sample using the model trained after different number of epochs.
It is clear that the predicted distribution for the three task gradually
approaching (with respect to mean and variance) the corresponding
ground-truth distribution.

Compared with classification-based and regression-based models,
one of the advantage of the proposed model based on distributed
learning is that it can not only directly predict blood pressure, but also
output the confidence of the prediction. Fig. 8 illustrates the continuous
BP prediction results of the proposed model on ten representative test
records, in which different records have different BP levels and various
BP change patterns. The top row (a)∼(e) of Fig. 8 shows relatively
good results. It is revealed that the trained model can accurately predict
SBP, DBP and MBP, and capture different BP change patterns precisely.
At the same time, the confidence interval of prediction is relatively
tight. The bottom row (f)∼(j) of Fig. 8 indicates the relatively poor
results. Specifically, in subfigure (f) of Fig. 8, the model performs
well on MBP prediction, but poorly on SBP and DBP predictions (the
BP levels between the predicted and the ground truth values differed
significantly, although the BP trends were similar between the two). In
subfigures (g) and (h) of Fig. 8, the model had significant uncertainty in
predicting SBP, DBP and MBP, although the trend in prediction values
was similar to that of true BP. In sub-figure (i) of Fig. 8, there is obvious
BP level difference between the predicted value and ground-truth value
for the three tasks. In sub-figure (j) of Fig. 8, the prediction result
has unexpected, completely different BP level and BP change pattern
from the ground-truth value for SBP, DBP and MBP prediction. This
is mainly due to individual differences. Note that the data is collected
from ICU patients and there is such a case where the PPG signals of the
two individuals are very similar, but the corresponding BP levels and
change patterns are completely different [73]. A practical approach to
tackle this question is to calibrate the general model by using partial
data of the test individual.

Generally, the essence of learning distribution enables the proposed
model with the characteristics of stable training, easy convergence and
predictive value accompanied with confidence.

6.6. Learning mode comparison

As mentioned earlier, the training process of the proposed dis-
tributed learning-based model with the characteristics of stable train-
ing. While, compared with the regression-based method, the perfor-
mance of the distributed learning-based method is unknown. In ad-
dition, from the perspective of machine learning, BP prediction is
naturally a multitask learning (MTL) problem. MTL can significantly
reduce the amount of parameters, and can be easily implemented in
DL-based methods due to the modularity nature of neural network
in supporting multiple outputs. However, a considerable part of stud-
ies [74,75] in this area adopts the STL mode and there are few articles
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systematically analyze and compare the two modes. In this section,
the following three questions will be studied: (1) how does distribu-
tion learning mode perform relative to regression modeling? (2) can MTL
mode achieve comparable performance to STL mode? (3) Is the answer to
question-2 related to the learning modes (distribution learning, regression
modeling)? To answer these questions, we implemented four compari-
son algorithms named TFNet-MTD2L, TFNet-STD2L, TFNet-MTDRL and
TFNet-STDRL, respectively.

Table 1 presents the results. For question (1), model-𝑎 outper-
forms model-𝑐 on almost all metrics. Specifically, in terms of MAE,
17.42%,26.82% and 17.17% improvement are achieved for SBP, DBP
and MBP prediction, respectively. This indicates that distribution learn-
ing mode helps to improve the generalization ability of the model
compared to regression modeling. For question (2), in the distribution
learning settings, MTL model-𝑎 achieves slightly performance gain than
STL model-𝑏 while with only 1/3 times of the number of param-
eters. However, in the regression modeling settings, MTL model-𝑐’s
performance is significantly decreased compared to the counterpart STL
model-𝑑. This indicates that MTL does not necessarily guarantee that
the model can achieve the comparative performance as STL for BP
prediction given TFNet as feature learner; For question (3), the answer
is yes. The reason behind this phenomenon is that, in regression-
based methods, the more significant loss scales between different tasks
hinders the training of the model in MTL settings.

In fact, distribution learning-based model is significantly superior
to regression-based model in both MTL and STL settings (model-𝑎 vs.
model-𝑐, and model-𝑏 vs. model-𝑑). In order to further understand the
results, in Fig. 9, given the MTL settings, we visualize the difference in
predictive accuracy of the two learning modes at different BP levels. It
is interesting that both the regression-based model and the distribution-
based model perform well in the central area of the possible BP range
and perform poorly in areas far away from the central BP region,
regardless of the prediction of SBP, DBP and MBP. This is due to
the skewed distribution of BP in the training set, making the trained
model predicts prefer to central BP region. This is actually imbalance
phenomenon that is rarely noticed and mentioned in this area, al-
though it is very important. It can also be seen that distribution-based
method can mitigate the bias in model predictions due to imbalanced
dataset, which is best viewed in Fig. 9(b). To further quantitatively
evaluate the difference of the two learning modes, we propose a new
metric—bin-balanced MAE (b2MAE) as follows,

2𝑀𝐴𝐸 = 1
𝑁𝑏𝑖𝑛

𝑁𝑏𝑖𝑛
∑

𝑖=1

1
|{𝑦𝑗 ∈ 𝑏𝑖𝑛𝑖}|

∑

𝑦𝑗∈𝑏𝑖𝑛𝑖

|𝑦𝑗 − �̂�𝑗 |, (21)

here 𝑁𝑏𝑖𝑛 denotes the number of bins with equal length 𝑠 included
n the BP range [bp, 𝑏𝑝], i.e. 𝑁𝑏𝑖𝑛 = (𝑏𝑝 − 𝑏𝑝)∕𝑠, the 𝑖th bin 𝑏𝑖𝑛𝑖 =
𝑏𝑝+(𝑖−1)𝑠, 𝑏𝑝+ 𝑖 ⋅ 𝑠]. This metric can give a more objective assessment
hen the test set is imbalanced, and it degenerated to MAE when the
umber of test samples per bin is equal.

Table 2 presents the results. Distribution learning-based model—
FNet-MTD2L achieves 11.47%, 25.78% and 0.37% improvements on
etric—b2MAE compared to regression-based model—TFNet-MTDRL.
his fully explain that distribution learning can alleviates the model
ias due to imbalanced dataset to a certain extent (see Fig. 10).

.7. Model designing validation

In this section, we investigate the network architecture designing
rom the following three aspects: (1) Time–frequency module; (2) Atten-
ion module; (3) Input composition. In the time–frequency module, there
re three questions to be explored: (1) Do both the time domain and
requency domain modules in TFNet help improve the performance? (2)
oes the multi-level output (MLO) module in the time domain feature

learner help improve the performance? (3) Does the multi-scale extraction
(MSE) module in the time domain feature learner help improve the per-
formance? In the attention module, (4) Does the task-specific attention
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Fig. 7. Comparison results (Ground-truth label distribution vs. the corresponding predicted label distribution) on a test sample using the model trained after different #epochs,
the maximum number of #epochs is set to 80. (a)∼(k): after the 1th/2nd/5th/10th/20th/30th/40th/50th/60th/70th/80th epochs.

Fig. 8. Continuous blood pressure prediction results on ten representative test records. The top line ((a)∼(e)) indicates the good results and the bottom line ((f)∼(j)) the relatively
poor results. In each subfigure, the comparison for SBP, DBP and MBP predictions is lied above the input PPG signal. The PPG signal is windowed by the black vertical dotted
line and each window contains five consecutive sample sequences.

Fig. 9. Comparison of bin error distribution between TFNet-MTDRL and TFNet-MTD2L for BP predictions in an experiment. Each subplot corresponds to a prediction task. For
each subplot, the figure below shows the ground-truth BP distribution in the test set, the possible BP range was divided into disjoint bins of width 10 mmHg, and the figure above
presents a comparison of the mean absolute error distribution of TFNet-MTDRL and TFNet-MTD2L predictions for each bin within the possible BP range. (a) comparison results
for SBP prediction; (b) comparison results for DBP prediction; (c) comparison results for MBP prediction.
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Fig. 10. Boxplots shows the difference in MAE between the twelve related approaches run ten times in the three prediction tasks of SBP, DBP and MBP. Each approach is marked
with a letter, and the corresponding relationship between the two is shown in Fig. 5, 𝑥′ denotes the naive version of approach 𝑥. (a) SBP prediction; (b) DBP prediction; (c) MBP
prediction.
Table 1
Comparison results of different learning modes.

Flag Method Task Metrics (unit: mmHg)

MAE↓ MAPE↓ ME↓ STD↓ R2 ↑ Spearman↑

a TFNet-MTD2L
SBP 5.8815 0.0438 0.4796 8.9264 0.6065 0.8031
DBP 3.3549 0.0445 0.3857 5.0826 0.5079 0.7588
MBP 3.4859 0.0365 0.3974 5.1916 0.5502 0.7694

c TFNet-MTDRL
SBP 7.1221 0.0529 0.9980 9.9856 0.5488 0.7767
DBP 4.5847 0.0613 0.3372 6.2920 0.3053 0.6430
MBP 4.2087 0.0443 0.4765 5.8201 0.4717 0.7315

b TFNet-STD2L
SBP 5.9171 0.0440 0.5795 9.1109 0.5881 0.7998
DBP 3.4684 0.0460 0.4070 5.3062 0.4518 0.7371
MBP 3.6984 0.0388 0.4723 5.5402 0.4947 0.7463

d TFNet-STDRL
SBP 6.6793 0.0497 0.6589 9.4655 0.5849 0.7881
DBP 3.8844 0.0515 0.5251 5.6445 0.4173 0.7207
MBP 4.0962 0.0432 0.4829 5.7314 0.4734 0.7328
U
b
t

T

Table 2
Comparison of b2MAE between regression modeling and distribution learning for BP
prediction.

Flag Method b2MAE↓ (unit: mmHg)

SBP DBP MBP

a TFNet-MTD2L 6.6293 11.8710 9.5654
c TFNet-MTDRL 7.4884 15.9954 9.6007

(TPA) module help improve the performance? In the input composition, (5)
Does the derivative of the signal help improve the performance? To answer
these questions, eight additional methods named TNet-MTD2L, FNet-
MTD2L, TFNet-MTD2L no mlo, TFNet-MTD2L no mse, TFNet-MTD2L
TSA, TFNet-MTD2L no AM, TFNet-MTD2L x+x’ and TFNet-MTD2L 𝑥
are implemented. A graphical comparison of these methods for SBP,
DBP and MBP prediction is illustrated in Boxplot in Fig. 10(a)∼(c),
respectively.

Time–frequency module. Table 3 presents the results. For question
(1), using only time domain module, the predictive MAE has drops by
50.45%, 53.41%, 41.30% for SBP, DBP and MBP, respectively (model-
𝑔 vs. model-𝑎). Using only frequency domain module, the predictive
MAE has drops by 20.65%, 25.32%, 21.04% for SBP, DBP and MBP
prediction, respectively (model-ℎ vs. model-𝑎). This indicates that: (𝑖)
frequency domain information seems more effective than time domain
information for BP prediction, which implies the advantages of pro-
cessing signal in frequency domain; (𝑖𝑖) frequency domain and time
domain information complement each other, and their combination
significantly improves the predictive performance. For question (2), the
exclusion of the MLO module has drops the predictive MAE by 8.11%,
9.92%, 9.05% for SBP, DBP and MBP prediction, respectively (model-𝑖
vs. model-𝑎). This indicates that the concentration of different levels of
435
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decoder layer in the U2Net module helps to extract more informative
features for BP prediction. For question (3), the exclusion of the MSE
module has drops the predictive MAE by 1.90%, 0.19%, 1.90% for
SBP, DBP and MBP prediction, respectively (model-𝑗 vs. model-𝑎). This
indicates that using MSE module instead of identity mapping helps to
learn more informative sequence that contributes to BP prediction.

Attention module. For question (4), Table 4 presents the results.
Firstly, the exclusion of TPA module has drops the predictive MAE by
9.86%, 8.15%, 8.78% for SBP, DBP and MBP prediction, respectively
(model-𝑙 vs. model-𝑎). This indicates that paying attention to the fea-
tures in the learned feature vector by different degrees can effectively
improve the predictive ability. In addition, the replacement of the
TPA module with the TSA module decreased the predictive MAE by
2.39%, 3.77%, 1.70% for SBP, DBP and MBP prediction, respectively
(model-𝑘 vs. model-𝑎). This further indicates that the features in the
learned feature vector have different importance/contribution to differ-
ent prediction tasks, and paying attention to different tasks by different
attention weights helps to improve the predictive ability. In fact, both
the performance of model-𝑘 and model-𝑙 is inferior to the performance
of the corresponding single-task learning model-𝑏 (refer Table 1), which
fully shows the existence of differences between the most informative
feature sets for different learning tasks and the effectiveness of the TPA
module. Fig. 11 shows an illustrative example explaining the role of the
TPA module.

Input composition. For question (5), Table 5 presents the results.
sing the 1st derivative of PPG signal improves the predictive MAE
y 22.14%, 22.32%, 17.61% for SBP, DBP and MBP prediction, respec-
ively (model-𝑒 vs. model-𝑓 ). Furthermore, using the 2nd derivative of

PPG signal improves the predictive MAE by 10.10%, 12.73%, 10.92%
for SBP, DBP and MBP prediction, respectively (model-𝑎 vs. model-𝑒).

his indicates that PPG’s derivatives contain more informative features

hat contribute to BP prediction.
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Table 3
Comparison results of the TFNet module, the mlo module, and the mse module.

Flag Method Task Metrics (unit: mmHg)

MAE↓ MAPE↓ ME↓ STD↓ R2 ↑ Spearman↑

a TFNet-MTD2L
SBP 5.8815 0.0438 0.4796 8.9264 0.6065 0.8031
DBP 3.3549 0.0445 0.3857 5.0826 0.5079 0.7588
MBP 3.4859 0.0365 0.3974 5.1916 0.5502 0.7694

g TNet-MTD2L
SBP 8.8487 0.0659 0.7319 11.6466 0.4339 0.7067
DBP 5.1466 0.0691 0.3613 6.8713 0.1784 0.5811
MBP 4.9255 0.0521 0.3075 6.5114 0.3639 0.6619

h FNet-MTD2L
SBP 7.0963 0.0527 0.6809 10.1248 0.5275 0.7610
DBP 4.2042 0.0561 0.4203 5.9519 0.3518 0.6707
MBP 4.2193 0.0443 0.4345 5.9627 0.4384 0.7085

i TFNet-MTD2L, no mlo
SBP 6.3586 0.0472 0.5083 9.3574 0.5824 0.7900
DBP 3.6878 0.0492 0.3245 5.4213 0.4478 0.7223
MBP 3.8014 0.0399 0.4206 5.5242 0.5002 0.7441

j TFNet-MTD2L, no mse
SBP 5.9931 0.0445 0.6464 9.1297 0.5838 0.7987
DBP 3.3613 0.0446 0.3956 5.0818 0.4961 0.7513
MBP 3.5522 0.0372 0.4728 5.2890 0.5293 0.7631
Table 4
Comparison results of the attention module.

Flag Method Task Metrics (unit: mmHg)

MAE↓ MAPE↓ ME↓ STD↓ R2 ↑ Spearman↑

a TFNet-MTD2L
SBP 5.8815 0.0438 0.4796 8.9264 0.6065 0.8031
DBP 3.3549 0.0445 0.3857 5.0826 0.5079 0.7588
MBP 3.4859 0.0365 0.3974 5.1916 0.5502 0.7694

k TFNet-MTD2L, TSA
SBP 6.0223 0.0447 0.5078 9.1032 0.5993 0.7979
DBP 3.4814 0.0462 0.3497 5.1829 0.4936 0.7466
MBP 3.5450 0.0372 0.3978 5.2589 0.5367 0.7645

l TFNet-STD2L, no AM
SBP 6.4616 0.0479 0.6274 9.6212 0.5737 0.7821
DBP 3.6283 0.0483 0.3341 5.3704 0.4732 0.7346
MBP 3.7921 0.0398 0.4134 5.5584 0.5073 0.7435
Table 5
Comparison results of the proposed model with different inputs.

Flag Method Task Metrics (unit: mmHg)

MAE↓ MAPE↓ ME↓ STD↓ R2 ↑ Spearman↑

a TFNet-MTD2L
SBP 5.8815 0.0438 0.4796 8.9264 0.6065 0.8031
DBP 3.3549 0.0445 0.3857 5.0826 0.5079 0.7588
MBP 3.4859 0.0365 0.3974 5.1916 0.5502 0.7694

e TFNet-MTD2L, x+x’
SBP 6.5421 0.0487 0.3589 9.5532 0.5654 0.7786
DBP 3.8444 0.0512 0.4181 5.6057 0.4119 0.7093
MBP 3.9133 0.0411 0.4439 5.6480 0.4877 0.7371

f TFNet-MTD2L, x
SBP 8.4019 0.0627 0.8104 11.2204 0.4595 0.7184
DBP 4.9488 0.0663 0.4382 6.7349 0.2029 0.5956
MBP 4.7499 0.0501 0.4231 6.4472 0.3770 0.6755
6.8. Validation of adaptive multitask weighted loss

In related studies in this area, the work on training predictive
models based on MTL usually utilizes the naive weighting strategy—the
total loss is computed as the average of multiple task losses. However,
as Fig. 12(a) illustrates, the loss scale of different tasks is significantly
different and constantly changes during the training process. Simply
averaging the losses of different tasks in MTL scenario may lead to a
situation where the difficult task dominants the gradient when updating
the model parameters, hindering the training of the model. In this
section, to validate the effect of task-dependent uncertainty-based loss
weighting strategy in different learning modes, two additional methods
named TFNet-MTD2L𝑛𝑎𝑖𝑣𝑒 and TFNet-MTDRL𝑛𝑎𝑖𝑣𝑒 are implemented.

Table 6 presents the comparison results. In distribution learning
ettings, the utilization of adaptive loss weighting improves the predic-
ive MAE by 1.11%, 0.61%, 1.93% for SBP, DBP and MBP prediction,
espectively (model-𝑎 vs. model-𝑎′). Besides, as Fig. 12(b)∼(c) illus-

trates, the weight of hard task—SBP is adaptively suppressed in the
training process. This indicates that by balancing the loss scales of
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different tasks during training, the generalization ability of the model
can be improved. Note that this improvement is desirable with almost
no additional cost (only six additional parameters are required). In
regression-based scenario, the utilization of adaptive loss weighting
improves the predictive MAE by −1.15%, 0.85%, 0.60% for SBP, DBP
and MBP prediction, respectively (model-𝑐 vs. model-𝑐′). It can be
seen that the predictive accuracy on the simple tasks—DBP and MBP
has been slightly improved, but the accuracy on the difficult task—
SBP is excessively suppressed. Note that the uncertainty-based loss
weighting strategy is equivalent to applying a logarithmic operation to
the losses of different tasks, and the larger the loss value, the stronger
the suppression.

6.9. Hyperparameter sensitivity analysis & verification of loss item

Since hyper parameters—𝜇, 𝜏, 𝜌, 𝜆 in Eq. (8) balance the five loss
terms. In addition, 𝜎 determines the degree of steepness or flatness
of the prior normal distribution for generating label distribution. We

experimentally evaluated the effect of the five parameters.
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Table 6
Comparison results of the multitask loss weighting strategy.

Flag Method Task Metrics (unit: mmHg)

MAE↓ MAPE↓ ME↓ STD↓ R2 ↑ Spearman↑

a TFNet-MTD2L
SBP 5.8815 0.0438 0.4796 8.9264 0.6065 0.8031
DBP 3.3549 0.0445 0.3857 5.0826 0.5079 0.7588
MBP 3.4859 0.0365 0.3974 5.1916 0.5502 0.7694

a′ TFNet-MTD2L𝑛𝑎𝑖𝑣𝑒

SBP 5.9478 0.0442 0.5342 9.1163 0.5946 0.7964
DBP 3.3756 0.0447 0.4941 5.0584 0.5090 0.7553
MBP 3.5546 0.0372 0.4980 5.2781 0.5389 0.7625

c TFNet-MTDRL (𝐿2)
SBP 7.1221 0.0529 0.9980 9.9856 0.5488 0.7767
DBP 4.5847 0.0613 0.3372 6.2920 0.3053 0.6430
MBP 4.2087 0.0443 0.4765 5.8201 0.4717 0.7315

c′ TFNet-MTDRL𝑛𝑎𝑖𝑣𝑒(𝐿2)
SBP 7.0412 0.0523 1.0525 9.8671 0.5544 0.7788
DBP 4.6239 0.0618 0.5174 6.3374 0.2750 0.6406
MBP 4.2342 0.0446 0.5200 5.8743 0.4608 0.7280
Fig. 11. An example interpreting the role of the TPA module. The TPA module
helps to improve the predictive accuracy by assigning the learned time domain and
time–frequency domain information with different, task-dependent weights.

Fig. 12. The variation trend of the task losses and task weights during training. (a)
the variation trend of the task losses; (b) the variation trend of the task weights of the
𝑚𝑒𝑎𝑛 𝑙𝑜𝑠𝑠 term; (c) the variation trend of the task weights of the 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 𝑙𝑜𝑠𝑠 term.

Fig. 13. The performance (MAE) of TFNet-MTD2L with different prior variance—𝜎2

values. (a) the training loss curve; (b) the test MAE.
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Fig. 14. The performance (MAE) of TFNet-MTD2L with different sequence lengths—𝑠
values. (a) the training loss curve; (b) the test MAE.

The effect of 𝜎. For 𝜎, the smaller the 𝜎 value, the sharper the
ground-truth label distribution. Especially, 𝜎 = 0.0 means the nor-
mal distribution assumption has degenerated to one-point distribution,
i.e. �̂�𝑐 = 1 if 𝑝𝑙 + 𝑐 − 1 = 𝑦; else, 0. The parameter takes the values
{0.0, 1.5, 2.5, 3.5, 4.5, 5.5, 6.5}. As Fig. 13(a) illustrates, the training loss
curve is always smooth, and the convergence speed is always very fast
for different 𝜎 values. Fig. 13(b) depicts the variation in performance
(MAE) of TFNet-MTD2L when 𝜎 is set to different values. Overall, the
performance of TFNet-MTD2L keeps relative stable with different 𝜎
value, and the best generalization performance is acquired when 𝜎
takes 3.5. 𝜎 is set to 3.5 in the following experiments.

The effect of 𝑠. 𝑠 indicates the length of the input sequence. For 𝑠,
the parameter takes the values {2, 5, 10, 20}. As Fig. 14(a) illustrates,
the training loss curve is smooth, and the larger the value of 𝑠, the
faster the convergence speed. Fig. 14(b) shows the test performance of
TFNet-MTD2L given different 𝑠 values. As expected, the larger the value
of 𝑠, the better the prediction. However, large 𝑠 value means more time
delay is required before making predictions, which is a problem to be
considered in practice.

The effect of 𝜇, 𝜏, 𝜌 and 𝜆. The results were shown in Fig. 15. For 𝜇,
the parameter takes the values {0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9}.
As Fig. 15(a) illustrates, the join of the mean loss term (i.e. 𝜇 > 0,
in contrast to exclusion when 𝜇 = 0) can significantly improve the
predictive performance. Finally, 𝜇 is set to 0.2. For 𝜏, the parameter
takes the values {0.0, 5e-6, 1e-5, 6e-5, 1e-4, 1e-3, 2e-3, 3e-3}. As
Fig. 15(b) shows, the join of the variance loss term (i.e. 𝜏 > 0, in
contrast to exclusion when 𝜏 = 0) improves the performance, and
within a certain range, the larger the 𝜏, the more obvious the per-
formance improvement. Unlike the mean loss term, a single variance
loss cannot be used as an optimization target and is more likely to
cause instability in the training process. In addition, according to the
Eq. (3), the final BP is computed as mean (weighted sum) of the BP
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Fig. 15. Hyper parameters sensitivity analysis. (a) MAE vs. parameter 𝜇; (b) MAE vs. 𝜏; (c) MAE vs. 𝜌; (d) MAE vs. 𝜆.
Table 7
Evaluation with the BHS standard. The standard deviation of the results of 10 runs in parentheses.

Method/ Standard Task Proportion of the subjects with MAE satisfying: Grade

≤5 mmHg ≤10 mmHg ≤15 mmHg

TFNet-MTD2L
SBP 67.179(2.63)% 82.055(2.03)% 88.984(1.64)% ≈ B
DBP 80.721(2.73)% 92.456(1.55)% 96.393(0.93)% A
MBP 78.944(2.29)% 91.495(1.45)% 96.430(0.88)% A

BHS –
60% 85% 95% Grade A
50% 75% 90% Grade B
40% 65% 85% Grade C
Table 8
Evaluation with the AAMI standard. The standard deviation of the results of 10 runs in parentheses.

Method/ Standard Task Metrics (unit: mmHg) #Subject (test) Pass

ME STD

TFNet-MTD2L
SBP 0.4796(0.3899) 8.9264(0.7658)

415
No

DBP 0.3857(0.3554) 5.0826(0.5657) Pass
MBP 0.3974(0.2745) 5.1916(0.4750) Pass

AAMI – ≤ 5 ≤ 8 ≥ 85 –
distribution w.r.t the label space. Therefore, the value of 𝜏 is much
smaller than 𝜇. 𝜏 is set to 6e-5 in experiment. For 𝜌, the parameter
takes the values {0.0, 0.1, 0.2, 0.3, 0.4, 0.5}. As Fig. 15(c) presents, the
join of the inconsistency loss term (i.e. 𝜌 > 0, in contrast to exclusion
when 𝜌 = 0) can improve the performance to a certain extent, if a
suitable 𝜌 value is set. 𝜌 is set to 0.1. For 𝜆, the parameter takes the
values {0.0, 0.2, 0.4, 0.6, 0.8, 1.0}. As Fig. 15(d) shows, the join of the
regularization term (i.e. 𝜆 > 0, in contrast to exclusion when 𝜆 = 0) can
improve the performance of SBP prediction if 𝜆 is set properly. 𝜆 is set
to 0.8. In conclusion, (1) the addition of each loss term helps to improve
the predictive performance to varying degrees; (2) the performance of
TFNet-MTD2L is relative stable w.r.t the weight of each loss term; (3)
the weight of the variance loss term is far less than that of the mean loss
term.

6.10. Evaluation

Table 7 presents an evaluation of the proposed method by the
British Hypertension Society (BHS) standard [71]. The test device
achieves Grade A, Grade B or Grade C if the corresponding condition
is satisfied. According to the BHS criterion, the proposed method is
consistent with the grade A in the estimation of DBP and MBP. While,
the proposed method predicts SBP very close to level B and far exceeds
level C. Specifically, the proportion of the subjects with MAE no more
than 5 mmHg and 10 mmHg has achieved 67.179% and 82.055%,
respectively, which fully meets the grade B. However, there is about
1% gap compared with the entry criterion of the grade B with respect
to the condition of ≤ 15 mmHg.

Table 8 presents an evaluation of the proposed method by the AAMI
standard [72]. The test device meets the AAMI standard if its precision
must not differ from the mercury standard by a mean error of ≤ 5
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mmHg or a standard deviation of ≤ 8 mmHg. According to the AAMI
standard, the proposed method has fully meets the AAMI standard in
the estimation of DBP and MBP. However, for SBP prediction, there
is a little gap compared with the standard. Specifically, the proposed
method has achieved ME of 0.4796 and STD of 8.9264, which is over
the limits of ≤ 8 mmHg on the metric of STD.

Fig. 16 illustrates the Bland–Altman plots, error plots, and re-
gression plots for the estimates our TFNet-MTD2L model versus the
corresponding reference arterial BP values in an experiment. Specifi-
cally, according to the Bland–Altman recommendations, two methods
are comparable if 95% of samples were fall within the agreement of
limits (area within two black dashed lines). As Fig. 16(a)∼(c) presents,
the difference between the invasive arterial catheter and the estimates
of TFNet-MTD2L model is plotted against the average of the two
methods. Of the 8300 samples from 415 test records, 92.76%, 93.48%
and 92.72% achieve this agreement for SBP, DBP and MBP prediction,
respectively. Among the ten runs, an average of 92.63%, 93.89% and
93.35% achieve this agreement. Besides, as Fig. 16(d)∼(f) illustrates,
we additionally show the results of the error plot, which differs from
the Bland–Altman plot in that the variable Means (i.e. (BP𝑔𝑟𝑜𝑢𝑛𝑑_𝑡𝑟𝑢𝑡ℎ +
BP𝑝𝑟𝑒𝑑 )∕2) on the horizontal axis is replaced by the ground-truth BP
value. It can be found that the overall distribution of the error plot is
very similar to the corresponding Bland–Altman plot, with the differ-
ence that the former has a certain skew. Specifically, the BP of samples
with ground truth BP much smaller than the center of the possible BP
range tends to be overestimated because most of the corresponding
points fall below the mean difference line, while the BP of samples with
ground truth BP much larger than the center of the possible BP range
tends to be underestimated. The Pearson correlation coefficient—𝑟 in
regression plot reflects how linearly correlated two sets of data are. As
Fig. 16(g)∼(i) presents, 𝑟 is 0.829, 0.753 and 0.765 for SBP, DBP and
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Fig. 16. Density Bland–Altman plots, density error plots, and density correlation plots
of the proposed method—TFNet-MTD2L for SBP, DBP and MBP predictions in an
experiment. (a)∼(c) the density Bland–Altman plots of SBP, DBP and MBP predictions,
respectively; (d)∼(f) the density error plots of SBP, DBP and MBP predictions,
respectively; (g)∼(i) the density correlation plots of SBP, DBP and MBP predictions,
respectively. The blue solid line and the red dotted line indicate the fitted line and the
reference line, respectively.

MBP prediction, respectively. Among the ten runs, an average of 0.854,
0.781 and 0.804 is achieved. These results indicate that there is a high
degree of agreement between the predicted blood pressure of our model
and the blood pressure measured by the arterial catheter.

6.11. Comparison with state-of-the-art methods/systems

How to make an objective comparison between the work in this area
(even for those using the same data source) is difficult and challenging
due to several reasons such as: (1) different preprocessing procedures,
data cleaning rules, splitting strategies and splitting percentage for
generating training set and test set, and evaluation procedure used, etc.;
(2) the unavailability of code and the final experimental data [25,76].
Therefore, the mainstream practice for comparison is comparing a
system directly [7,12–14,18,20–22,25,48,77]. In this section, in order
to fairly and comprehensively compare the proposed TFNet-MTD2L
with the state-of-the-art methods/systems, we compare them from the
following two aspects: (𝑖) comparison using the identical evaluation
procedure and the same final dataset; (𝑖𝑖) direct comparison with other
systems.

6.11.1. Comparison using the identical evaluation procedure and dataset
We selected RF [78], FCN [18], STDNN [17], CNN-RNN-AM [22]

and MTL pso [13] for comparison. Random forest is recognized as
one of the best algorithms of BP prediction and is considered as the
representative of traditional methods. Specifically, depending on the
features used for training, we implemented two RF versions called RF
(wbf) and RF (PCA). The rest four models belong to deep learning (DL)
methods, where BP prediction is modeled as a regression task. As in
our model, all these methods use raw signal as inputs. For fairness, the
maximum number of training epochs is set to 80 for all deep learning
methods. All methods were evaluated based on the identical training,
validation and test sets, using the same evaluation procedure, with
PPG signal as the only input source. In addition, 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒 𝑡𝑎𝑟𝑔𝑒𝑡 is
a technique used for scaling the range of the target (i.e BP) during
training of regression model, which is an important factor affecting the
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performance of the model. In particular, note that if the 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒 𝑡𝑎𝑟𝑔𝑒𝑡
technique is used during training, the prediction must be reversely
normalized during the test/inference phase. Therefore, we trained two
different versions of the model independently for each algorithm, one
of which uses 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒 𝑡𝑎𝑟𝑔𝑒𝑡 technique during training. Additionally,
we implemented a baseline model named Mean predictor [76], which
always responds the mean BP value of the training samples to any test
sample. A method with good generalization ability should exceed the
performance of the Mean predictor.

∙ Mean predictor: A fixed predictor that always responds the mean
SBP, DBP and MBP of all the training samples for any test samples.

∙ RF: The model is trained based on Random forest [78]. Depending
on the input feature used, it includes: (1) RF (wbf): the whole-based
feature [7,21] extracted from raw signal is used as input; (2) RF
(PCA): the reduced feature derived from raw signal based on PCA
transformation is used as input.

∙ FCN [18]: The fully convolution network (FCN) contains two parts:
encoder and decoder. L1 distance is used to compute loss.

∙ STDNN [17]: The spectro-temporal deep neural network (STDNN),
where the temporal representation is extracted by stacking the so-called
ResNet block and the spectral information is extracted by the spectral
layer. MAE is used to compute loss.

∙ CNN-RNN-AM [22]: A VGGNet-style convolution network is fol-
lowed by a bidirectional GRU, and its output is weighted through an
attention module to capture the time dependency.

∙ MTL pso [13]: A Bi-LSTM based multitask neural network is
developed for BP prediction, and the task weights are updated based
on particle swarm optimization (PSO) during the fine-tuning stage.

Table 9 presents the results. The performance of the proposed
method far exceeds that of the Mean predictor, which indicates that the
method is effective and capable of good generalization ability far be-
yond the Mean predictor. As for traditional methods, the performance
of RF (wbf) exceeds that of RF (PCA) by a large margin. 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒 𝑡𝑎𝑟𝑔𝑒𝑡
does not play a significant role in the performance improvement of both
RF (wbf) and RF (PCA). The proposed method has achieved superior
performance over RF (wbf). Specifically, we have achieved 23.99%,
20.25% and 22.51% improvement from the 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒 𝑡𝑎𝑟𝑔𝑒𝑡 version of
RF (wbf) on MAE for SBP, DBP and MBP prediction, respectively. As
for deep learning methods, it seems that neither FCN nor CNN-RNN-
AM can outperform the performance of the Mean predictor, where the
only difference is that 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒 𝑡𝑎𝑟𝑔𝑒𝑡 has a great impact on the per-
formance of the latter. In fact, we observed severe gradient domination
phenomenon during the training of CNN-RNN-AM model, which we
believe is related to the design of the network. Note that in the original
paper [22], CNN-RNN-AM is evaluated on a privately collected data set
consisting of only 15 subject records, and the strategy of splitting at fi-
nal sample level for generating training, validation and test sets, which
is at the risk of data leakage, was used for experiment. Both STDNN and
MTL pso achieved superior generalization ability over Mean predictor.
However, both of the no 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒 𝑡𝑎𝑟𝑔𝑒𝑡 version of them are inferior
to the proposed method in performance. Specifically, we achieved a
40.12%, 42.05% and 36.28% improvement in predictive MAE from the
no 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒 𝑡𝑎𝑟𝑔𝑒𝑡 version of STDNN, 30.28%, 25.33% and 27.21%
improvement in predictive MAE from the no 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒 𝑡𝑎𝑟𝑔𝑒𝑡 version
of MTL pso. In addition, 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒 𝑡𝑎𝑟𝑔𝑒𝑡 plays an important role in
improving the performance of STDNN and MTL pso. Specifically, the
inclusion of the 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒 𝑡𝑎𝑟𝑔𝑒𝑡 procedure improves the predictive
MAE of STDNN by a 8.20%, 20.51% and 12.16%, and improves the
predictive MAE of MTL pso by a 33.98%, 31.43% and 31.57%.

6.11.2. Comparison with other systems
As shown in Table 10, in addition to performance, we try to list

the differences between different methods to reflect these methods
as comprehensively and objectively as possible, rather than compet-
ing with each other. The selected systems for comparison are mainly

that evaluated on relatively large datasets (especially patient data).
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Table 9
Comparison results with representative methods using the same evaluation procedure, metrics and dataset (only PPG signal used). The results
of each algorithm were presented with and without 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒 𝑡𝑎𝑟𝑔𝑒𝑡 procedure. All methods were evaluated without calibration procedures.

Method Norm. target Task Metrics (unit: mmHg)

MAE↓ MAPE↓ ME↓ STD↓ R2 ↑ Spearman↑

TFNet-MTD2L –
SBP 5.8815 0.0438 0.4796 8.9264 0.6065 0.8031
DBP 3.3549 0.0445 0.3857 5.0826 0.5079 0.7588
MBP 3.4859 0.0365 0.3974 5.1916 0.5502 0.7694

Mean predictor –
SBP 15.7515 0.1183 0.8623 18.8426 0.2225 𝑁𝑎𝑁
DBP 7.1893 0.0973 0.4046 9.1786 1.3625 𝑁𝑎𝑁
MBP 7.7908 0.0831 0.3580 9.6716 1.1789 𝑁𝑎𝑁

RF (wbf)

Yes
SBP 7.7376 0.0577 0.5497 10.4485 0.6912 0.8417
DBP 4.2067 0.0566 0.2460 6.0182 0.5682 0.7693
MBP 4.4985 0.0475 0.3166 6.1669 0.5921 0.7989

No
SBP 7.7377 0.0577 0.5534 10.4511 0.6910 0.8415
DBP 4.2023 0.0565 0.2448 6.0119 0.5691 0.7698
MBP 4.4996 0.0475 0.3155 6.1681 0.5919 0.7988

RF (PCA)

Yes
SBP 11.2126 0.0844 0.6659 14.0155 0.4444 0.7012
DBP 5.9394 0.0802 0.3373 7.8600 0.2642 0.5352
MBP 6.2600 0.0666 0.4039 7.9014 0.3307 0.6618

No
SBP 11.2119 0.0844 0.6666 14.0144 0.4445 0.7011
DBP 5.9410 0.0802 0.3364 7.8620 0.2638 0.5345
MBP 6.2613 0.0666 0.4080 7.9020 0.3306 0.6619

FCN

Yes
SBP 15.6816 0.1188 0.4875 18.3536 0.2385 0.0051
DBP 7.1847 0.0950 1.6662 8.9391 0.2180 0.0151
MBP 8.0847 0.0857 0.8859 9.7232 0.2161 0.0072

No
SBP 15.6182 0.1178 0.7713 18.2823 0.2308 0.2402
DBP 7.1989 0.0943 2.2955 9.0432 0.2360 0.0552
MBP 8.0624 0.0852 1.2098 9.7132 0.2128 0.1789

STDNN

Yes
SBP 9.0169 0.0666 1.5365 11.7812 0.4044 0.6933
DBP 4.6023 0.0614 0.6974 6.1799 0.3025 0.6418
MBP 4.8049 0.0504 0.8416 6.3495 0.3737 0.6761

No
SBP 9.8225 0.0726 2.4012 12.4995 0.3469 0.6777
DBP 5.7896 0.0774 1.3049 7.4445 0.0962 0.4960
MBP 5.4703 0.0574 1.4131 7.0404 0.2557 0.6271

CNN-RNN-AM

Yes
SBP 15.6871 0.1185 0.3231 18.3526 0.2376 𝑁𝑎𝑁
DBP 7.3397 0.0996 0.2990 8.9002 0.2658 𝑁𝑎𝑁
MBP 8.0996 0.0867 0.2472 9.7031 0.2185 𝑁𝑎𝑁

No
SBP 35.8727 0.2486 35.7299 39.7977 5.6018 0.1289
DBP 28.4301 0.4112 28.2423 29.6213 18.3995 0.0366
MBP 10.0959 0.1139 6.9177 11.8915 1.0710 0.1126

MTL PSOa

Yes
SBP 5.5688 0.0414 0.4602 8.5543 0.6436 0.8187
DBP 3.0812 0.0409 0.2230 4.8641 0.5041 0.7733
MBP 3.2771 0.0345 0.2170 5.0571 0.5479 0.7782

No
SBP 8.4354 0.0628 1.3439 11.2541 0.4471 0.7199
DBP 4.4932 0.0599 0.7383 6.2362 0.2955 0.6581
MBP 4.7893 0.0506 0.9112 6.4234 0.3552 0.6767

aNote that in our implemented version, the so-called conditioned loss is deleted because each task loss exceeds 5 in our experiment, so the total
loss is always constant, and the model training cannot start actually. Besides, the SGD optimizer used in the original paper [13] is replaced
with Adam optimizer, which brings better prediction performance.
Generally, the proposed method has achieved superior performance
over these systems, while using only PPG signal and no additional
𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒 𝑡𝑎𝑟𝑔𝑒𝑡 procedure. We draw several opinions as below: (1) the
esults of the studies based on outpatients or healthy individual’s data
e.g. [14,17,29]) are generally better than that based on ICU patients
e.g [7,25,28,77]). This is reasonable since individual’s signal (e.g. PPG
nd ECG, etc.) is affected by several factors such as drugs, diseases
nd other factors [8]. An intuitive evidence is that the possible BP
ange of data collected from ICU patients is much larger (especially
BP) than that collected from outpatients or healthy individuals, which
ndoubtedly increases the difficulty of prediction; (2) the splitting
trategy plays a crucial role in influencing the predictive performance,
owever, this issue has received little attention and discussion in previ-
us studies. For example, in study [12], the replacement of the splitting
trategy of ‘𝑟𝑙’ with ‘𝑠𝑙’ improves the predictive MAE by 52.23%,
0.63% and 41.63% for SBP, DBP and MBP prediction, respectively.
owever, good results do not necessarily mean good generalization
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bility. Specifically, the individual’s waveform is highly regular and
relatively stable [76], the splitting strategy of ‘𝑠𝑙’ will cause data of
a record appears simultaneously in training, validation and test sets,
which is at the risk of data leakage [18,76] and may violates the basic
independent-identical-distribution (I.I.D) principle in the evaluation of
ML algorithm. This is the main reason for the apparently unrealistic
results appeared in some studies; (3) individual differences is a key
factor relating to the test performance. Due to individual differences,
the general model trained from other individual’s data perform poorly
on unknown test individuals, and partial data of test individual is used
to calibrate/fine-tune the general model. For example, in study [7],
after using the one-point calibration procedure, the calibrated method
outperforms the calibration-free method with a considerable margin.
Similar results can also be found in studies [18,25,28,29,77]. Another
solution to overcome individual differences is to first divide the training
set into several disjoint subsets according to physiological conditions
(e.g. BP category [12]), where each subset is used to train a prediction
model, and then integrate these models for final prediction. However,

this undoubtedly increase the storage burden and the complexity of
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Table 10
Comparison results of the proposed method with current systems. ’–’ denotes not applicable.

Literature Year Data source #Data used Health state Signal used Method Task corr.a Input type Split strategyb Norm.
target

Calibration MAE (unit: mmHg))

SBP DBP MBP

[25] 2019 MIMIC-III 510 subjects, ICU patients PPG, ABP neural network MTL raw signal 𝐿𝑂𝑆𝑂 No No 15.41 12.38 –
about 500000 samples Yes 9.43 6.88 –

[7] 2016 MIMIC-II 3663 records, 3663 samples ICU patients PPG, ECG, ABP ML(Adaboost) STL hand-crafted 𝑟𝑙 No No 11.17 5.35 5.92
features No Yes 8.21 4.31 –

[28] 2017 MIMIC-II 105 records, 8380 samples ICU patients PPG, ABP Dictionary learning STL raw signal with 𝑟𝑙 No No 17.08 10.77 –
+ML (Random forest) single cycle Yes 5.04 2.99 –

[14] 2019 privately
collected

85 subject, 2720 samples Outpatients ECG, PPW,
cuff-based
BP

MLR (Multiple
linear regression) STL

hand-crafted
features

Individual
test

No – 6.13 5.52 6.03

[12] 2020 4 data 51 subjects, 3129 samples healthy, patients ECG, ABP ML (Random forest) STL hand-crafted 𝑟𝑙 No No 16.60 9.24 9.80
sources features 𝑠𝑙 – 7.93 6.41 5.72

[13] 2019 MIMIC II Unknown ICU patients ECG, ABP neural network MTL raw signal 𝑟𝑙 No No 7.16 3.89 4.24

[21] 2019 MIMIC II 1323 records, 3969 samples ICU patients PPG, ABP ML(AdaBoost) STL whole-based
features

𝑠𝑙 No – 3.97 2.43 2.61

[17]c 2018 privately
collected

84 subjects, healthy PPG, ECG, ABP neural network MTL hand-crafted
features

𝑠𝑙 Yes – 3.73∗ 2.43∗ –

[79] 2020 MIMIC I 28 records, ICU patients PPG, ABP Multi-linear regression STL hand-crafted
features

𝑟𝑙 No Yes 6.10 4.65 4.32

[77] 2021 MIMIC-III 100 subject records, ICU patients PPG, ABP hybrid neural network MTL raw signal 𝑟𝑙 No No 16.3 8.46 –
over 10 h data Yes 3.52 2.20 –

[18] 2019 MIMIC-II 1912 subject records ICU patients PPG, ECG, ABP neural network MTL raw signal 𝑟𝑙 No No 9.30 5.12 –
Yes 5.32 3.38 –

[29]c 2020 privately 11 subject records Unknown PPG, ABP domain adversarial MTL raw signal 𝑟𝑙 Yes No 7.46 4.68 –
collected neural network Yes 6.79 4.48 –

The
proposed – MIMIC II 2076 records, 41520 samples ICU patients PPG, ABP neural network MTL raw signal 𝑟𝑙 – No 5.88 3.35 3.49

MIMIC III 500 subjects, 500000 samples 14.54 6.45 7.58

aAccording to whether correlation between tasks is considered or not, the related work can be categorized into single-task learning (STL) based and multitask learning (MTL) based.
b𝑠𝑙: Denotes training, validation and test sets were split at the final aggregated sample level; 𝑟𝑙: denotes training, validation and test sets were split at the subject record level; 𝐿𝑂𝑆𝑂: denotes leave one subject record out, which can be seen as a special case of 𝑟𝑙.
cIn these works, only the result of RMSE is provided.
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the model. Besides, the inclusion of demographic features (e.g. age,
gender, etc.) that reflecting individual differences when training model
can improve the prediction accuracy [15,75]; (4) a careful check is
necessary to ensure the distribution between training, validation and
test sets is consistent when splitting dataset, which is also the charac-
teristic of the I.I.D principle. The problem is that under the premise of
using ‘𝑟𝑙’ splitting strategy, when the total number of subject records is
oo small, this is difficult to guarantee. Under this situation, based on
omain adaption theory [80], the target error (i.e. test error) is upper
ounded by the source error (i.e. training error) plus the difference
measured by H-divergence, etc.) between the distributions derived
rom the training and the test sets. In other words, the huge difference
n the distribution between the training set and the test set is a non
egligible factor affecting the test performance. That is why the results
n studies [12,28,77] is exceptionally poor under the premise of with
o calibration procedure, although the total number of training samples
s large enough. Study [79] is an interesting work, although only 2 out
f 28 records are used to build the multi-linear regression model, the
eported result is well because the two carefully chosen training records
ontain sufficient variations in both SBP and DBP values, which enables
he trained model with relatively good generalization ability to other
ecords; (5) there is a lack of standardized preprocessing procedures for
rocessing large-scale BP database such as MIMIC, which is objectively
ffect the fair comparison of related studies and then hinder the devel-
pment of this area. For example, when comparing two methods such
s studies [7,28], it is difficult to tell from which side the improvement
n prediction results comes, different signal filtering, data cleaning,
plitting strategies used or method/model improvements, or some of
hem, etc. It is encouraging that we have seen some efforts [81]; (6)
uilding a general (no calibration) BP predictive model with good
eneralization ability on large/complex database is still challenging. In
ata-driven methods, data itself actually plays an critically important
ole in model building and model evaluation. For example, the dataset
sed in study [12] consists of four heterogeneous data sources collected
y different sensors, and the effectiveness of the method is justified
y extensive experiment under different evaluation strategies, although
he result is relatively poor. From this point of view, purely pursuing
he seemingly good results while ignoring data itself (BP range, BP
istribution and measurement conditions, etc.) and the fairness of the
valuation process does not make much sense.

.12. External validation

In order to further test the performance of the method/model on a
arger dataset, we selected the MIMIC III dataset [70] for external vali-
ation. Specifically, the version published at the Kaggle website (https:
/www.kaggle.com/datasets/sirrabbit/ppg-dataset) was used, and a to-
al of 500 000 sample pairs from 500 subject records were obtained
or experiments. Each PPG signal segment is filtered using a 4th order
utterworth band-pass filter with cutoff frequencies of 0.5 Hz and 7 Hz,
he upper limit of the cutoff frequency is empirically set smaller herein
o better remove high-frequency noise. Then, the filtered segment is
ormalized using a ZScore normalizer. We designed two validation
rotocols: (a) direct validation without fine-tuning the model, this
s used to evaluate the generalization performance of the model on
xternal databases; (b) a model is trained from scratch and is evaluated
n the MIMIC III database using the proposed TFNet-MTD2L, this is

used to further validate the proposed method. The parameter settings
are the same as described in Section 6.2 except that the Batchsize is set
to 64 for protocol (b). The experiments were performed on a Windows
platform equipped with an RTX 3090 GPU. Note that for both of the two
experiments, there are no any calibration/personalization techniques
used like in similar studies [7,25,77,79,82,83].

Table 11 presents the results. It can be seen that a significant perfor-
mance degradation occurs when the model trained with a small dataset
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of UCL is directly validated on the MIMIC III database, indicating
that it is still difficult to train a generic BP predictor that performs
well on various databases. We believe that this is mainly due to the
following two reasons: First, there are differences between the data
sets. The overall age distribution, sex ratio, and BP distribution of
all individuals included in different datasets are different, and these
characteristics of the data have a significant impact on the training
as well as the evaluation of the model. Second, the complexity of the
MIMIC III dataset to be tested is far greater than that of the dataset used
for training models. Generally, the more individuals included in the
dataset, the more diverse and complex the BP dynamics, which is more
obvious in the dataset collected from patients. Note that the number
of samples to be tested is more than 20 times the sample size of the
previously used dataset for training BP predictor.

In addition, we have additionally trained a new BP predictor on
the MIMIC III database (60% samples were used for training) using
the proposed TFNet-MTD2L method. The prediction results show a
significant improvement compared with the results of protocol (a),
since the first reason in the above analysis has been ruled out. Among
the fewer relevant papers [25,77] that used the MIMIC III database
for experiments and did not use any calibration procedures, we have
achieved relatively good results. For example, Slapnicar et al. [25] used
a total of 510 subjects from the MIMIC III database for experiments
(to the best of our knowledge, the one that uses the most number
of subjects). Compared with their results, our prediction accuracy for
SBP,DBP improved by 5.65%, 47.90%, respectively.

However, it must be said that the more complex the data, the more
difficult it is to achieve good results. Specifically, in addition to the bias
in the overall statistics (we refer to BP range covered, BP distribution,
etc.) of the data set, due to differences in demographics (gender, age,
etc.), health status (diseases such as obesity, cardiovascular disease,
etc.) and lifestyle habits (alcohol abuse, daily exercise), BP levels and
patterns of variation vary greatly among individuals. In particular, for
patients, medical intervention, such as drugs and surgery, is also one of
the important external factors affecting BP changes [40]. Therefore, cal-
ibration/personalization or fine-tuning techniques are usually used to
further fine tune the model to improve prediction accuracy. We noticed
that, in addition to the usually used calibration/personalization tech-
niques [7,25,77], some authors [79,82,83] try to predict the amount
of change in BP rather than the ground-truth BP, and the predicted BP
change plus the base BP is the final predicted BP, which is essentially
equivalent to an individual-by-individual calibration.

7. Discussion and conclusion

In this study, we model cuff-less BP prediction as a multitask
label distribution learning question for the first time. Specifically, BP
value is firstly converted to label distribution in the label space. Then,
a MTL network that capable of learning from different modalities
of a signal is designed and the network is jointly trained based on
the proposed adaptive multitask loss function to directly learn the
mapping between the raw PPG signal and the label distribution of
each task in an end-to-end manner. In addition, task-specific attention
module is introduced in each task network to learn the different impor-
tance of each learned features for different prediction tasks, under the
constraint of hard parameter sharing mode for MTL. Compared with
classification-based methods that can only estimate the BP level and
regression-based methods that directly predict BP value, the proposed
distribution learning-based method can predicts BP value accompanied
with predictive confidence, and the 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒 𝑡𝑎𝑟𝑔𝑒𝑡 technique usually
used in regression modeling is no longer needed.

Extensive ablation experiments justified the effectiveness of the pro-
posed method. Further comparison with several representative meth-
ods/systems shows that the proposed model achieves competitive re-
sults, while using only PPG signals and does not require any calibration
or 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒 𝑡𝑎𝑟𝑔𝑒𝑡 procedures. We attribute this to three points: (1)
based on the novel distribution learning paradigm, the information

https://www.kaggle.com/datasets/sirrabbit/ppg-dataset
https://www.kaggle.com/datasets/sirrabbit/ppg-dataset
https://www.kaggle.com/datasets/sirrabbit/ppg-dataset
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Table 11
External validation results of the proposed method or the model trained using the Cuff-Less Blood Pressure Estimation Data Set from UCL, on
the MIMIC III database.

Experimental Method Task Metrics (unit: mmHg)

protocol MAE↓ MAPE↓ ME↓ STD↓ R2 ↑ Spearman↑

(a) TFNet-MTD2L, no fine-tuning
SBP 17.9222 0.1380 0.4311 21.1192 −1.8135 0.0150
DBP 9.2152 0.1287 −2.5693 11.1846 −2.4576 0.0351
MBP 9.9272 0.1098 −1.7512 11.8188 −1.6467 0.0185

(b) TFNet-MTD2L, 6:2:2
SBP 14.5412 0.1141 1.6507 17.7342 0.6464 0.2976
DBP 6.4543 0.0887 0.4432 8.1921 0.3721 0.2562
MBP 7.5812 0.0837 0.8334 9.3665 0.3871 0.2936
o

a

of neighboring samples is modeled through soft target, which can be
seen as sample level information fusion; (2) a MTL network with hard
parameter sharing mode is developed for predicting SBP, DBP and MBP
in parallel, and the difference in the most informative features account-
ing for different tasks is overcome by task-specific attention module,
which can be seen as task level information fusion; (3) informative
features related to BP are delved by learning and fusing information
from different modalities of PPG signal, which can be seen as feature
learning level information fusion.

Practical Implications. As a preliminary attempt, we propose a
new paradigm for modeling BP prediction tasks, which can be seen as
a compromise between the widely used classification and regression
modeling techniques in the relevant studies. This paradigm enables to
naturally quantify the uncertainty of prediction, and seems to alleviate
the imbalance problem in BP estimation to a certain extent. In addition,
we hope that our work will stimulate a broader reflection on several
factors highly relevant to the fairness and objectivity of the model
evaluation process itself, such as the splitting strategy,etc.

Limitations and Future Work. However, there are still some issues
that need to be further explored. First, the model performs poorly
on samples with very low/high BP. Note that this is a common phe-
nomenon in this area [7,76]. As mentioned earlier, although the distri-
bution learning paradigm can alleviate the model predictive bias caused
by imbalanced data sets to some extent compared to regression models,
this is not the focus of our study. In fact, imbalanced phenomenon in
regression scenario is an extremely important but ignored topic in this
area [84], and we plan to explore this question further in the future by
drawing on technologies such as cost sensitive learning in classification
scenarios.

Second, we model different modalities of input signal through a
multi-branched structure, which increases the storage overhead and
decreases the inference speed [85]. It is necessary to explore more
parameter-efficient architecture.

Third, although the data used in the experiments are comparable to
other similar studies in terms of the amount of data and the complexity
of the data, note that there are newer versions of the MIMIC series
database such as MIMIC III [70] and MIMIC IV [86] are available.
For data-driven approaches, in addition to the methodology, the data
itself plays an extremely important role in the final performance of the
model [87]. As for BP estimation, these characteristics of the dataset —
the quality of the waveform data, the number of participants, the final
sample size, the diversity of the data in terms of age, gender, BP range
covered, and BP dynamics, are important for training a model with
good generalization ability and for objective evaluation of the model.
Therefore, it is meaningful to further validate the proposed method and
test the trained model on these larger datasets.

Last, the results reported in almost all relevant studies so far are
based on a single specific database. It is very challenging to train
a general BP estimator with strong generalization ability that across
databases, since there are some other factors such as deviation/bias
of different datasets, more diversified BP dynamics, differences in data
collection tools, measurement methods, and measurement conditions
in different databases that must be considered in addition to the
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complexity within a single dataset.
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Appendix. Description of the variants of the proposed method
TFNet-MTD2L

∙ 𝑎. TFNet-MTD2L: The abbreviation of the proposed method (i.e. a
TFNet module followed by three task networks based on the distribu-
tion learning head, and the input includes the original PPG signal and
its derivatives by default).

∙ 𝑏. TFNet-STD2L: For each task, a TFNet followed by only a single
distribution learning-based task network.

∙ 𝑐. TFNet-MTDRL: The TFNet module followed by three task net-
works based on the regression learning head, and 𝐿2 loss is used by
default.

∙ 𝑑. TFNet-STDRL: For each task, the TFNet module followed by only
single task network based on the regression learning head, and 𝐿2 loss

is used by default.
∙ 𝑔. TNet-MTD2L: The TFNet-MTD2L method except that one

branch—frequency domain module is excluded.
∙ ℎ. FNet-MTD2L: The TFNet-MTD2L method except that one

branch—time domain module is excluded.
∙ 𝑖. TFNet-MTD2L, no mlo: The TFNet-MTD2L method except that

the multi-level output (MLO) module of the U2Net in the time domain
module is excluded.

∙ 𝑗. TFNet-MTD2L, no mse: The TFNet-MTD2L method except that
the Multi-scale extraction (MSE) module of the U2Net in the time
domain module is excluded.

∙ 𝑘. TFNet-MTD2L, TSA: The TFNet-MTD2L method except that the
task-specific attention (TPA) module is replaced with the task-shared
attention (TSA) module.

∙ 𝑙. TFNet-MTD2L, no AM: The TFNet-MTD2L method except that
the task-specific attention (TPA) module is excluded.

∙ 𝑒. TFNet-MTD2L, x+x’: The TFNet-MTD2L method except that only
the raw PPG signal and its 1st order differential signal are used as input.

∙ 𝑓 . TFNet-MTD2L, x: The TFNet-MTD2L method except that only
the raw PPG signal is used as input.
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∙ 𝑎′. TFNet-MTD2L𝑛𝑎𝑖𝑣𝑒: The TFNet-MTD2L method except that the
final loss is calculated by simply averaging the losses of the three tasks,
i.e. 𝛿𝑙𝑗

2 = 1 for 𝑗 ∈ {1, 2,… , 𝐾}, 𝑙 ∈ {1, 2}.
∙ 𝑐′. TFNet-MTDRL𝑛𝑎𝑖𝑣𝑒: The TFNet-MTDRL method except that the

final loss is calculated by simply averaging the losses of the three tasks,
i.e. 𝛿𝑗2 = 1 for 𝑗 ∈ {1, 2,… , 𝐾}.
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