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Abstract

Modern regression problems often involve high-dimensional data and a careful
tuning of the regularization hyperparameters is crucial to avoid overly complex
models that may overfit the training data while guaranteeing desirable properties
like effective variable selection. We study the recently introduced direction of
tuning regularization hyperparameters in linear regression across multiple related
tasks. We obtain distribution-dependent bounds on the generalization error for the
validation loss when tuning the L1 and L2 coefficients, including ridge, lasso and
the elastic net. In contrast, prior work develops bounds that apply uniformly to
all distributions, but such bounds necessarily degrade with feature dimension, d.
While these bounds are shown to be tight for worst-case distributions, our bounds
improve with the “niceness” of the data distribution. Concretely, we show that under
additional assumptions that instances within each task are i.i.d. draws from broad
well-studied classes of distributions including sub-Gaussians, our generalization
bounds do not get worse with increasing d, and are much sharper than prior work
for very large d. We also extend our results to a generalization of ridge regression,
where we achieve tighter bounds that take into account an estimate of the mean of
the ground truth distribution.

1 Introduction

Hyperparameter tuning is a common problem in machine learning that typically involves a lot
of experimentation and domain expertise, and commonly used approaches lack formal optimality
guarantees. In this work, we study hyperparameter tuning in regularized linear regression, which
is a popular technique used in various applications. For a linear regression problem with n inputs
in d dimensions arranged in an input matrix, X € A" C R*n and output vector y € R",
a regularized least squares estimator is given by 1w = argmin,, [|XTw — y||*> + r(\,w). Here
r(\, w) can take several forms, including the L2 regularization for ridge regression [Hoerl and
Kennard, 1970, Tikhonov, [1977], @, = argmin,, | XTw — y||> + M|w||* and the elastic net,
Wxy 2, = argmin, [XTw — y[|? + A\i]|w|li + A2|lw||3 [Hastie et al., 2009]. Our work can be
viewed as an approach for learning to optimize [[Chen et al.|[2022]], a fast growing research direction
for leveraging machine learning to develop optimization methods. The key idea is to automate
the design of an optimization method (in this case, linear regression by learning the regularization
hyperparameters) by using a set of training problems. This data-driven approach can be used to
develop methods that can effectively solve repeated related problems.

Determining a good regularization coefficient A constitutes finding a balance between avoiding
overfitting, allowing good generalization and variable selection. Popular methods for tuning hyperpa-
rameters involve finding the best parameter from a discrete set of values, also known as grid-search.
These approaches either fail to give theoretical guarantees on optimality in the continuous space,
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or require strong data-dependent assumptions (see [Balcan et al.|2022| for a discussion). Our work
involves a data-driven approach to tuning the regularization hyperparameters in ridge regression, lasso
and the elastic net which interpolates the two. We assume access to a set of related linear regression
tasks. Each task is assumed to be sampled similarly, that is, all inputs are sampled from the same
distribution, and all ground truth functions are assumed to be sampled from the same distribution
across tasks. We formalize this notion in Section[2] This makes our setting similar to multi-task
learning, since previously seen tasks inform the procedure for future unknown tasks.

We study finding A by computing the Expected Risk Minimizer (ERM) estimate of A that minimizes
the expected test error, estimated using given validation data for each task. Prior work on data-driven
tuning of regularization hyperparameters for linear regression [Balcan et al., 2022} 2023|| provides
distribution-independent generalization bounds for the ERM that apply to worst-case distributions.
Contrary to prior work, we give distribution-dependent generalization bounds for learning the
regularization hyperparameters, assuming i.i.d. samples within each task. We show that, depending
on the “niceness" of the distribution, our bounds are much tighter than the worst-case bounds obtained
in prior work when the feature dimension d is large.

In fact, much of the work in data-driven algorithm design (see Appendix has focused on
data-independent guarantees. Technically, the primary approach has been to bound the pseudo-
dimension which implies generalization guarantees for worst-case distributions. Some prior work has
given bounds on the Rademacher complexity for tuning parameters in data-driven algorithm design
(e.g. [Balcan et al., [2018]]), but there is no clear evidence of the advantage over data-independent
techniques.

Summary of contributions. Our key results are summarized as follows:

* We provide generalization guarantees for tuning the regularization parameter in ridge regression
in Theorem We show that the error term can be broken into an error induced from a finite
sampling of validation examples, and from a finite sampling of tasks. We show how to bound both
of these in terms of Rademacher complexities, and compute upper bounds on the Rademacher
complexities. We also consider the special case assuming well-specified linear maps in Theorem
[C.2] We show that our data-dependent bounds are tighter than the previously best known bounds
from Balcan et al.|[2023]] (Section [C).

In Section D] we give distribution-dependent generalization error bounds for tuning the L1-penalty
(lasso) as well as for tuning the L1 and L2 penalties simultaneously (the elastic net). The analysis
extends our technique for ridge regression, by applying it to the piecewise structured solution
of lasso and the elastic net. We show that our bounds are much tighter than worst-case bounds
from prior work for data drawn according to the well-studied sub-Gaussian distribution. Roughly

speaking, for number of training examples n = §2(d + log T'), we show that the generalization

error is at most O(ﬁ) compared to the 0 (%) distribution-independent upper bound shown

by Balcan et al.|[2023]] (which they show cannot be improved for worst-case distributions).

* We propose a generalized version of ridge regression, which we call the Re-centered Ridge
Regression in Section [E] where the L2-norm penalty is measured w.r.t. to a parameter j instead of
the origin. We derive generalization bounds for this estimator in Theorem [E.T|and show that they
are tighter than the bounds derived in Section [C|depending on the error of a given estimate /i of the
optimal value of the parameter, p*.

1.1 Informal results and key insights

We present informal versions of our main results in this Section. We denote the expected validation
loss (on a future unknown task) by /,,, and denote the ERM parameters and the optimal values of the pa-
rameters by Agras and \* respectively. These and other notation are described in detail in Section

Theorem 1.1 (Informal Theorem [C.1). Assume a set of T' tasks sampled from the same (unknown)
distribution given as quadruples of training and validation data (X, y*, X! y!), where each sample
within each task is drawn i.i.d. Further assume that we have a bounded and L-Lipschitz validation
loss function l. With probability 1 — 9, the ERM estimator for validation loss satisfies,

Lven) — ) < ZERBE, (o] +0 (@) |
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Here M = max || Xy||?, AL = E [max; 1/V(X'X'T)], and V(-) denotes the smallest non-zero
singular value of a matrix.

Intuitively, the leading term is the dominant error term that depends on AL. While it is non-trivial
to compute Ag for arbitrary distributions, we show that A% = O(%TQ/ ) for a very general class
of distributions where each entry of each input x is sampled independently from a distribution with
a bounded probability density function. We note the following key insights from Section|C]

» For well-specified problems (as defined in Section [2]), we are able to reduce our bounds to
lL(Agrm) — L,(A*) = O (ﬁ(Tz/d + log(T/é))) when n > 6d, for a general class of
distributions where each entry of each input x is sampled independently. The tightest known bound

for squared loss functions from the literature is O 7@}?1/6) from Balcan et al.|[2023]]. We
also extend the distribution independent analysis of Balcan et al.|[2023]] for ridge regression using
ideas from Balcan et al.[[2022] and |Bartlett et al. [2022] to derive a bound of O <Vlogd\}?g(l/6))

in Appendix[B] Our bounds are better than the distribution-independent bounds proven in Appendix
when d = Q(T), although under the additional assumption that examples within each task are
i.i.d. We also note our bounds are better than the previously published bounds, specifically inBalcan

et al.| [2023], for a larger regime d = ( log T

Togl T), because the previous distribution-independent
glog

bounds are weakelﬂ than the distribution-independent bounds for ridge regression that we establish
in Appendix

* QOur bounds suggest a way to determine a sufficient number of examples for training and validation
for tuning ridge parameters: training examples reduce error from noise, while validation examples
reduce error from variance in ground truth distribution. We explain this in more detail in Section[C]

In Section|D] we further establish generalization bounds for tuning L1 and L2 penalties simultaneously
in the elastic net under similar settings and assumptions. Unlike the ridge regression results, we
additionally assume that the L2 coefficient A\ is bounded away from zero, which is a common
assumption in prior work (e.g.|Balcan et al.|2022)). We get somewhat weaker generalization error
bounds for elastic net than ridge regression under slightly stronger conditions, but for interesting “nice”
distributions like sub-Gaussian data our elastic net bounds qualitatively match the ridge regression

bounds.

Theorem 1.2 (Informal Theorem . Consider the task of tuning A = (A1, A2) € [0, A1] x [A,, o0).
Assume a set of T' tasks sampled from the same (unknown) distribution given as quadruples of training
and validation data (X, y', X!, y!), where each within-task sample is drawn i.i.d. Further assume

that we have a bounded and L-Lipschitz validation loss function l. With probability 1 — 0§, the ERM
estimator for validation loss satisfies,

ly(AerM) — L, (A") <

~ [ LAy\/dIn(T/$ VVH(XeX]
O w Ex [max —— | + Ex,, |max Iyl (T eXZ) .
N tE V(XLXLT) 4+ A, £ VH(XeX{)+ A,y
Here V*(A) is the non-zero singular value o; of matrix A that maximizes aiim, and V (-) is as

in Theorem We have suppressed the dependence on ||z, || for simplicity here.

We further show in Proposition [D.3] that for sub-Gaussian data distribution, the generalization
error corresponding to the above bound is O(l /v/nT) for sufficiently large n > (d + log %),
Do

improving upon prior work [Balcan et al., |2023] that gives a bound of O <W) which

"Note that our bounds can be combined with results in prior work to give a bound on the generalization error
\/log d+log(1/6)
%(T”d + /log(T/9)), % . So for most
of our discussions we focus on giving examples and regimes where the new bounds developed in this work are
sharper.
?Please note that the bounds in [Balcan et al.|[2023] applies to a larger class of problems beyond ridge
regression.

in the above as I, (Agram) — lv(A") = O | min
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applies to worst-case distributions but has a polynomial dependence on the feature dimension d. Prior
work, however, does not assume the samples within each task to be i.i.d. draws.

1.2 Related work

Hyperparameter tuning for regularized linear regression. Several methods for tuning regulariza-
tion parameters in linear regression have been suggested in the literature. Several of these approaches
however, have been purely empirical with no theoretical guarantees [Gibbons| |1981], or involve
strong data-dependent assumptions [Golub et al.,|1979]]. A new line of work, proposed by |Balcan
et al.| [2022] seeks to find regularization parameters across several related tasks, as opposed to finding
separate regularization parameters for each task. The best known bounds in this direction were given
by [Balcan et al|[2023]], where they use pseudo-dimension arguments to prove that 7' = O(d/€?)
tasks are sufficient for learning up to an € tolerance in the validation error, where d is the feature
space dimension. In this paper, we make the additional assumption that instances within each task
are sampled i.i.d. and give data-dependent bounds that show a potentially tighter dependence of
T on d depending on the data distribution. For example, as explained in Section |C] we are able

togetT = O(1/ ed%) dependence for a general class of distributions. We further note that our
bounds provide additional insights into the error bound. While the bound in|Balcan et al.|[2023]] was
independent of the number of training and validation samples, our bounds decrease as the number of
samples increase.

Rademacher Complexity bounds for linear regression. Using Rademacher complexities to show
data-dependent generalization bounds for linear regression is well-studied in the literature [Shalev
Shwartz and Ben-David, 2014} |Pontil and Maurer, 2013} |Awasthi et al.,|2020]. However, analyzing
generalization error on multi-task learning is not common but has been done in some prior work
[[Pontil and Maurer, 2013, Maurer et al., [2016]. |[Pontil and Maurer| [2013]] restrict their attention
to finding regression parameters for a fixed set of tasks with a bounded trace norm on the matrix
of ground truth parameters. In this paper we study finding regularization parameters for solving
a future unknown task, and use some of their techniques to simplify computation of Rademacher
complexities. Maurer et al.|[2016] discuss meta-learning optimal representations for learning for
fixed, as well as unknown tasks using Gaussian complexities. Our approach of dividing generalization
error into error from finite sampling of validation and tasks respectively is similar to their approach
of dividing generalization error into error from learning from a representation and learning the
representation respectively. Several tighter variants of Rademacher complexity such as the local
Rademacher complexity [Bartlett et al.|[2005] and offset Rademacher complexity [Liang et al.,[2015]
have also been proposed in literature. It has been shown by several works that these techniques can
possibly give tighter bounds than simple Rademacher complexities [Jana et al.,|2023]]. Analyzing
our problem of finding regularization parameters through possibly tighter variants of Rademacher
complexities remains an open question for future work. Balcan et al.|[2018]] provide general bounds
on the Rademacher complexity based on certain dispersion parameters, which roughly correspond
to smoothness of problem instances (similar to our assumptions in Proposition [C.3)), but their upper
bounds for tuning regularized regression problems also degrade with d.

Another related line of work studies multi-task learning for linear regression, but framed as an
in-context learning problem for transformers [Ahn et al., 2023} Zhang et al., [2024, [Wu et al., [2024].
The assumptions on the tasks and examples within tasks needed for their theoretical results on sample
complexity are typically stronger than our results. For example, Assumption 1 of Wu et al.[[2024]]
states that the linear regression map w in different tasks come from a Gaussian distribution, and the
data vectors (X @), y(i)) are i.i.d. draws from a Gaussian with the mean of y depending on w. We
have results for general distributions (Theorems [D.2), as well as instantiations of our bounds
for broader classes of distributions including bounded-density distributions (Proposition [C.3)) and
sub-Gaussian distributions (Proposition [D.3)). However, our bounds are not directly comparable
as the goal is to learn different quantities from the multiple “pre-training” tasks. They learn a
common d x d matrix I using gradient descent which linearly maps (X, y, X,) for any unseen test
task to predictions ¥,. In contrast, we learn how to set the L1 and L2 penalties for predicting v,
by regularized linear regression and give uniform convergence guarantees. Note that while their
approach only achieves approximate Bayes optimality in certain restrictive regimes, we are always
provably near Bayes-optimal.

See Appendix |A|for additional related work.
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1.3 Convergence guarantees for cross-validation

While we study the general multi-task setting introduced by Balcan et al.|[2022] throughout this work,
as observed by Balcan et al.|[2022]], a special case where these guarantees apply is in establishing
formal guarantees for the convergence of cross-validation over a single training dataset (single
task setting) in terms of the number of iterations or “folds” of cross-validation used to tune the
hyperparameter. For example, if one does leave-one-out cross-validation (LOOCYV), then the number
of folds or iterations needed is equal to n, the size of the training set of the task. This can be very
inefficient, as one needs to solve n regression problems for each value of the hyperparameter .
Another related approach is Monte-Carlo cross-validation, where one does a random independent
training-validation split in a fixed proportion (e.g. 80% training + 20% validation) to compute the
validation loss of each hyperparameter, and sets the best hyperparameter. For this setting, Appendix
implies that O(log d/€?) iterations are enough to get an e-additive-approximation to running an
arbitrarily 1 number of folds (in terms of expected validation loss), but under the conditions of

1\2
Proposition , in the high-dimensional regime d = §2(log T'), our bounds imply that O ((10%;))

iterations are sufficient, which is an improvement if d = ((log %)2) as well. Note that this

improvement comes under the additional assumption that examples within the entire dataset are i.i.d.
(not assumed by prior work).

2 Problem setting and notation

Throughout the paper, we will denote vectors by small case variables (e.g. =) and column-wise
collection of vectors by large case variables (e.g. X). We start with defining the typical linear
regression setting, where each task is given with validation data as a quadruple (X, y, X, y,) of
training and validation data. Here for each training input z, z € X C R? and similarly for each
validation input z,,, x, € X C R?. We further denote the i element of X and yas X (@) and y(i)
respectively. We assume all training and validation examples are sampled i.i.d., which is stronger
than the assumptions of |Balcan et al.|[2022}2023]] where the tasks are assumed to be i.i.d. but the
examples within tasks may not be i.i.d. We call a linear regression problem well-specified if the
expected value of the output is a linear function of the input. This is a popular setting for linear
regression studied in previous works such as |[Liang et al.|[2015]] and relevant in many practical
situations. Consequently, we denote a well-specified linear map by the feature vector w € YW C R?
as: fy, 1 X x & = Rsothat f,,(z,¢) = 2Tw + e. Here £ C R is the set of possible noise values that
we can observe. We will denote the set of all well-specified linear maps by F,,s = {fu, : w € W}.
For the well-specified linear map setting, we will assume that for each task there exists f,, € Fy s
so that for any input X (), there is () such that f,,(X?), () = ("), We further assume that each
training and validation input for each task is sampled from the same distribution denoted by D x.
Thus,  ~ Dy and X ~ D% . Similarly, we assume that all training and validation noise vectors
for each task are sampled from the same distribution denoted by D¢, so that € ~ Dg. The ground
truth feature vectors for each task are also assumed to be sampled i.i.d. from the distribution Dyy.
For notational convenience, we will denote an element wise operation on a collection of inputs as
the function applied to the matrix of inputs. So for given X, y there exists € € £™,s.t. f(X,¢€) = y.
We will denote an ordered set of such tasks given with validation data (each with a possibly different
input-output map) as a problem instance that we denote by .S. Formally,

S={(X" ¢, X}, yp): X' € X", X! € X™ Fuw" e W, € E" el € E™
st.yt = X"Tw* + €yl = XITw* + € vt € [T]}.

We denote different tasks using superscript. So if we have 7' tasks, the training data will be denoted
as X' € X" and y* € R" for ¢t € [T] and validation data will be denoted as X! € X" and
yl € R™ fort € [T).

We also study a generalization of this setting. We denote the set of deterministic maps as F = {f :
X x & — R} that takes an input in X' C R? and random noise and returns the output. Here £ C R™
is a possibly more general set of possible noise vectors. Similar to before, for given X, y there exists
e € &M, s.t. f(X,€) = y. We assume the ground truth map for each task is sampled i.i.d. from the
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distribution D . The problem instance in the general setting can then be denoted as:
S={(X"y', XL y): X' e X", X, € X" 3ft € F, et € E™, €l € &,
sty = fIX" €)= fUXG )Vt € [T} M
Assume we have an estimator as a function of X, y that takes \ as a hyperparameter. Denote this
estimator as w) (X, y). We define the empirical validation loss as:

1 1 NT ~ i
L) = 7 30— DU (X gyl ).
t Y

Intuitively, we compute the estimator for the given value of lambda for each training instance
(X, y'). We then compute the empirical validation loss on each task using the respectively computed
estimators, and average the loss across all tasks. For notational convenience, we will denote 1w (X, y*)
as 1! wherever obvious from context.

The objective of finding hyperparameters in machine learning is often to minimize the expected
validation loss given as I, (\) = Eg [1,(\, S)[} This is a popular setting studied in previous works
such as|Balcan et al.|[2023]]. We can define the expected validation loss as:

lo(A) = Ex~py faDrenD? [BaynDy cynne (@3 0NX, F(X€)), f(T0, )],

which is the just expected value of [,,()\, .S) over the the sampling of the problem instance S. If the
tasks are linear well-specified, we can directly assume a distribution over the variables w* ~ Dyy.
We can then rewrite the expected validation loss as:

lo(A) = Exapy wenDw enDg By Dy conpe (@701 (X, XTw" +€), (zjw” + €))]],

In this paper, we study the problem of finding the optimal hyperparameters for the ridge regression
estimator as defined in Section|C] and a generalization of ridge regression defined in Section [E] Our
bounds depend on the well-conditioned nature of the sample covariance matrix, and we will denote
the smallest singular value of any matrix with the notation V(.).

We defer formal details of our results and complete proofs to the Appendix. In Appendix |C| we give
our sample complexity bounds for ridge regression (Theorem [C.1)) and show that for a broad class
of “nice” distributions (Proposition [C.3)) our bounds improve upon those established in prior work.
We next establish sample complexity bounds for simultaneously tuning the L1 and L2 penalties in
elastic net regression (Theorem [D.2). For isotropic sub-Gaussian distributions, provided that the
number of examples in each training problem instance is sufficiently large, we show that our bounds
imply sample complexity independent of the feature dimension d, significantly improving over the
unavoidable linear dependence for worst-case distributions shown by prior work.

3 Discussion and future work

Distribution-dependent generalization guarantees are widely studied in statistical learning theory
as an effective way to take into account the niceness of the distribution and give tighter learning
guarantees. We study the fundamental problem of tuning the regularization parameter of linear
regression across tasks. Our bounds improve upon previous distribution-independent results. In
particular, we show that our bounds do not get worse with the feature dimension for various nice
distributions, which is unavoidable for distribution-independent bounds. We also extend our results
to generalizations including re-centered ridge regression.

An interesting direction for future work is to show lower bounds to better understand the tightness of
our results. Another interesting direction is the development of computationally efficient algorithms
for implementing the ERM for tuning the regularization hyperparameters. A main challenge is that
the validation loss as a function of L1 and L2 penalties is piecewise-polynomial with a combinatorial
number of pieces in the worst-case [Balcan et al., 2022].

3Note that Ea~p [.] represents the expectation with respect to random variable A when drawn from distribu-
tion D. In the subsequent parts of the paper, we will omit the distribution, and even the random variable when
obvious from context.
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A Additional Related Work

Empirical Bayes. Empirical Bayes (EB) involves finding the best Bayesian estimator for a set of
parameters (say 6;) assumed to be sampled from an unknown prior, given samples (say X; ~ p(6;))
drawn from distributions that depend on parameters 6;. As a typical example, consider a Gaussian
Sequence Model, where one observes X; = 0; + ¢; for i € [n]. Here ¢; ~ N(0,02). The idea,
originally proposed by |[Robbins and Johnson|[[1992]], involves assuming 6; being sampled from an
unknown prior (distinguishing this from a purely Bayesian method where we assume a prior), and
using the shared structure to find better estimates. Commonly, Empirical Bayes approaches are
divided into f-modeling and g-modeling [Efron} 2014} |Shen and Wu}|2024]]. While in f-modeling
we explicitly find prior parameters, g-modeling works by directly finding the target variable without
finding the prior explicitly. Empirical Bayes has been heavily studied in statistics literature, providing
sample complexity bounds in certain circumstances such as the Poisson model [Jana et al.| [2023]].
Empirical Bayes approach to linear regression involves assuming an prior on ground truth vector
with unknown parameters. From our results from Section [F| we see that EB estimation of linear
regression parameters under a Gaussian prior is equivalent to our setting of learning ridge parameters
from multiple tasks. While ours is a g-modeling approach where we don’t estimate prior parameters
directly, asymptotic optimality of f-modeling approaches have been shown previously [Zhang et al.,
2005]]. Though our generalization guarantees for ridge regression hold for all priors, including
non-Gaussian priors, the best ridge estimator is not Bayes optimal for non-Gaussian priors. Several
empirical [Park and Casella, |2008| [Kim et al., 2024] and theoretical [Wei and Zhang] [1995] papers
have studied EB methods for linear regression under other priors.

Data-driven algorithm design. Data-driven algorithm design is a recently introduced paradigm
for designing algorithms and provably tuning hyperparameters in machine learning [Balcan, [2020].
Apart from regression, the framework has been successfully used for designing several fundamental
learning algorithms (e.g. [Balcan and Sharmal 2024, |Blum et al., 2021} Bartlett et al.| 2022, [Jin et al.|
2024]], as well as solving optimization problems including clustering, linear and integer programming
(e.g.Balcan et al.|2024, [Khodak et al.|2024, |Cheng and Basu|2024, Sakaue and Oki|[2024).

B A distribution-independent bound for tuning ridge regularization based on
prior work

While prior work [Balcan et al.l 2022} |2023]] establishes asymptotically tight bounds on the learning-
theoretic complexity of simultaneously tuning L1 and L2 regularization coefficients in the elastic
net, no direct bounds are given for just ridge regression. Balcan et al.|[2022] provide O(log d) on the
pseudo-dimension of the 0-1 loss function class for tuning ridge-regularized classification, which
is smaller than the ©(d) bounds for elastic net. Here we provide a simple extension to their results
and show that a similar O(log d) upper bound can be shown for tuning the regularization in ridge
regression.

We first recall some useful results from prior work. The following lemma is due to |Balcan et al.
[2022].

Lemma B.1. Let A be anr x s matrix. Consider the matrix B(\) = (ATA + M)~ ! and A > 0.
Then each entry of B(X) is a rational polynomial P;;(X)/Q(X) for i, j € [s| with each P;; of degree
at most s — 1, and Q of degree s.

In addition, we will also need the definition of the refined GJ framework introduced by |Bartlett et al.
[2022]].

Definition 1 (Bartlett et al.| [2022]). A GJ algorithm I' operates on real-valued inputs, and can
perform two types of operations:

* Arithmetic operations of the form v = vg ® vy, where © € {4, —, x, /}.
¢ Conditional statements of the form “if vy > O then ... else...”.

In both cases, vy, v; are either inputs or values previously computed by the algorithm (which are
rational functions of the inputs). The degree of a GJ algorithm is defined as the maximum degree of
any rational function of the inputs that it computes. The predicate complexity of a GJ algorithm is the
number of distinct rational functions that appear in its conditional statements.
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The following theorem due to Bartlett et al.|[2022] is useful in obtaining a pseudodimension bound
by showing a GJ algorithm that computes the loss for all values of the hyperparameters, on any fixed
input instance.

Theorem B.2 (Bartlett et al.| [2022]])). Suppose that each function f € F is specified by n real
parameters. Suppose that for every v € X and r € R, there is a GJ algorithm I, . that given f € F,

returns “true” if f(x) > r and “false” otherwise. Assume that Ty, , has degree A and predicate
complexity A. Then, Pdim(F) = O(nlog(AA)).

Let Hrigge denote the loss function class that consists of functions (each function corresponds to a
distinct value of A € (0, 00)) computing the validation loss on any input instance (X, y, X, y, ) for
using a fixed Ridge parameter ) as in the notation of [Balcan et al., 2022[]. We have the following

result, which implies distribution-independent sample complexity of O (l%d) for tuning \.

Theorem B.3. The pseudo-dimension of the function class Hgiage is O(log d).

Proof. For a fixed problem instance P = (X,y, X,,¥,), the ridge solution is given by w), =
(XXT + M)~ Xy and the validation loss £ (P) is || XT10x — y,||?. By Lemma Wy is a rational
function of A with degree at most d, and the validation loss is also a rational function of A with degree
at most 2d. This gives us a GJ algorithm for computing whether ¢, (P) > r for any instance P and
r € R, with degree at most 2d and predicate complexity 1. Theorem [B.2]now implies the claimed
pseudo-dimension bound. O

C Sample complexity bounds for tuning Ridge Regularization

In this section, we study generalization guarantees on the ERM estimate of A for the ridge estimator
defined in Definition 2] We give our main result in Theorem|[C.I] and study a slightly tighter variant
for the well-specified case in Theorem[C.2] Finally, we give Proposition [C.3] which instantiates the
bound for a general class of “nice” distributions.

Definition 2 (Ridge Estimator). The ridge estimator for a linear regression task (X, y) with regular-
ization hyperparameter A > 0 is given as:

(X, y) = argmin | XTw — y||* + AfJw||®
— wn(X,y) = (XXT 4+ )1 Xy.

Denote the optimal A as A* so that
l,(A") = m}%n Ly (N).

We wish to estimate A* using ERM on the empirical validation loss which satisfies:
1 1 ) .
Apry = argminl, (A, S) = argmin — Y — Y (X DTy (X, yh), yhO). )
mint,(3,5) = argmin 7 35 - 3 (X, 1), i)

Thus Agras is the value of A that gives the least average validation loss over all of the tasks. We
will make the following assumptions on the loss function {(y,, ¥;), valid over all possible values of
X, vy, T, y, under the support of D, and for all possible estimators w, w1, Wa:

Assumption 1 (Boundedness). [(zTw(X,y),y,) < C.
Assumption 2 (Lipschitzness). |l(z]w1(X,y),yp) — U(zTw2(X,v),y,)] < Llzl(w1(X,y) —

Remarks. Note that many popular loss functions, such as the squared loss [(a, b) = (a — b)?, are not
bounded on all inputs. We assume that we only receive inputs so that the assumptions hold for the
chosen values of C, L. We briefly justify our assumptions below:

1. Boundedness: Boundedness of the loss function is a common assumption made in the literature
for proving generalization bounds [Shalev-Shwartz and Ben-David| [2014]. A lot of common
loss functions, such as the squared loss are not bounded for all inputs. Prior work addresses
this by assuming boundedness of the inputs [Balcan et al., |2023]. Assuming boundedness, or
well-behaved tail distributions is a common assumption that rely on the fact that real-world data
typically has well-behaved tail distributions [Kontorovich, 2014, Rodriguez-Galvez et al.||2024].
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2. Lipschitzness: Lipschitzness is another common assumption for proving generalization bounds
in literature. For a lot of loss functions, such as the squared loss (Proposition [H.2)), hinge loss,
etc., Lipschitzness follows directly from the boundedness of the loss function.

Finally, note that, while we allow for any loss function that satisfies the above assumptions, we
restrict our attention to regularised least-squares estimators.

Theorem C.1. Given a loss function that satisfies Assumptions[I|and[2)above, the expected validation
loss error using the ERM estimator defined in Equation 2]is bounded with probability > 1 — ¢ as:

then) ~ 3") < 2R E ] + VB Tl PlExy [l VOO

2MLb AL [log 4T/(5 /In(16/0)
vn,T 2 2T

2, b2 = max ||z, ||? and A5 = Ex [max; 1/V (X' X'T)].

Here M? =

Proof. We write l,(Agram) — Lo(A) = lo(AgrMm) — lu(ABRM, S) + Lu(AERM, S) — L, (X*,S) +
l,(A*,8) — I,(A*). We note, as usual, that [,(Agrar, S) — l,(A*,S) < 0and l,(A\*,S) — I, (A\*) is
bounded by a Hoeffding bound (Theorem|G.I). Notably, with probability > 1 — 4,

In(1/6)
lL,(A",8) = 1,(\") < C .
SN 8) L) < 0y L
It remains to bound I, (Agrar) — Lu(AERM, S) < supy l,(A) — (A, S). Lemmaallows us to
break this into error induced from a finite sampling of validation examples, and error induced from
finite sampling of training data. We get that with probability at least 1 — J:

1 ) )
suply(A) = 1,(X,8) <2E, 5 |sup — Z c I(XEOTRh, @)
A A T

32

+2E, 5, S‘ipn E:O’t( 'Ex.t.e [Xi”)%,yi(”)
21n(4/9)
20| 220
* T

Where all o* and ¢*(¥) are i.i.d. Rademacher variables. We observe that the second term above is
much similar to the Rademacher complexity of typical linear regression . We proceed similarly, and
in Lemma [[.Z] we use Lipschitzness of the loss function to upper bound the second term above in
terms of the distribution of outputs y.

B Soa [Sgp

OBy g [1atTin, 5] } <

e VEL TP, (Il VPR

In order to upper bound the first term, which is the expected Rademacher complexity of validation loss
with a fixed validation set, we show in Lemmathat > UXy Pl T, yZ( )) is Lipschitz in V%M

(according to Definition EI) for fixed yv( ). Here VT = min, V(XtX?*T) and V(.) is the smallest
non-zero eigenvalue of the matrix. We use this Lipschitzness to bound the first term with probability
>1-—4as:

E

0,5ty

. MLAT MLb,AT [log(T/é
ZU Xt DT t t())] \/TDE[H zo|l] + nTD ( /)
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We now replace 6 by 6/4 in the 3 probabilistic bounds above so that the following holds with
probability at least 1 — §:

Ly(AprM)—1,(NF) <

2MLAT 2L
B el + VB Tl PTExy [yl /Y (XXT)|
2MLb AL [log 4T/5 /2ln (16/6) e In(4/0)
Vn,T 2 T 2T
To get the desired result, we note that C'y/ % < C/24/ %6/5). O

The above theorem is very generally applicable, only requiring mild assumptions on the regularity
of the loss function. We present a couple different variants of the above theorem in this paper that
can be more useful for different circumstances. In Theorem|[C.2] we give a slightly tighter version of
Theorem [C.|for the well-specified case. We give a variant of Theorem [C.T]that takes an estimate of
the expected value of the ground truth to achieve tighter guarantees in Theorem[E.T] We also present
an alternative to Theorem|[C.I]in Appendix [M] that proceeds similarly to previous proof techniques
such as the ones presented in Maurer et al.| [2016].

Remark: Simplifying to Theorem [1.1{ We note that E [||z,||] < \/E [||]|?], and further that we

can replace the term Ey ,, {HyH/ VVI(XX T)} in Lemmal|l.2|with M AL, This yields the simplifation

of the first two terms in Theorem [C.I] to the first term in Theorem [I.1} For the latter terms, the
reduction is more straight forward since we only focus on the dependence on T'.

C.1 Well-specified tasks

The bound in Theorem depends on the joint distribution of X, y, which in turn depends on
the distribution of the function space Dr and noise vectors D¢. In this Section, we present a
slightly tighter version of the above bound where we refine the second term based on a well-specified
assumption. This allows us to easily analyze the bounds using distributions of w* and e. We instantiate
one such analysis in Proposition

Theorem C.2. Given a loss function that satisfies Assumptions[I|and 2| above, and tasks that are
well-specified linear maps, the expected validation loss error using the ERM estimator defined in
Equation 2)is bounded with probability > 1 — § as:

then) 1) < 2R [l + 2 thMHEHwH+HW¢ (XX

| 2MLb,AR [og( UT/o) o, [1(16/0)
Vn, T 2 or

Here M? = max || Xy||? and b? = max ||z,[|? AL = E [max; 1/V (X' X'T)].

A

Proof Sketch. We proceed with this proof similarly to Theorem [C.1|by breaking the error term into
error induced from finite sampling of validation data, and error from finite sampling of tasks. The
bound for the first term proceeds similarly. For the second term, we use the well-specified assumption
to modify Lemmanby using Lipschitzness in 2] (1 — w™*). We do this in Lemma which allows
us to bound the trace product in terms of the matrix of (@} —w**). This results in a potentially tighter
bound in terms of the distributions of w*

In order to better understand the bound from the above theorem, we instantiate it for the case
when each entry of each input z is sampled i.i.d. in Proposition [C.3] Under the mild smoothness
assumptions, we obtain a bound that is much tighter than the best known bound from literature, as

log
long as d = (2 (W) as we see later.

Proposition C.3. Under the conditions of Theorem assume that each entry in the input x
is sampled independently from a zero-mean distribution with density bounded by Cy such that
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E [z2T] = ¥ = 02/dl,. Further assume the covariance matrices of both x,w* to have constant
trace as d increases. So, tr(X) = 02 = const and tr(E [w*w*T]) = 02 = const. If n > 6d, the

generalization error bound given in Theorem is O (ﬁ (T?/4 4 log(T/(S)))

Proof Sketch. The main challenge for instantiating the bound is computing ATD. We use results from

Mourtada [2022] that give tight bounds on the behavior of eigenvalues of the matrix Y, =1XXT. In

n

particular, we find that E [1/V (X XT)] = O(d/n), and AT, = O(£72/4). Thus, we can instantitate
the bound in Theorem [C2] as:

L O\srar) — () = O (mw ¢ VERrtwrw T+ VEIE]OW) | los(T) ‘”) |

n /T Vn,T VT

Which gives the desired result using the assumptions of constant trace and n > 6d. O

Discussion and comparison with previous work. We make the following observations regarding
the computed bounds in the above theorems:

1. The quantity A% is closely related to E [1/V(X XT)], which is a common feature in many
analyses for linear regression, and for which many techniques have been developed to find reliable
upper bounds [Yaskov, 2014}, [Mourtadal 2022]]. We instantiate one such bound for the well-
specified case when the inputs x are sampled from an isotropic distribution, such that each element
of x is sampled independently from a distribution with bounded density in Proposition

2. Compared to previous work, our bounds above are distribution-dependent and much tighter.

Prior work from Balcan et al.| [2023|] give a bound of O <d+i;;(1/6)

), depending on the distribution.

> for the squared loss,

log T

which is weaker than our bound as long as d = ) (W

We additionally show a distribution independent bound of O (W) in Appendix

based on prior work [Balcan et al.|[2023] [2022]]. Our bounds beat the new distribution independent
analysis bounds when d = €)(T'), depending on the distribution. We note further that our
techniques are much more general, in that they don’t rely on the specific nature of the loss function,
and consequently work for any Lipschitz loss. As noted below, our bounds also get smaller with
increasing number of training examples, which is a feature not present in previous bounds.

3. Our bounds decrease as the number of training examples (n) increase, which was not true in
previous work. To see this, first note that the third term in the bounds of both theorems @] and
depend on AL which decreases with the number of examples following a discussion similar
to point 1 above. The values of the dominant terms also decrease with the number of training
examples up to a certain point.

To see a clearer picture, we would again redirect the attention of the reader to Proposition [C.3|
and its proof in Appendix |J, where we show that, under the assumptions of the Lemma, the
generalization bound behaves as:

2/d r(w*w*T €2 n
ly(Agrar) — L(A*) = Os (ZT\/T +¢E{t( \)}T%/E[ JO(d/ >>_

. / * gy k 2 . .
As n — oo, the bound does not get tighter than Oj % . This makes practical sense,

increasing the number of training examples helps deal with the variance in noise and increasing
validation examples or tasks helps deal with the variance in ground truth values. Given a fixed
number of supervised examples, if the ground truth varies very heavily, we would like to use
a higher number of examples in the validation split.

D Sampling complexity tuning LASSO and Elastic Net

We will now establish similar distribution-dependent bounds on the generalization error for tuning
the regularization coefficient in LASSO.
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Definition 3 (LASSO Estimator). TheLASSO estimator for a linear regression task (X, y) with
regularization hyperparameter A\; € [A, A] is given as:

Wy, (X, y) = argmin | XTw —y[|* + Af|w]:.

Under the same boundedness and Lipschitzness assumptions on the loss function as above, along
with a full rank assumption (Assumption [3|in the appendix), we have the following result.

Theorem D.1. The expected validation loss error using the ERM estimator for LASSO is bounded
with probability > 1 — 6 as:

OLAALE,, [||z.|] vVd
l'u A 711) ) < DTy v
(AerM) — l,(A*) < T

. |12
n 2L\/Ey, [[|lzo| }]EXy max [yl +A Vd -
VT £ V(XeXI)  V(XeXP)

Lb AAD~/21n (T/8) + 5C (16/5)

2 _ 2 AT — - 1
Here by, = max ||z, ||* and A = Eg [man,t m}

Proof Sketch. The proof follows the same overall structure as the proof of Theorem|[C.2] The relevant
lemmas for bounding the Rademacher complexity for LASSO are Lemmas and [K.4]established
in Appendix K] The key difference comes from the difference in the LASSO solution. Unlike ridge,
there is no fixed closed form solution for all values of A;. The solution w,, is a piecewise linear
function of A; and the closed form expressions for within fixed pieces is known. We use this to bound
the relevant Rademacher complexity for the class of loss functions which express the validation loss
as a function of \;. L]

We also give the following bound on the generalization error of simultaneously tuning L1 and L2
penalties for Ay € [A;, A1], A2 € [Ay, 00) (see Append1x[g)

Theorem D.2. The expected validation loss error using the ERM estimator for Elastic Net is bounded
with probability > 1 — ¢ as:

2LAVd log(T'/4) 1
Ly (A —l,(N) < —— | E, oll] F oot ——— | E
(AerM) — lo(X7) 7T o Lllzoll] o, X [max VXX T A,
2L/ Eq, [[|zo]]?] lyllv/V*( XsXT AVd In(16/6)
+ ——F——FEx, maX T 5C
VT VH(XeXD)+Ay  V(XeXI)+ A, 2T
4)

v oi(M)

Here V*(M) is the non-zero singular value of M that maximizes ERGVIET
As above, we show that our bounds are much sharper than prior work for well-studied “nice” dis-
tributions. For sub-Gaussian data distribution we show that our bounds on the generalization error
are independent of the feature dimension d. In contrast, prior work on worst-case distributions |Bal-
can et al[[2023] shows a tight ©(d) bound on the pseudo-dimension for tuning the elastic net
regularization coefficients. Formally we have the following proposition (proof in Appendix [C).

Proposition D.3. Consider the expected validation error of an ERM estimator for the Elastic Net
hyperparameters over the range A1 € [Aq, A1], A2 € [Ay,00). Assume further that all tasks are
well-specified such that all inputs x are sampled from sub-Gaussian distributions with independent
entries. Concretely, assume that each entry in the input x is sampled independently from a zero-mean
sub-Gaussian distribution such that E [z2x7] = X = (02 /d)1,. We further restrict the covariance

matrices of both x,w* to have constant trace as d increases. So, tr(X) = o2 = const and

tr(E [w*w*T)) = 02, = const. For sufficiently large n > Q (d + log %) the generalization error
=2
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bound given in Theorem is O (1 /V nT), where the soft-O notation suppresses dependence on
quantities apart from T, n and d.

Remark D.4. As in Section[I.3] the results here apply to bounding the convergence rate for single-task
cross-validation. For Monte-Carlo cross-validation, the bound on the number of sufficient iterations
is improved from O(d/€*) due to prior work [Balcan et al., 2023|] to O(1/ne?) for sufficiently large
n as in Proposition[D.3] Also, we note that the comment in Footnote[l|applies to our Elastic Net

bounds as well, and in the above we have l,(Agry) — l,(A*) = O (min {\/%, \/—‘/%})

E Re-centered Ridge Regression

We note that the bounds above in the well- spe01ﬁed case in Theorem [C.2]depend on the quant1ty
Eu- [|[w*]|?]. This can be quite large if w* is not centered around 0. We thus suggest using the
following estimator, and give generalization guarantees for ERM estimation of the regularization
hyperparamter.

Definition 4 (Re-centered Ridge Estimator [[van Wieringen, |2023|]). The re-centered ridge estimator
for a linear regression task (X, y) with hyperparameters \, p is given as:

W(x0 (X, y) = argmin [ XTw — y||? + Alw —
— (X, y) = (XXT + AN Xy + AXXT 4+ A1)~

Intuitively, instead of penalizing the distance of w from origin, this estimator penalizes its distance
from a known, central point.

In the following, we assume we have a fixed estimate of the optimal p* given as /i, and bound the
validation error on the ERM estimate of A using the MSE in [i. We are able to get a tighter bound
than in Theorem where we replace all E [w*w*T] with the variance of w*, and only incur an
additional error term that depends on the closeness of the estimate /i to the actual p*.

Theorem E.1. For a validation loss function that satisfies Assumptions [l and 2| given in Section
[Q and tasks that are well-specified linear maps, the expected validation loss error using the ERM
estimator defined in Equation 2| using the re-centered ridge estimator for a given fi is bounded with
probability > 1 — § as:

2M LAY
Ty i — p* + —F——EF Ty
|zol[] | = n*|l T [l ]

+ \/?,LL—T o, (|70 |2E [Hw*” + ||6||/\/W}

| 2MLbAp [log(4T/o) ., [In(16/9)
VT 2 2T -

Here M? = max || Xy|? and AT = E [max; 1/V (X! X'T)].

lv<>\ERMa ﬂ) - l'u()\*7 /J*) S LEZEU [

Proof. We start by decomposing the excess risk on validation set as

LAerm, ) — LA 1") <lL(Aerm, ) — L(ABrM, 17) + L(AerM, 17) — LA 1) (5)
‘We bound the first term as follows:

lo(Aera, 1) = lo(AeRM, 17) Ssgplv(/\,ﬂ) =LA 17)
= st;pE @I Wap), Yo) — UTTD (A e)s Yo)]
< supE [L(z] (0 — Do)
= LsupE [AzT(XXT + A1)~ (i — p*)]
< LsupE [[IA(XXT + M)y [[] i = p]

< LE [[lzo[[] [l = p*]-
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For the second term, we see that generalization error in finding A is the same as generalization error
in finding A for the well-specified case if we replace w* by w* — u*. To see this,

Wy (X, y) = argmin [ XTw — y||2 + Aljw — 122
= argmin | XTw — (XTw" + )| + Al|w — p*||*
= argmin || XT(w — p*) = XT(w* — p*) + €]|* + AJw — p*|?
w

So that the optimization problem reduces to the same problem as in Definition 2] with a shifting of
the axes. Thus, we get a similar bound for the second term of Equation [5]as in Theorem[C.2] only
requiring replacing w* with w* — p*, which was the intended effect.

F Bayes estimation using multi-task learning

In this paper, we have given generalization guarantees on finding the optimal regularized estimator
using a finite sample of tasks. In this section we are interested in conditions for when the optimal
regularized estimator is also provably optimal for multi-task learning. To argue optimality of an
estimator for a future, unknown task it is crucial to define the relationship between tasks already seen
and the future task. Given any such relationship, we can re-formulate it to form a prior. Thus, the
optimality of any estimator reduces to the case when the estimator is equal to the Bayesian estimator
with the given prior. Of course, if the prior is known it is straight-forward to find such an estimator.
The key challenge of this line of work, and for Empirical Bayes methods, is to find an approximate
estimator from an unknown prior.

We show that the optimal regularized estimator is equal to the Bayesian estimator, and hence the
optimal multi-task learning estimator when the regularization takes a form similar to the prior. For
example, a re-centered ridge estimator is optimal if the prior is Gaussian. Note that our reduction of
multi-task learning crucially depends on the (unknown) prior being frequentist in the sense that the
tasks are assumed to be sampled randomly from this prior distribution, as opposed to the prior being
a belief over the sampling of tasks.

It is well-known [Wasserman| [2010] that for squared loss (w0, w*) = |1 — w*||?, the Bayesian
estimator is given by w = E [w*| X, y]. The same estimator is the Bayesian estimator for the expected

validation loss given as [, (®) = Ex, ,, [[|[XJ® — v, |?] as shown in Theorem

Theorem F.1. Given a linear problem (X ,y) such that 3w*, e,y = XTw* + €. Given a prior over
w* ~ T, the Bayesian estimator corresponding to the validation loss 1, = Ex, . [[|XTw — y, 2],
where (X, y,) are sampled from the same map as (X, y), is given as:

W =E [w]X,y]

In other words, the Bayesian estimator is equal to the mean of the posterior.
Proof. Define the Bayesian risk as:
By (i) = / Ex, . [IXT% — yl|] Pr(w*|X, y)m(X, y)dX dyduw”.

Here m(X, y) denotes the marginal distribution on X, y. We note that y,, is sampled from the same
ground truth w* as y so we can re-write this as:

B, (i) = / Ex, e, [IXT(d — w*) — "] Pr(w*| X, y)m(X, y)dX dyduw*

= /(Exv [1XT (@ = w)|P] + o lle|1?) Pr(w? | X, y)m (X, y)dX dydw*

nlleo? + / Ex, [tr(X,X] (@ — w") (& — w*)T)] Pr(w*| X, y)m(X, y)dX dyduw"

nolleu]|* + /W(EXU [Xo XT] (0 — w?) (@ — w*)T)) Pr(w"| X, y)m(X, y)dX dydw®.
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Since X, X[ is PSD, we can write Ex, [X,XT] = AAT for some matrix A. We want to minimise
the Bayesian risk with respect to w:
VB () = Q/AAT(w —w") Pr(w*| X, y)m(X, y)dX dydw*
=24AT(w — E [w*| X, y]).
Since AAT is PSD, the Hessian is PSD, so that the minimizer is obtained at
w=E [w*|X,y].
O

For a Gaussian conjugate prior, we know that the mean of the posterior equals to the mode of the
posterior. Thus, the Bayesian estimator equals the MAP estimator for a Gaussian prior. The following
result states a slightly more general version of the statement.

Theorem F.2. Given a well-specified task (X,y) such that Jw*, e, s.t. y = XTw* + €. Further
assume that w* ~ 7,¢ ~ N(0,02%I), where 7 is log-concave so that m(w) = exp(—f(w)). The
log-likelihood of w given as l(w) is then:

Cy = XTwl?

Hw) = 202

f(w).
Define the MAP estimator as follows:

WpAP = w = maxl(w).
w

The MAP estimator is equal to the Bayesian estimator for expected validation loss, that is w =
Whayes = B [W*| X, yl, if f is convex and V" f(w) = 0 for v > 2.

Proof. Since I(w) is concave,

Vol(i) = 0
— Vf(u?)+7X(X:;_y) —0. (©6)

‘We also know that for some normalization constant Z,

E [w*| X, y] l/}Rdwexp <||yXTw|2 f(w)> dw

Z 202
_ 1 i ly — X7 (@ +1)? )
== ]Rd(ert)exp( 5,2 fw+1t))dt
o L ly — X7 (@ +¢)|? R
fw+Z Rdtexp( 52 f(+1t))dt. @)

Where in the last step we use the fact that the likelihood integrates to Z. Now, expanding the first
term inside the exp,
ly = XT(@+ )| _ [ XTh -yl + | XT]|* + 247X (XTed — y)

202 202

Using Taylor’s expansion for the second term inside exp, and using the fact that V" f (@) = 0 for
r> 2

o +1) = F(@) + 079 ) + T,

We can now combine the above two equations with [f]to give us:

ly — XT(w+1¢)]? . X TR — g2 4 | X2
202 Hf+t) = 202
tTV2 f(w)t
+ () + 7‘2’%‘)) .
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Going back to Equation[7} we can simplify using the above results as follows:

" . | X7 — y* A IXTE? TV f ()t
E [w |X,y]:w+exp(w—|—f(w) Rdtexp o 5 dt

=w.

Where the last step follows from the symmetry of the integral around 0. O

The following Corollary which is a direct consequence of the above theorem states that the optimal
re-centered ridge regression parameters result in the Bayesian estimator. Thus, finding the optimal
ridge regression parameter can be equivalently thought of as a g-modeling Empirical Bayes approach.
Corollary F.2.1. Given a prior on w* ~ Zexp{ (_HM;W;;*H) }, for w € R, Wy ) = Whayes =

E [w*| X, y] for X\ = 02 /w?, u = p*. Thus for appropriately chosen parameters, the re-centered
ridge estimator corresponds to the Bayes estimator.

Remark. Note that since Theorem [F:2]is valid for more general cases than just a Gaussian prior, we
can derive similar results for other estimators that respect the form of the prior. For example, elastic
net estimators when the prior is a mixture of a Gaussian and a Laplace distribution.

G Background

In this section we cover some commonly known results on concentration of random numbers, as well
as a common tool from learning theory, Rademacher Complexity.

We begin with Hoeffding’s inequality, which shows that the mean of random variables concentrates
exponentially fast around their mean.

Theorem G.1 (Hoeffding’s inequality [Wasserman! [2010]). For random numbers X, ..., X sam-

pled i.i.d., denote X = ZTX and B [X;] = p. The following hold given that X; € [0, C:

1.

o nT42
Pr([Xy —pl>1) < ZGXP{( 201\27t >}

pi(s 2 ) < (20}

3. With probability > 1 — 0,

S Inl/§
<
2N

The following is used frequently in Rademacher complexity analyses, and shows that the value of a
multi-variate function is concentrated around its expected value with a high probability.

Theorem G.2 (McDiarmid’s Inequality [Shalev-Shwartz and Ben-David|[2014]]). Given i.i.d. variables
X1,..., Xy, such that X; € RYi € [N|, and a function f : RN — R such that:

|f($17...,51,‘N) — f(l‘h...,$k71,$;,$k+1,...1‘]\[)| S Lk

That is, changing the kth element arbitrarily changes the value of the function by at most Ly. The
following inequality holds:

Pr(f(Xer- o Xn) = Exyrooon (X1 Xn)] | 26) < 2xp{<;;)}
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Corollary G.2.1. Given functions (X, s),i € [N| that take a parameter X and an input s such that
I'(\,8) < CV\, s,i. Foraset S = {S":i € [N]} of N inputs, we define l(\,S) = % ST, S)
as the average over N inputs. If all inputs in S are i.i.d., then with probability > 1 — §,

sup(Es: [I(), §)] — I(\, §)) < Es [Sup(Es/ 1, SO — IO, 5))} e w
A A
<Egs [sgp(m, S — 10, 5))] e %2/5)

Proof. Note that sup, (Eg/ [[(X, S”)] — I(A, S)) is a function of N i.i.d. variables by definition. Here
S’ is a “ghost sample" introduced to calculate expectation as is commonly done in literature. Further,

changing one of these variables changes the function by at most 2C'/N. The statement follows from
Theorem|G.2]by equating f with sup, (Eg: [I(X,57)] — I(X,S)) and Ly, = 2C/N. O

The sample covariance matrix, 3, = n~'XXT and its inverse 5); ! are quantities that occur
frequently in analyses of ridge regression. Below we give results from |[Mourtada) [2022], that allow

us to bound the expected value of the inverse of the smallest singular value of 3, in terms of the
distribution of the samples.

Theorem G.3 (Corollary 4 in |[Mourtada| [2022]). Consider the sample covariance matrix iln =
n~1YT X XT, where X € RY¥X". Assume that X is sampled from a distribution such that E [zxT] =
1. Further assume that there exist constants C > 1, « € (0, 1] such that for any hyperplane H in
R4,

Pr(dist(X, H) <t) < (Ct)* Vt > 0.
Then, for n > max(6d/a,12/a) and 1 < g < an/12,

1/

E |max(1,/\mm(fln)_1)|q} T <ol

where C' = 3C4el 19/,

Theorem G.4 (Proposition 5 in Mourtada|[2022]]). If the entries =W, . 2D are independent and
have density bounded by Cy, and E [xxT] = I, then for any hyperplane H in RY,

Pr(dist(X, H) < t) < (Ct)* Vt > 0,

fora=1,C = 2v/2C,.

G.1 Rademacher Complexity

In this section we will discuss Rademacher Complexity, which is a common tool from learning theory,
and some important results used in our analysis.

Definition 5 (Empirical Rademacher Complexity). The Empirical Rademacher complexity of a
function [ for given inputs x1, . .., x, is given as:

R =E, [Tll Zail(:vi)] :

where o; are Rademacher random variables (i.e., they take values in {+1, —1} with equal probability).

The following is another popular result used to compute Empirical Rademacher Complexity of a
fixed set of variables.

Theorem G.5 (Khintchine’s Inequality [Hitczenko and Kwapien, |1994]). For Rademacher random
variables o' and real numbers x*, we have that

E, Hzgtxt] < (Z ‘xt|2)1/2’
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H A generalization of the Contraction Lemma

The Contraction Lemma (Lemma[H.I.T)) is a popular result used to simplify Rademacher complexity
computations using the L-Lipschitzness of the loss function [. Below we present a more general
result using a generalized version of Lipschitzness.

Definition 6 (Lipschitzness in another function). A function ! : Z — R is said to be Lipschitz in
another function g : Z — R if:
l(a) —1(b) < L|g(a) — g(b)|Va,b € Z.

Theorem H.1. Consider a class of functions F C {f : R™ — Z} and two functions l,g : Z — R
for some domain Z such that | is L-Lipschitz in g. That is, [(a) — 1(b) < L|g(a) — g(b)| Va,b € Z.
We have the following bound on the empirical Rademacher complexity of {l o f : [ € F} for given
inputs Ty, ..., Ty

R =E, lsup ZUZ x;) 1 < LE, lsup iZalg(f(xZ))] .

ferF

=E, |sup(o1l(f(x1) —I—ZUz
fer i#1

1
= 51@027,_,% sup (I(f(z1)) + Z oil( )+ sup(=I(f(z1)) + Z oil(
i#£1 fer i#1

= B | s (7)) — 1 (@) + S ol () + 3 ()

ffrer i1 it

1
< §E027m,0n sup (L|g(f(x1)) —g(f/($1))| +Z‘7il( xz +Zaz z . (®)
hLfer i#1 i#l

In the last step we use the given expression, (a) — l(b) < L|g( ) — g(b)| Ya,b € Z. Note that we
can now drop the absolute value surrounding g(f(x1)) — g(f’(x1)) so that:

NR < By | sup (Llg(f(21) — 9(F(@0)) + 3 0 (f(2) + 3 il (F@)| . ©)

ffrer i£1 i£1

N | =

This is trivial if the sup operator picks f, f* such that g(f(z1)) > ¢(f'(z1)) in Equation 8] If on
the other hand the sup operator picked f, f’ such that g(f(z1)) < g(f'(x1)) in Equation 8] it can
swap them in Equation [9} resulting in the same value as replacing f and f in the summation over
1 # 1 does not change the expression. We can thus reduce this back to a Rademacher complexity
computation as follows:

nR < B, |sup(o1Lg(f(x1)) + > ail(f(x:)))] - (10)
f i1
Proceeding similarly for all 4 # 1, we get the desired result. O

Corollary H.1.1 (Contraction Lemma [Shalev-Shwartz and Ben-David! [2014]]). Letl: R — R be
a Lipschitz function, that is, l(a) — l(b) < Lla —b| Va,b € R. Let F be a class of functions
F C {f : R™ — R} that map into the domain of . We have that the empirical Rademacher
complexity of {lo f : f € F} for given inputs 1, . . .,z is upper bounded as:

S T .
flelgnzglf 1]

fern

R =E, lsup > ail(f xl))]<LE
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Proof. Follows from Theorem [H.1] by replacing ¢ with the identity function. O

Lipschitzness is a common assumption made for proving generalization bounds in literature. Lip-
schitzness usually follows from boundedness of the loss function, as we instantiate below for the
squared loss.

Proposition H.2. For a squared loss function l(y,, yt) = (yp — y+)%, boundedness implies Lipschitz-
ness. That is, given that [(zT Wy, y,) < C,VTy, Yo, X, Y,

[H(@Twy, yy) — HxTwa, yp)| < 2\/5|a:5w1 — zTws|.

Proof.
[l(@fwr, yo) — WaTws, yo)| = [ziwr — zlws||zlwr — yo + 2Jwa — Yo
< 2\/5|a:5w1 — zTws|.

Since |zTw; — y,| < VC. O

I Proofs for tuning Ridge Regression

We start this Section by some definitions we will need for the proof. We will use the following
elaborate definition of a problem instance (which sufficiently identifies a unique problem instance but
not vice-versa).

S={(X" fl e, X} eh): X e RP™ X[ e RT™ ' € £ el € ™).

v U

This allows to define elaborate ordered set of training and validation examples as:
Sy = {(X, ft ) : X e R e € £7Y, (11)

and, ~
Spar = {(X5,€l) : Xt e R ¢t gnv}, (12)

Note that S‘tr X ew S'Wl =9 , where X.,, takes the entry-wise composition of the ordered sets.
Equivalent to the definition of the empirical validation loss we have:

oy ey L 1 DT, ('t ftxt Yy ftxt
lU(A7 S) - T Xt: n7v XZ:Z(XU TU))\(X 7f (X , € ))a f (Xv7€v))'
Note that I,(\, S) = I,(),S) as [, uses the elaborate form to find y, 3, to compute empirical
validation loss as in [,. Further, Eg [[,(\,S)] = Eg [ZU(A, 5‘)} We will also be interested in the

empirical expected validation loss, which for yf,(i) =f (XJ t(i), ef,(i)) is given as:

1 N
ZEx,f,e [Z(Xﬁ(’)TwMy,ﬁ( ))}
—

lev()\7‘s~’val) = T
v

)

=Eg, [l St Xew Soar)] - (13)

Thus for a given Syats lew computes the expected validation loss over all possible sampling of training
data.

In the well-specified linear case, we will overload the notation as follows. We will define the elaborate
set of problem instances as:
S = {(X, fur, €, XL €l) - X e R X! € R *t ¢ RY, et € R™

v CU Et Gan}

’ v
This allows to define elaborate set of training and validation examples as:

S = {(X?, fer, €)) : X € R w* ¢ RY, e € R™},
and,

Sval = {(Xt 6t) . Xﬁ € RdxnU,Gi S an}’

v v
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Note again, that S'tT X ew S’Wl =8. Empirical validation loss can be re-written as:

Tzn Z Xt(z At Xt XtTw*tJre) th}(i)Tw*tJrez(i)).

%

We present and prove the main lemmas used for proving Theorem [C.T|below. We first start by upper-
bounding the generalization error in terms of two different Rademacher complexities: Rademacher
complexity of validation loss with fixed validation data and Rademacher complexity of expected
validation loss over choice of training data.

Lemma IL.1. Given a bounded validation loss function, that is, given that l(zTwy,y,) <
C,Vxy,yy, X,y, \. For any problem instance S as defined in Equation |I| with probability at
least 1 — 0,

1 ) )
suply(A) = 1,(X,8) <2E, g |sup — Z  I(XEOTRh, 1)
A A T

32

+2E,5 | |sup— Zot( JEx e [ (XD, yt™)

A nv

21n(4/9)

2
+2C T

Where y!¥ ft(XTt( ) )) and ot and o) are i.i.d. Rademacher variables.

Proof.
sup ly(A) — Ly(A, S) =sup(ly(A) = lew (N, Svar) + lew (X, Svar) — Lu(A, S))
A A
S Sl)l\p(lv()\) - lev ()\7 Svval)) + Sl;\p(lev()\a gval) - lv()M S)) (14)

Note that [, (\) is the expected value of I, (A, Syq;) over sampling of S,,q;, whereas [, (A, Sml) is
the average over n,T samples of the form z,,, €, where the (tn, + i)® sample for ¢ € [T € [nv]
becomes the i" validation example for the #" task. Thus, by replacing each I in Corollary 1| with
lew(N, S’ml) we get that with probability > 1 — 4,

Sl)l\p(lv(k)_le't)()\, S’ual)) < Egvahg val |:Sup( ev(/\ S ual) le (>\7 gval)):| +C

21n(4/9)

—=. (15
T 15)

Similarly, for a fixed S,q; We can view [, (A, S) as an average over T samples of training data. And

we can view e, (A, gval) as the expected value of [, ()\ S) over the sampling of S,,. Thus we can

replace each [*(), .) in Corollary with I,(\, . x S? ), where S’ , is the ith instance S,q, to
obtain that with probability > 1 — 6 2

Sup(lev()\7 Sval) - l'u(Ay S)) S ES‘, S’ |:Sup iv()H S’/tr X S’val) - Zv()H Str X Svvazl)
I\ tr s tr A

21n(4/9)

+C T

(16)

In order to upper bound the unknown term in Equation [T5] we note that we can arbitrarily swap the
(tn, + i)th validation instances between S,,; and S’,,; without changing the expectation. In fact,
we can do this for all (¢,7) € R C [T] x [n,] for any arbitrary set R. This allows us to reduce the

term to a Rademacher complexity. We show this below where we denote yi(i) = f(XJ t(i), ef,(i)) and
y;t(i) _ f(XI/)Tt(i) E/Ut(i)):
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Egml’g val |:bup leu()\ S Ual) lev(/\a §1Jal):|

€{Z(X;t<m t()} o~ ZEXf’[ t(i)T w,\,y:f(i))}

> Expe {Z(Xf(”%,yim)} +

valsS val

- Egvahg/'ual [Slip

> Expe [UX DTy, 1))

YT ti¢R Ml R
- Z Ex f.e [ Xt(Z)Tw y/t() } { X;t(i)T@)”ny(i))H
ol ti¢R t i€R
1 , N
—2E ;. | o0 VEx g Xt OTan, )] | (17)
ti

The equality in the second last step holds because of symmetry due to expectation. In the last equation
we introduce Rademachar variables for each value of ¢ and ¢. Thus we are able to upper bound the
unknown term in Equation [T5]by the Rademacher complexity of the class of functions defined as the
expected value of validation error over sampling of training tasks, across different values of \.

Similarly, in Equation [16] we note that we can arbitrarily swap the #*" training instances between

St and S’4, without changing the expectation. In fact, we can do this for all ¢ € R C [T for any
arbitrary set R?. This allows us to reduce the term t0 a Rademacher complexity. We show this below

where we denote y ft(XTt( 2 t(l)) and y = X RIS ))-

ES”,S"” |:Slip lv()‘7 S~/t7‘ X gval) - lv()\, gtr X Sval):|

supTvaZlXt()T”t i) vaZlXt(l S, vy ))]

i A

=Eg, 5.,

. 1 . .

. . t(3) ot t(z) t@)T ot 1)

- ]ES”’S%T lsgp nv Z Zl X T Yo ) + TLUT Z Z Z(X’U Tw,\7yv )
t¢R i teR i

et ) - L 3 S )
n“ t¢R i nT teER i

=2E, 5, 7 2 o 1O )| (18)

t,i

Similar to before, the equality in the second last step holds because of symmetry due to expectation.
In the last step, we introduce Rademachar variables for each value of ¢. Thus we are able to upper
bound the unknown term in Equation |16{by the Rademacher complexity of the class of functions
defined as the empirical validation loss given fixed validation set, across different values of \.

Since Equatlons.and.hold with probability > 1 — §/2 each, both equations hold with probability
> 1 — ¢ by a union bound. We get the desired result by combining equations[I4] [T5] [16] [T7] [I8] and

further noting that C’\/m >C %' =

In the following we give an upper bound on the expectation with respect to sampling of the validation
set, of the Rademacher complexity of the expected value of validation error over sampling of training
tasks in terms of distribution of the outputs .

Lemma L.2. Given a validation loss function that satisfies Assumptions|[I|and 2] given in Section|[C]
and Syq; as defined in Equatlonnwe get that (where we denote yt( D= = f(z fj(z), f,( )) and o are
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i.i.d. Rademacher variables):

1

Ny

By 8. [sgp 7 S ot OB p [z( XIOT 4, yff“)]
t,i

- % E,. lleolPEx, [lyll/v/V(XXT)] .

Proof. We define R as below and use Lipschitzness to upper bound it as a simpler Rademacher
complexity term:

R=_—E, R ¢ {l XEDT g, 40 ]
n,T Slip;zi:a X e LT, 9,70)
L [ . .
< —Eo x 1 SUPZZUt(l)X{;(l)Tw)\
T’ Bk
L i T
= —=Eo x e () xt@) |
ny, T X s _Slip <ztzzz: o ¥ W)
L [ . .
< - TIEU,X,fue SL;PHZZJt(z)Xf)(z)H@Z;AH} (Cauchy-Schwartz inequality)
v i n ;
L , ,
=, 1Y " OXIO| | Ex r.e |:Slip||u§>\|:|

t,i

To bound the first Rademacher term in the product, we proceed as follows:

IN

i i i) x i
Eo 1D o' xi E, |1Y ot@xi@)2
tyi t,

= [Bo [T 3D anlgnln T
t,2 (t1,21)#(t2,%2)

= oIxi)e.
t,i

Taking an expectation over validation set we find that,

Eg, | D112 < |Eg, | D 1x07)2
t,i t,i
=V TVE,, [[z.]7. (19)

Since each validation example is sampled i.i.d.

It remains to upper bound the second term, which is Ex ;. [sup, [|@w,[|]. Note that, if the singular

values of X are sy, ..., 4, then the singular values of (X XT + A\ )_1X are S;jr 3 respectively for

each 7. Using the fact that

s;ﬁ‘ < 1/|s;i] if s; # 0, we obtain the following upper bound on ||, ||:
Wy = (XXT+ M) ' Xy
— Jla]? < (XXT+AD)7EX )% |lyll®  (definition of oo-norm)
< XXXyl
= |lylI?/V(XXT) (since eigenvalues of X XT are 57, ..., 52). (20)
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Remember that V' (M) as the smallest non-zero singular value of M. This allows us to write,
Ex 1, [Slip ||U7,\||} <E {IIyII/ V(XXT)} .

Combining these inequalities yields the desired result. O

We now show an upper bound on the expected Rademacher complexity of validation loss given fixed
validation data in terms of the distribution of inputs x.

Lemma L.3. Given a validation loss function that satisfies Assumptions [Z]and 2| given in Section[(}
and Sval as defined in Equation|l12| the following holds with probability at least 1 — § (where we

denote y = fi(z ,i t(z)) and ot are i.i.d. Rademacher variables):
; ; MLA MLb,AL  [log(T/6)
E = t Xt(z)‘r At t(3) DE Ty viiD )
o,Str ZJ ( v Wy, Yy ) \/T [” |H m 9
where M? = 2, b2 = max ||z, ||* and AL = Ex [max, 1/V(X?X'T)).

Proof. We first note that Lipschitzness of the loss function implies Lipschitzness of the sum of the
loss function over different examples:

aTdy, yy) — l(mng,yv) < L)zl — xTbs]

= Y UXIOTay gt D) — 1(X Ty, i <LZ\Xt DT (i, — iy,
Using Lipschitzness (Theorem [H.T):

E

L o
050 @5, i) < o TEes, SgPXt:Ut(ZXi( TRl | @)

In order to derive a tight upper bound on the above Rademacher complexity, we introduce a new
technique, where we argue lipschitzness of xJw, in another function as follows.

If the SVD of X = U, PUJ, define 1p as a diagonal matrix such that (1p);; = 1[P; # 0]. So
X=U lpUlTX. We can use this to argue Lipschitzness of x7wy:

Ty, — 2Ty, = T (XXT+ M) — (XXT 4+ M) H Xy
=2T((XXT+ M) — (XXT 4+ X0 " HU 1 pUT Xy
< zf (XXT+ M) ™" = (XXT 4+ X D) UL LpUT ||| Xy

< 2T XXT + X0 D)™ = (XXT + 20" U1 pUT oo | Xy|l-

Now we see that the SVD of (X XT+AI)~!is Uy MUY for some positive-definite diagonal matrix M.
The non-zero singular values of ((XXT + A1)~ — (XXT 4+ A1)~ )Ui1pUT are %
if e; are the non-zero eigenvalues of X XT. Remember that V(X XT) is the smallest non-0 eigen-
value of X X7, and define VT = min; V(X!X'T) to see that ||((XXT + MI)7! — (XXT +

)\QI)_l)UllpUirHOO = V(x)(lr)+>\1 - V(X)(lT)+)\2' ThuS,

ey, — iy, < (2T (XXT + M)~ = (XXT + XD) U1 LRUT || Xy
1 1 |
XXT) T V(XXT F A

_ mn\ Xy

< el \ \ Xyl 22

VT 4+ X\ VT+>\
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This shows the Lipschitzness of 7w, in terms of VT — in line with Definition @ Using this
Lipschitzness (Theorem[H.T]) in Equation [21]

L
E ~
an o,Str

L S XXty
—1FE & |[sup ol &4
ey

H(XEOTEE, yl ))] <

. t (i) Tt
slipzt:a (ZXU Tw,\>

%

EU S’tr |:

IN

n,T~ oS VT + )

e )

(Z x5 |||Xtyt||> m

L @t(zi||X5<”||>2||Xtytu2
= n,T Str VT

IN

We use Khintchine’s inequality (Theorem [G.5)) and set A = 0 in the last step. To get the desired
result we need to simplify the numerator. We note that for any ¢ € [T, with probability > 1 — § by
Hoeffding inequality (Theorem|[G.T)),

S IXEON < ] + by 128

By a union bound over all tasks, we get that for all tasks ¢ € [T'], with probability > 1 — §

S IXEO] < m,E [ ] + by 228

= (ZIIXfJ(i)H) < (nv]E[||xv]+bv ”10g2(T/5>>

We sum the above over all tasks and note from definition that || X?y!||? < M? to get,

2 2
Z(anﬁ“n) x"y)? < s <nUEnxvu+bv “g;T/‘”)
t %

2
. Tlog(T/6
= Z<Z||Xi“||> X1 < e VTME [ ] + by " T8
t 7

This gives the desired result. O

Below we present an additional lemma that is tighter than Lemma [[.2] for the well-specified case. We
then restate and prove Theorem [C.2)using this lemma.

Lemma L4. Given a validation loss function that satisfies Assumptions[I|and 2] given in Section|C(]
S”‘?l as defined in Equation the following holds for well-specified linear tasks (where we denote
o) ft(xf,(z), ef)(l)), and o) are i.i.d. Rademacher variables):

E

,Sar | B

Ry, [l( X7, yzm)]

\/fﬁ E,, (T2 PIE [ || + lell/v/V(XXT)) - 23)
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871 Proof. We will proceed similarly to Lemma [[.2] till Equation [T9] We now need to upper bound
82 Ex . [sup, ||wa||] using the well-specified assumption. If we denote y = X Tw™* + €, we see that,
Wy = (XXT+ M) Xy
= (XXT+ M) HXXTw* + Xe)
= (XXTH+ X)X XTw* + (XXT + M) "' Xe
= [[x]| < [(XXT+ AT XX Tw*|| + [[(XXT+ M)~ Xel
< IEXXT+A) T XXT oo [Jw™ ]| + [(XXT + A1) 7 X oofe]

— s i < |+ el VXX
— Bxurc [sup il < & [+ el TTXET].

873 Where in the second last step, we set A\ — 0 using the fact that the eigenvalues of (X X T+ )1 X XT

874 are /\;’\Jﬁ)\ and the singular values of (X XT + A\I)~1X are /\‘/f/\ if the eigenvalues of X X'T are \;

875 respectively.

876 Proceeding through the the rest of the steps similarly to Lemma[[.2] we obtain the desired result. [

877 Theorem L5 (Proof of Theorem|[C.2). Given a loss function that satisfies Assumptions[I|and2]in
s78  Section|[C] and tasks that are well-specified linear maps, the expected validation loss error using the
879 ERM estimator defined in Equation 2]is bounded with probability > 1 — § as:

2M LAY 2L > . =
== P el + = VB T P [l + el VXX

2MLb AL [log 4T/6 In 16/5
V1, T 2

880 Here M? = max || Xyl? b2 = max ||z,[|? AL = E [max; 1/V(X'X'T)].

A

L(AerMm) — l,(A") <

g8t Proof. Proceeding similarly to Theorem[C.1]

In(1/6)
2T

lv()\E‘R]yj) — lv()\*) S Slip(lv()\) — lv()\, S)) + C

ss2  with probability at least 1 — 6. Using Lemma [[.T|again, we break the first error term into error induced
gs3  from a finite sampling of validation examples, and error induced from finite sampling of training data
gs4 to get that with probability > 1 — §:

suply(A) = l,(), §) < 2E, 5, SUp 7 Zo HXEOTRE b0
A 9 Lr

t,i

+2E

,Sval

1 . N o~ i
T Z DBy g [Z(Xﬁ(Z)Tw,\, yi®)
U7t

21n(4/9)

2
* T

ss5 In Lemma | we see that ), [(Xy XEOTpt 45Dy is Lipschitz in 1 for fixed yo). Here VT =

sss  ming V(X' X*T)and V(.) is the smallest non-zero eigenvalue of the matrix. We use this Lipschitzness
gs7 to bound the first term with probability > 1 — § as:

1 DTt MLAT, MLb, AL [log(T/5
E, 3,. [SUPZUtl(Xf,( ”wg,yf}))] \/TDE[” zoll] + D, [log(T/0)

v,
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Lemma [[:4]uses Lipschitzness of the loss function to upper bound the second term with probability
>1-—4as:

E

t(i)EX,f,e [Z(Xz(mﬁb\’ yi(i))] <

. Sua | SUP
A

% E,. (TeoPTE [Jlw*]| + llel /v V(X XT)]

We now replace ¢ by §/4 in the 4 probabilistic bounds above so that the following holds with
probability at least 1 — 4:

lo(AerRM) — (A7) <

2M LAY 2L
2B, [l + =B Tl PIE [fo -+ el V(XX

L 2MLb, AT [log( 4T/6 \/21n (16/6) \/1n(4/6)
+2C .
vn,T 2
. /In(4/3) /21n(16/6)
To get the desired result, we note that C' S+ < C/2 = O

J Proof of Proposition[C.J|

Proposition J.1 (Proof of Proposition[C.3). Consider the expected validation error using an ERM
estimator for the ridge parameter as defined in Equation 2] Assume further that all tasks are well-
specified such that all inputs x are sampled from isotropic distributions with independent entries
and bounded density. Concretely, assume that each entry in the input x is sampled independently
from a zero-mean distribution with density bounded by Cy such that E [zxT]| = X = 02 /dl;. We
further restrict the covariance matrices of both x,w* to have constant trace as d increases. So,
tr(X) = 02 = const and tr(E [w*w*T]) = 02 = const. If n > 6d, the generalization error bound

given in Theoremis @) (%(T”d + log(T/(S))).

Proof. To instantiate the bound in Theorem[C.2} we want to use Theorem|[G.3] and make the following

manipulations to fit their assumptions. Consider the random variable 2’ = (v/d/o, ). The covariance
matrix of ' is E [2'2'T] = I, and each entry is independent with density bounded by Cy. We can

thus use Proposition to satisfy the assumptions of Theoremfor a=1,C=2/2C, = 0(1).

Thus, if n > max(6d/«a, 12/a) = max(6d,12) and 1 < ¢ < an/12 =n/12,

cv—1y(q1 YT o1/q

E [Jmax(1, Amin(S,) DI < 2/,

where ¢’ = O(1) and ¥/, = n~'X’X'T is the sample covariance matrix of z’. Now, since
Ain(S) ™ < max(L, Ain () 71).

1/q 1/q

|: mln E/ -

} <E [| max(1, Amin(37,) 1) lg
= E [n9\pin (X' X'T) 1]1/(1

]

]

— B [d (X XT) 9]

—o(
:>]E[mmXXT ~Y = 0(d
1/q
=>E[ XxX) ] O(d/n).
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Now, for any sequence of i.i.d. random variables Z1, ..., Zy, if E [Zq]l/q < Cfor g > 1, then
E [max(Zi,...,Zx)] = E [max(Zy, ..., Zy)]"*
< E [max(Zy,..., ZN)q]l/q (Jensen’s inequality)
< (B [Nz
= NYac,

1/q
Thus, since E [m] =0(d/n) = AL =E [max,(1/V(X!X'T))] = O (£7/9). This
holds if n > max(6d, 12) and ¢ < n/12. We substitute ¢ = d/2 to get Af, = O (£72/4)
The bound given in Theorem [C.2]is reproduced as follows:

2M LAY

L(herar) = LX) < PR ) + ji By, MalPE [Jlwl] + 1l /v VX))

QMLb AT log 4T/6 In(16/0)
vn,T 2 2T
For the second term,

B [J07]| + el v/ VIXT)] < VETT T + VEPTOW@m)
E [tr(w*w*T)] + O(y/d/n) = oy + O(y/d/n). (24)
If we substitute n > 6d, we get that AT, = O(T?/4), and Ex - [Hw*” + ||€H/\/V(XXT)}

O(1). Further, all terms involving ¢ are O(log(7'/J)), using which we can rewrite the bound as:

T2/4 1 1og(T/5)
VT T )>

lo(AgrM) — (M) <O (

SO(w

Note that we used the fact that E [||z, [|] < /E [||z,]2] = V/E [tr(2)] = O(1). O

(TQ/d + /log(T/9) )

K Proofs for tuning LASSO

We first present relevant properties of LASSO solutions from prior work. Let (X, y) with X =
[71,...,24) € R?*™ and y € R™ denote a (training) dataset consisting of m labeled examples with
d features. LASSO is given by the following optimization problem.

. XT _ 2 A
u{rélﬂglﬂ w—yll5 + Aif|wl]1,

where \; € [A, A] C R, is the L1 regularization penalty. We will use the following well-known
facts about the solution of the LASSO optimization problem |Fuchs|[2005]], Tibshirani| [2013]] which
follow from the Karush-Kuhn-Tucker (KKT) optimality conditions.

Lemma K.1 (KKT Optimality Conditions for LASSO). w* € arg min,, cga || XTw — y||§ + A1 |w||1
iff forall j € [d],

zj (XTw* —y) = Aisign(w™), fw; #0,
i (XTw* —y)| < A, otherwise.
J

Here z;(XTw* — y) is the correlation of the the j-th covariate with the residual XTw* — y. This
motivates the definition of equicorrelation sets of covariates. For S = {s1,...,sx} C [d], let
X = [Xsyyeeey Xy
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Definition 7 (Equicorrelation sets, [Tibshirani| [2013]). Let w* € argmin,cga | XTw —y|> +
A1]|wl|1. The equicorrelation set corresponding to w*, £ = {j € [d] | |z;(XTw* —y)| = A}, is
simply the set of covariates with maximum absolute correlation. We also define the equicorrelation
sign vector for w* as s = sign(Xg(XTw* —y)).

The characterization of the LASSO solution in Lemma [K.T|can be restated more concisely using the
equicorrelation sets and sign vectors as

Xg(ngz - y) = )\18.

A necessary and sufficient condition for the uniqueness of the LASSO solution is that X¢ is full rank
for all equicorrelation sets & [Tibshirani| [2013]] (see Balcan et al|[2022] for a sufficient condition in
terms of general position).

Assumption 3. For each task, X¢ is full rank for each £ C [d].

Under this assumption, the unique solution to LASSO satisfies the following closed form within a
fixed piece.

Lemma K.2 (Tibshirani| [2013]], Lemma 3). Let &, s be the equicorrelation set and sign vector

respectively (Definition [/). Suppose Assumption [3|holds for X. Then for any y and Ay > 0, the
LASSO solution is unique and is given by

w; == (Xng)il(ng + Als),wrd]\g - O

While the above piecewise closed-form solution for LASSO involves similar terms to the ridge
closed-form solution, there are some crucial differences. First, the A\; dependence is linear within
each piece. In addition, it is known that the optimal solution w} is continuous in A; (even at the piece
boundaries) [Mairal and Yu, |2012]]. Second, the slope and intercept for each linear piece depend on
the submatrix X¢ instead of the full matrix X.

K.1 Rademacher complexity lemmas for LASSO

We will now present appropriate modifications of the lemmas for ridge regression above and use the
above properties of LASSO solutions to establish bounds on the generalization error for tuning the L1
regularization coefficient. The following Lemma is the analogue of Lemma [[.3]for L1 regularization.
Lemma K.3. Consider the problem of tuning the LASSO regularization coefficient \1. Given a
validation loss function that satisfies Assumptions |l and [é] given in Section |Cland St as defined
in Equation 11| the following holds (where we denote yt( D = ft(xf,(z), e’ ), and ot are i.i.d.
Rademacher variables):

_ sup 1 otl((xt(i))th yt(i)) < LK]\%\/@E% [H%H] + LKA{)\/abv 1og%
o,Str Ae[A Rl ny,T — v M Yo = \/T TUT 5

where b2 = max ||z, ||? and AT = Eg, [maxat m}
Proof. Using Lipschitzness (Corollary [H.1.T)), as argued in the proof of Lemma
10 ( P t@\Tort o t(E) L
ZG l((xu ) Wy Yy ) <—E

sup < popEes. | s 3ot il ]

- N st
AE[AA] TV v Ae[AA] P

0,Str

Let A¢ s denote the set of values of A € [A, X] for which the equicorrelation set and sign vectors are
&, s respectively (Definition[7). We can rewrite the above as

/\e[A A3 S AeAg s
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We next use Lemma and Holder’s inequality to show Lipschitzness of 27w, in A for a fixed &, s:

ey, — wwx, = (2)F(XeX) T (Xey + Aas) — (Xe XT) T (Xey + Nos))
= (20)H(Xe XD) 7 s)(Aa — )
< ) EN(Xe X ™ sl A = X
< [l [[1(Xe XE) " sll[Aa — Aol.

We note that the above piecewise-Lipschitzness within a fixed piece corresponding to a fixed &£, s
also implies a global Lipschitzness in terms of the worst-case piece, by using the fact that w), is
continuous in A\; [Mairal and Yu, 2012]). Indeed, for any pair of \; values A, )/, the (signed) average
slope of the slope between them has magnitude no more than the largest slope in any single fixed
piece corresponding to the £, s that maximize ||(Xg X 1) 's].

We can use this Lipschitzness (Theorem [H.T)) in above to get
Bos | 10 0! (a0 2
’ /\e[A N
rNDSELH]

AE[AA] ¢

<Eg,

max || (XgXeT) ' s||Ey
t,E,s

IN

2
— t
B, [pasl X o] | 55 (Z 4] )

2
< AR, [ng§||<XéX?>1||ns|@ > <§ jx2<“||)
T t i

2
— ~ t tTy—1 t(l)
SV Et:<§_fllxv )

We use Khintchine’s inequality, Holder’s inequality, and ||s|| < v/d in the above steps. Substituting

Eg, [max.e | (XEXZT)7Y|] =: AL, and simplifying the last term as in the proof of Lemma we
get the desired bound. O

The following lemma is the LASSO analogue to Lemma [[.2] for Ridge regularization.

Lemma K.4. Given a validation loss function that satisfies Assumptions [7]and 2| given in Section[Q]
and Syq; as defined in Equation the following holds with probability at least 1 — § (where we
denote yt(z) f (xf,(z), Ez(z)) and o' are i.i.d. Rademacher variables):

Oy, [ tO)T tm)} <

bl Va
m3x< V(XeXD) +AV(X5X£)>] |

E -
0,Sval

LyEs, wmmE
X,y
v, T

Proof. We follow the arguments in the proof of Lemma|[:2] The main change is when giving the
bound on ||y ]|
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For a fixed &, s (Definition [7), we have by Lemma [K.2]
loall = [(XeXE) ™ (Xey + Ais)|
< [(XeXE) ' Xeyl + M[(XeXI)7ts|  (triangle inequality)

< Iyl 5 lsl _
V(XeX]) V(XeX{)
Iyl Y Vd .
V(XeX{) V(XeX{)

Recall that here V(M) denotes the smallest non-zero singular value of M. This implies,

Ex,y [Supllwxll} <Exy [@X( If] +A vd >] . (27)
A

(26)

V(XeX]) V(XeX])

L Proofs for Tuning the Elastic Net

We further extend the analysis for LASSO in Appendix [K]to the Elastic Net which involves simulta-
neous tuning of L1 and L2 penalties. We use the same notation as in Appendix K] The Elastic Net is
given by the following optimization problem.

min [ XTw — 5+ At|w|fs + Aolw][3,
weRd

where \; € [A;,A1] C Ry and Ay € [A,,0) C R;. We will use the following generalization of
Lemma[K2]

Lemma L.1 (Balcan et al|[2022]], Lemma C.1). Suppose Assumption[3|holds for X. Then for any y
and \1, Ao > 0, the Elastic Net solution is unique and is given by

wi = (Xe X+ Xalje) " (Xey + Ais), wiyp e = 0,
for some & C [d] and s € {—1,1}I€1.

We now extend the LASSO lemmas from Appendix [K] to the Elastic Net. The following is a
straightforward extension of Lemma[K.3]and gives an upper bound on the expectation with respect to
sampling of the training set, of the Rademacher complexity of the average empirical validation loss,
across different values of Ay, \o.

Lemma L.2. Consider the problem of tuning the Elastic Net regularization coefficients A = (A1, \a).
Given a validation loss function that satisfies Assumptions |I|and E] given in Section @ and Sy, as

defined in Equatlon the following holds (where we denote yv( D= = f(xy (i) t( )) and o are i.i.d.
Rademacher variables):

E,s. | suwp_ > i@ T,y | <
Aefp, Ay ot T
AQE[AszO)
LA Vd log(T/6 1
y Bz, [[lzo]l] + b0 M Ex max = s . A
VT 2n, tE V(XEXET) + Ay

Proof. The proof follows the same arguments as in the proof of Lemma[K.3] but using Lemma@]
and that Ay > A,.

The following lemma is the Elastic Net analogue to Lemmas and [K:4] We give an upper bound
on the expectation with respect to sampling of the validation set, of the Rademacher complexity of
the average expected validation loss (w.r.t. sampling of the training set), across different values of
A1, Aa.
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1005 Lemma L.3. Given a validation loss function that satisfies Assumptions|[I|and[2] given in Section|C}

1006 and Syq as defined in Equatlon the following holds with probability at least 1 — § (where we

) f(pt® 20

1007 denote Yy, and ot are i.i.d. Rademacher variables):

sup OB, [T, 5]

0,Sval

A1€[A,Aq] Ty t,i
A2€[A,,00)
< LVEs, [lzo]?] Iyl V- (XeXE)  Aivd
S ——7—= Exgy |max ” T
VT VH(XeX{) + A, V(XEXE) +4,
1008 Here V*(M) is the non-zero singular value of M that maximizes ngi)(fé)g

1000 Proof. We adapt the arguments in the proof of Lemma [K.4]
1010 For a fixed &, s (Definition , we have by Lemma [K.2]
[all = |(XeXE +X2D) ™ (Xey + Mis) |
< (XeXE 4 XaD) ' Xey| + M ||(XeXE + A2I)'s||  (triangle inequality)
JvllvoilXeXE) [[s]
e Ul(XgX )+A2 V(Xng) +A,

MylVVEXeXD o AV (28)

V*(X X +A, V(Xng) + Ay

\oi(M)

1011 Recall that here V* (M) denotes the non-zero singular value of M that maximizes (DA, . This

1012 implies,
Ex sup||w>\|| <Ex max Iyl vV XSXT A,vd (29)
v v VH(XeXD) 4+ A,  V(XeXI)+A,
1013 O

1014 L.l Constructing Gramian matrices with lower bounded smallest eigenvalue

1015 Here we present a helper lemma for constructing an illustrative example distribution where our
1016  distribution-dependent bounds lead to improved generalization guarantees over prior work. We will
1017 need the following standard Theorem that gives a lower bound on the smallest singular value of a
1018 sub-Gaussian matrix.

1019 Theorem L.4 (Vershynin|2018). Let A be a d x n random matrix with independent, mean zero,
1020 subgaussian with variance proxy K2, and isotropic columns A;. Then for any t > 0 the smallest
1021 singular value of A satisfies,

Omin(A) > Vn — CK*(Vd + 1),
1022 with probability at least 1 — 2 exp(—tz), where C'is an absolute constant.

1023 To construct our example for the Elastic Net, we need to extend this result to all sub-matrices and
1024  all tasks. Roughly speaking, in the following lemma, we establish a uniform high-probability lower
1025 bound on the smallest singular value of sub-Gaussian submatrices for all tasks.

1026 Lemma L.5. Let At € RY*" pe i.i.d. random matrices foreacht € [T, with independent, mean-zero,
1027 isotropic, sub-Gaussian columns with variance proxy K?. Then there exist constants C, C' depending
1028 only on K, such that the following holds: ifn > C (d + log %), then with probability at least 1 — 0,

min opin(A%) > VCO'n.
EC[d)
te[T)
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Equivalently,

i (AL (AL)T) > C'n.
éngl[%])\mm( e(AE)T) = C'n
te[T)

Proof. For a fixed subset E C [d] of size |E| = s and fixed ¢ € [T, note that the matrix A, has
independent, isotropic, sub-Gaussian rows. By standard results (e.g., [Vershynin/[2018]], Theorem
4.6.1 in the 2nd Edition), there exist constants cg, C such that

Pr [amin(A%) <Vn—Cyvs— r} < exp(—4cor2), Yr > 0.

Setr = \/n/2 to get

Pr |omin(A%) < ? — C’O\/E} < exp(—con).

We now do a union bound over subsets £ and the tasks ¢. There are 2¢ subsets of [d] and T tasks.
Applying a union bound, we get the probability of failure

Pr|3E C[d],t € [T]| omin(Ag) < @ — Cov/ |E|} <2t.T. exp(—con)
<exp(—co(n —c1d — c2log T)),

for constants ¢y, co. Choose n > c¢1d + ¢ log T + % log %, to make this probability at most . Thus,
with probability at least 1 — §, we have for all F, ¢

i min th > - (j d.
éngl[ftlﬂa (Ag) > 0\[

te(T]

S

Choosing n > C(d + log %) with a sufficiently large constant C' completes the proof. O

L.2 Proof of Proposition [D.J|

Finally, we show an example where our bounds improve over the distribution independent bounds
from prior work [Balcan et al., [2023]].

Proposition L.6. Consider the expected validation error of an ERM estimator for the Elastic Net
hyperparameters over the range A\ € [Ay, A1), \a € [A,, 00). Assume further that all tasks are
well-specified such that all inputs x are sampled from sub-Gaussian distributions with independent
entries. Concretely, assume that each entry in the input x is sampled independently from a zero-mean
sub-Gaussian distribution such that E [z2x7] = X = (02 /d)1,. We further restrict the covariance

matrices of both x,w* to have constant trace as d increases. So, tr(X) = o2 = const and

tr(E [w*w*T]) = o2 = const. For sufficiently large n > (d + log %), the generalization error
=2
bound given in Theorem is O (1 /V nT), where the soft-O notation suppresses dependence on

quantities apart from T, n and d.

Proof. The generalization error bound in Theorem [D.2]is

Ly(Apra) — L,(N7) =
[ TRAT
5 LAAD\/&+ L Ex,
VT vV, 7

m(nm\/V*<X5X;>+ Aivd )

£ V*(XeXD)+A, V(XeX]I)+A,

) |

35



1052

1053

1054

1055

1056

1057

1058
1059
1060
1061
1062
1063
1064
1065

1066
1067
1068
1069

1070
1071

1072
1073
1074
1075

Define G := X}t X". We have,
1

Ay + Anin (GHE)
Now by Lemma|L.3] if n = Q(d + log(7'/5)) with probability at least 1 — 4,

I(XEXE +8,1) 7 =

1

t tT —1 <
e | XEXET 4 A1) €

Setting § = %, we get that for n = Q (d + log Al),
g

~ 1 A, 1 1
AL =Ex {I?agx [(XEXET +A21)1||] <—+==.—-=0 () .
A similar argument shows that B B

o <Ily|x/—V* (XeXD) 1Vd )

Ex

Y

VH(XeXI)+ A V(XeXD) + A,

Therefore,

z,U(AERM)—lu(A*)=O<LA\/g1 L A>:O<LA>.

VT o n g Va

M Alternative Bounds Based on Prior Work

In this section, we present an alternative to Theorem that uses previous techniques like the
ones used in Maurer et al| [2016]. In particular, Maurer et al.| [2016]] address learning optimal
representations from multiple tasks. They give generalization error bounds using Rademacher
complexities by dividing the error into an error induced from learning imperfect representations
and from imperfect learning given a representation. This section proceeds similarly, by dividing the
generalization error into an error induced from imperfect estimation of expected validation error (due
to finiteness of validation data), and error from imperfect estimation of A due to finiteness of the
number of tasks.

The main distinction of this section from the proof of Theorem|[C.1]is the difference in the decompo-
sition of error in Lemmas and While the decomposition in Lemma is more intuitive
and similar to a decomposition done in Maurer et al.| [2016]], the decomposition in [[.1|led to an
asymptotically tighter analysis.

Before we state the main theorem, we start with an overloaded definition of the empirical expected
validation loss which takes Sy, as input:

ev >\ Str - T ZEmf,,et ng\vyv)]

=Eg,,, [\ Sir ew S'va)] (30)

Where y!, = f*(x!,€!). Thus for a given Sprs Loy computes the expectatlon of the empirical validation
loss over all possible sampling of the validation data. We state the main theorem of this section below.

Theorem M.1. Given a loss function that satisfies Assumptions|I|and[2|above, the expected validation
loss error using the ERM estimator defined in Equation2]is bounded with probability > 1 — § as:

.. 2MLAY 2L
lo(Apry) — L(A7) < TDEM [zl + \/ a, [7o]]?] \/EX,J [llylI?/V (X XT)]

2LM +/In( 4/5 In(16/5)
ﬁf\/ o llollPyf =5 +5CY —57—
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Here M? = max | Xy||2, M? = max ||y||?/V(XXT), AL = E [max; 1/V (X*X'T)].

Proof. The proof proceeds similar to the proof for Theorem|C.1] We write I, (Agrar) — ly(A*) =
lo(Aerm) —lo(AERM, S) +1lo(AERM, S) — L,(A*,S) + 1, (A", S) — ,(A*). We note, as usual, that
ly(AerMm, S) — 1,(A*,S) <0andl,(\*,S) — 1,(\*) is bounded by a Hoeffding bound (Theorem
[G-1). Notably, with probability > 1 — 4,

. . In(1/6)
(A", ) = LX) < Oy =7

It remains to bound I, (Agrr) — lo(AERM, S) < supy l,(A) — I,(A, S). We observe that this is
error between the empirical loss, and expected loss over sampling of validation examples and tasks.
We break this error into error induced from a finite sampling of validation examples, and error from a
finite sampling of tasks in Lemma[M.2] We get that with probability > 1 — ¢:

1 N
sgp Ly(N)=lu(N, S) < 2E, (x5t ctwe) Sl)l\p T ZJtIE%,EU [l(xlwi,yv)]]
t

1 ; N - 21n(4/9)
+ 2B, (g et v) T tz o OUXITag, i) | 420\ = 3D
In Lemma [M.3| we show that E. [I(x]w}, y,)] is Lipschitz in m with Lipschitz constant

| Xyt ||z || for fixed y,. We use this Lipschitzness to bound the first term as:

1 MLAT
Eg (xt i etwp) |SUP = 0By, ., [1(2TWh, oY } < D
(Xt ftetVt) |: )\p T ; v5€v [ ( Y )] = \/T

We can use Lipschitzness of the loss function in the second term of Equation[31]to get

]EU,(X{;,GZ‘JVIS) sup—Za )th yv( )) S ]Em(X:’heLVt) Sgpzat(l)th)(l)thA

t,i

L
Ny, T
ThlS term can be viewed as a trace product between validation examples and a matrix of predictions
wh. We use this in Lemma- M.4]to show that with probability > 1 — §:

Eo,(xt,etv) SHP—ZJ (@ DT gty | <

VB TPl B W/ V XX+ 2o VB T 5

We can now replace ¢ by d/4 in the three probabilistic bounds above so that the following holds with
probability at least 1 — §:

T
o) ~ L) < 2P R, el + 2B TPy By [l /V (XXT)

2LM ./In(4/6)
Bttt 2
+ 4/n%T Exv [Hxi}” ] 9

+20\/21n(}6/6) +C\/1n(24T/5)_

To get the desired result, we note that C'y/ % < C/24/ w. O

Below we present and prove the main Lemmas used in the above theorem. We first start by upper-
bounding the generalization error in terms of two different Rademacher complexities: Rademacher
complexity of validation loss with fixed training data and Rademacher complexity of expected
validation loss over choice of validation data.
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Lemma M.2. Given a bounded validation loss function, that is, given that [(xJ 0\ (X, y), yy) <
C,V2y, Y, X, y, \. For any problem instance S as defined in Equation[I} with probability at least
1-4,

1

sup 7 D 0By, [Halih, yh)]

Sup(lv(/\) - lv(>‘7 S)) < 2E,_ 5
A T~

0,Str

S o OO, )

+ QEU,SW sup
A ti

Ny T

21n(4/9)

Where yt, = f(aT,€,), yo) = fL(XT 0 ),

Proof. We begin by breaking the generalization error into error induced from a finite sampling of
tasks, and error from a finite sampling of validation examples. This is similar to the approach of
Maurer et al.|[2016], where the authors break the generalization error into error induced from learning
a representation, and error from learning given a representation.

st)l\p(lv(/\) —1,(\,8)) = s1}1\p(lv()\) —lew(N, Sir) + Lew (X, Sir) — 1,(N, 9))

< sgp(lv(n —lew(N, Sir)) + sgp(lev(x, Sir) — LA, S).  (32)

Note that I,,(\) is the expected value of l., (], gt,«) over sampling of S,., whereas ., (], gtr_) is
the average over 1" samples of training data. We can use Corollary by replacing each [* by

lew(X, Siy) to get that with probability > 1 — §/2,

21n(4/9)
—r

sup(o(X) — w0 5)) < Es, g [sup(len(h Sr) — lenl, %))] e (33)
: A

A

Again note that, for a fixed S“tr, we can view [,,(), S) as an average over n, T i.i.d. samples of the
form x,,, €,, where the (tn, + i)™ sample for t € [T],i € [n,] becomes the i validation example

f~0r the ™ task. We can then view I, (), S;,.) as the expected value of [, (), S) over the sampling of
Sya1- Thus, replacing each [* in Corollary by 1, (), S), we get that with probability > 1 — /2,

sup(ley (A, Ser) =1, (A, S)) <
A

- - - - ~ ~ 2In(4/6
E§' 1,8 val Sup(lv()‘v Str Xew S/val) - lv()\a Str Xew Sual)):| +C M
val ;X va I\ 7ijh

(34)

In order to upper bound the unknown term in Equation we note that we can arbitrarily swap the

i training instances between Sy, and S';, without changing the expectation. In fact, we can do
this for all ¢ € R C [T for any arbitrary set R. This allows us to reduce the term to a Rademacher
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complexity. We show this below where we denote y{ = ft(x], ¢,):

Es, g sup lew (N, S tr) — lew(A, S’tr):|
1 o 1
=Es, 5, 07 D Eoe, [Malof,y)] = 7 > Eo,e, [l(xT““’y”ﬂ]
t t

1 1 .
=Eg, g, [blj\p T Z Eyz, e, [l(a:TwA, yv)] + T Z Es, e, [l(a:wa\t, A )]
teR t¢R

1 1
T ZE:DU,% [l(xlwi’yi)} T ZE%,% [l(xTﬁ}g,yv )]]

t¢R teR
1
=2E, 5 lstip 7 thEmmev [[(xTuf, yz)}] . (35)
¢

In the last step we introduce rademachar variables for each task.

Similarly, in Equation we note that we can arbitrarily swap the (¢n, + i)™ validation instances

between S,,,; and S’,,,; without changing the expectation. In fact, we can do this for all (¢,i) € R C
[T] x [n,] for any arbitrary set R. This allows us to reduce the term to a Rademacher complexity.

We show this below where we denote y/(” = f¢(XT/% V) and ¢!V = pt(X[TO | 10y

Egvahg/val [Sl)l\p(lv()\, Str Xew S’Ual) - l'll()\7 Str Xew g/val)):|

1 1 DT A i 1 1 DT @
sup o = > IO y) — D T Y UX O )
A 7 T T

i t i

Sval 7S/val

X 41 )

> O 0) +

= ES'Ualvg/val Sup

A Ny - Ny X
(t,))¢R (t,i))ER
S T ) - Y (X OTa, 4 0)
Ty - Ny R
(t,))¢R (t,i)ER
1 7 7 ~ 7
=2E, 5 . sgp T § o DUXEOTEE yHD) ] (36)

In the last step, we introduce rademachar variables for each value of (¢,4).

Since Equatlonsﬁand.hold with probability > 1 — §/2 each, both equations hold with probability
> 1 — 6 by a union bound. We get the desired result by combining Equations [32} [33] [34] [33] 36| and

further noting that C \/m > (04 /2 12 47{ 5) o

In the following we give an upper bound on the expectation with respect to sampling of the training set,
of the Rademacher complexity of the expected value of validation error over sampling of validation
tasks in terms of the distribution of inputs x.

Lemma M.3. Given a validation loss function that satisfies Assumptions[I|and 2| given in Section

@and Sy, as defined in Equation the following holds with probability at least 1 — § (where we

denote yf) = ft(xvv Gv)):
MLAY,
VT

1 .
E, 5., [sgp 7 20", o, 1T}, 00)] | < (37)
t
where M? = max || Xy||? and AL = Ex [max, 1/V (Xt X'T)).
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Proof. We proceed with the proof much similar to Lemma We first note that if y, = f(z,,€,)
for a deterministic function f, Lipschitzness of the loss function implies Lipschitzness in expectation
OVEr €,:

Walw, yo) — aldz, yo) < Lizfy — a]is|
= Ee, [l(zfir,y0) — Wzlwz, yo)] < Llzjir — zfs].
Using Lipschitzness (Corollary [H.T.T)):

Sl)l\p % ; Uthu,eu [l(:clzi)ﬁ\, yf;)]] < EQS”,M |ﬁ‘ip % ; UtEev [l(xlﬁzg, yf;)]]

L .
< ZEo 5 m, lsngatxlwgl : (38)

t

0,Str

This expression is similar to a one-sample variant of the Rademacher complexity in Lemma[M.4] as
well as that in|[Pontil and Maurer| [2013]]. However, we cannot use the techniques used there since that
would result in a constant upper bound. We instead use Equation [22]and Theorem [H.1]to conclude
that,

L
TE“ Gy lsup Z o J:Tw,\

<

X'y
. E . t ||
b, [ 3 LY
x|
. E - t ”
2. lIE, 5, [sngo sl

< 2B, (201 Es, [( VT B Y UtllXty”H
VT ’

N NIe S
&=

z |

L
< K, (o) E

We use Khintchine’s inequality (Theorem[G.5) and set A = 0 in the last step. To get the desired result,
we note from assumption that M? = max || Xy||? = /3. [X'y!||>? < MV/T. Thus,

L
_ t Tt
t

L
< TE% [[]2 ] Sir

S Xty ||21

VT
L MNT

< T]Ezy [zl Eg, VT
MLAY,

<=7 e [E20)

O

We now show an upper bound on the expected Rademacher complexity of validation loss given fixed
training data in terms of the distribution of outputs y.

Lemma M.4. Given a validation loss function that satisfies Assumptions|Il|and|2| given in Section 4
and Sval as defined i 11_1 Equation the following holds with probability at least 1 — § (where we
denote yi? = ft(zt?, ™))

E, s  |s ngm DTyt | <
LM . /In(1/9)
2, [1Zo]? XX E., (2.2 .

o llzol?] ( )Hf/nTT 2 llzol?] 3

Here M? = max ||y||?/V (X XT).

40



1149 Proof. We define R as below and use Lipschitzness to upper bound it as a simpler Rademacher
1150 complexity term:

Rzi o

Supzzg DNtk yv())]
supZZUt(i)xf}(i)wa\] .
A

IN

g

1151 To compute the above quantity, we use a manipulation similar to one in [Pontil and Maurer|[2013]].
1152 We define two matrices X, € R"*? and Wy € R the ¢-th row of X, is defined as X, =

1153 ZZ ot )xv( o and the ¢-th column of W) is defined as W/S ) — w/\ By this definition we see that,

. . L
} t(3) . t(3)T ot _ E l: tr( X . W :|
sup oy Tw o [SUPIT(Ags
P STt - iy [yt

L
. r< Lg, [sup ||XU|2||WA||2}
TLUT A

g

L
= B, [RI < —5E, oo [IXo o] sup Wl (39)

1154 Note that Eg [R] corresponds to the left hand side in the statement of the Lemma.

[ Xoll2 = /tr(X,XJ)

\/Z(Z ot(i)xi(ih)(z ot zEDT)T (from definition)
t j

IN

— B, 0 1))

E 10 t()T t(j t(J)T
T8 (e

I e t}(i)]
; _; T g

=\ 2_E lexi“’ﬂ
t L
=V TEx, [[lz.]] “0
1155 To compute |Wy||2:

Wl =/ tr(WIWy)
A

- ﬁjwt;ws - \/Z it 2.
t

1156 It remains to compute bounds on E [sup AV 2o W HQ} . Using Hoeffding inequality (Theorem ,
ns7if |l )% < M?2Vt, \, we can say the following with probability > 1 — ¢:

In(1/4)
2T

1 . . ~
= > a2 < Exy [Joal?] + 522
t
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1158 This gives us that with probability > 1 — 4,

. ~ TIn(1/6
P Wil < ¢ T(Exy a2 + 12 0L
= VT sup(Ex [lin ) + A2y 0L

< | [row B, llaslFD) + 31 Th(l/s)

1159 Finally, note that from Equation 20}
oA l* < [lyl*/V (X XT),
1160 where we defined V(.) as the smallest non-0 singular value of the matrix. Thus,
supEx [loAl*] < Exy [lyl*/V(XXT)]
1161 and,
max [|dx]|* < max [ly[*/V (X XT).

1162 So that M? = max ||y||2/V (X XT) satisfies ||w}]|? < M?Vt, \.

1163 Combining Equations [39} 40} T and 42}
L
Es\u (Rl S Zo=vEe, oIy /Ex y [lyl2/V (X XT)] +

vn2T

1164

42

Eq, [[lzo]|]

(41)

(42)

, [n(1/5)
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