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Abstract001

Prerequisite relation extraction aims to iden-002
tify concept dependencies, which are crucial003
for curriculum planning and adaptive educa-004
tion. Existing methods struggle with noisy005
edges, dense graphs, or fail to model diverse006
concept relations effectively. In this paper, we007
propose DPPNet, a novel graph-based approach008
that incorporates a Determinantal Point Process009
(DPP) to perform diversity-driven neighbor se-010
lection, enabling the model to retain informa-011
tive and structurally diverse relations while dis-012
carding redundancy. Our method integrates this013
pruning mechanism into the learning pipeline014
and operates in a single pass, leading to a highly015
efficient and robust model. Empirical results016
across three benchmark datasets demonstrate017
that DPPNet outperforms existing state-of-the-018
art methods across three key dimensions: classi-019
fication performance (Accuracy and F1-score),020
memory footprint, and training time. These021
results highlight DPPNet’s effectiveness and022
scalability, making it a practical choice for real-023
world educational applications.024

1 Introduction025

A well-structured curriculum is critical for effec-026

tive learning, guiding students through concepts in027

a coherent and pedagogically sound order. While028

online educational resources such as lectures, tu-029

torials, and videos have become widely accessi-030

ble, they introduce a key challenge: learners are031

often left to navigate complex topics without guid-032

ance on concept sequencing. Accurately identify-033

ing prerequisite relationships among concepts is034

thus essential for adaptive curriculum design and035

personalized learning pathways.036

Recent work models this task using graph-based037

representations (Mazumder et al., 2023), where038

nodes represent documents or concepts and edges039

denote associations. However, graphs built from040

large-scale educational corpora are often exces-041

sively dense and have many-to-many relationships042

between documents and concepts, creating highly 043

entangled structures. These dense graphs introduce 044

redundant or noisy edges, increasing computational 045

burden and obscuring the true structure of knowl- 046

edge dependencies. 047

To address these challenges, we propose DPP- 048

Net, a novel framework for learning prerequisite 049

relations by pruning dense educational graphs us- 050

ing Determinantal Point Processes (DPPs) (Kulesza 051

and Taskar, 2012). DPPNet selects a diverse and 052

informative subset of edges for each node, elimi- 053

nating redundant or spurious connections without 054

relying on heuristic rules or fixed thresholds. This 055

principled, data-driven pruning improves not only 056

interpretability and accuracy but also reduces mem- 057

ory consumption and training time. 058

Our main contributions are as follows: 059

1. We propose a novel graph pruning frame- 060

work based on Determinantal Point Processes 061

(DPPs), specifically tailored to the structure 062

of educational concept graphs, improving the 063

precision of prerequisite relation extraction. 064

2. Our approach dynamically selects a diverse 065

and important subset of neighbors for each 066

node, preserving only pedagogically meaning- 067

ful connections while filtering out redundant 068

or noisy links. 069

3. We integrate this pruning mechanism into a 070

Graph Attention Network, enabling end-to- 071

end learning over interpretable, semantically- 072

focused, and scalable sparse graphs. 073

4. The proposed method not only enhances the 074

quality of concept representations but also re- 075

duces training time and memory usage sig- 076

nificantly, without relying on any additional 077

external information, unlike some state-of-the- 078

art methods. 079
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2 Related Work080

The study of concept prerequisite relations (CPRs)081

has evolved significantly, with advancements in082

models that capture semantic interconnections be-083

tween educational concepts and documents. Under-084

standing these relationships is crucial for construct-085

ing effective learning paths. Early research focused086

on quantifying dependencies through textual and087

structural features, enabling the identification of088

prerequisite relations (Talukdar and Cohen, 2012).089

A metric based on hyperlink reference distance was090

also proposed to assess the closeness of concepts091

across educational resources (Liang et al., 2015).092

Subsequent advancements incorporated proba-093

bilistic models and deep learning, such as a model094

combining topic modeling with Siamese neural095

networks to improve detection (Roy et al., 2019).096

Graph-based models, particularly Graph Neural097

Networks (GNNs), have proven effective in captur-098

ing complex relationships. The Variational Graph099

Autoencoder (VGAE) (Kipf and Welling, 2016)100

allowed the modeling of latent concept represen-101

tations, and its extension, the Relational VGAE102

(R-VGAE) (Li et al., 2020), integrated both con-103

cepts and resources. Multi-head attention mech-104

anisms (Zhang et al., 2022) were later incorpo-105

rated to focus on more informative neighbors,106

improving accuracy. The graph attention-based107

model (Mazumder et al., 2023) has also been pro-108

posed for concept relation prediction.109

Further, supervised methods (Sun et al., 2024a)110

and evidence-based approaches (Zhang et al., 2024)111

have also shown promising performance. Weak112

supervision methods were applied to reduce de-113

pendency on labeled data, improving generaliza-114

tion (Zhang et al., 2025a). To further enhance115

performance, global knowledge graphs and opti-116

mization techniques were employed to optimize117

prerequisite learning (Zhang et al., 2025b), and118

multiscale GNNs improved link prediction (Zhang119

et al., 2025c).120

Despite advancements, current models tend to121

treat all graph edges uniformly, which can lead to122

suboptimal performance. In educational graphs,123

some connections are more informative than others.124

Although GNNs perform well, their computational125

demands are high. Graph pruning strategies (Sun126

et al., 2024b) that remove less informative edges127

have been suggested to improve model efficiency,128

but are time-consuming. The proposed work builds129

on these insights, aims to optimize the balance130

between performance, time efficiency, and memory 131

consumption. 132

3 Proposed Approach 133

We are given a set of learning resources R for a 134

topic T and the set of concepts C present inR. The 135

main objective is to build a modelM that will take 136

a pair of concepts ci, cj ∈ C and determine if ci 137

is a prerequisite for cj . In other words, a learner 138

needs to know the concept ci before he/she try to 139

know about cj . This task can naturally be viewed as 140

binary classification. Specifically, ifM(ci, cj) = 141

1, then ci ∈ C is the prerequisite concept of cj ∈ C, 142

otherwise ci ∈ C is not a prerequisite concept of 143

cj ∈ C. We note that, if M(ci, cj) = 0, it does 144

not imply that M(cj , ci) = 0. Therefore, even 145

though ci is not a prerequisite for cj , cj can still be 146

a prerequisite for ci. 147

We assume that the concepts in R are already 148

known to us. Thus, our task is to uncover the di- 149

rected dependencies that form meaningful learning 150

sequences. To achieve this, we construct a het- 151

erogeneous graph consisting of concept and docu- 152

ment nodes, following the methodology proposed 153

in (Mazumder et al., 2023). However, directly op- 154

erating on this full graph often results in high edge 155

density, especially in large corpora, where redun- 156

dant or weak connections can negatively impact 157

the model’s performance. 158

As we described in Section 2, several meth- 159

ods have been proposed in the recent past. Un- 160

surprisingly, the methods based on deep neural 161

nets achieve better performance than the classical 162

machine learning models. Furthermore, among 163

the deep learning models, graph neural networks 164

turned out to be the most effective models. How- 165

ever, a major limitation of most of the top-scoring 166

existing methods is that they are not good at gener- 167

ating distinguishable concept representations even 168

for seemingly unconnected concepts, primarily due 169

to the highly connected graph on which they oper- 170

ate. Some methods employ additional annotation 171

(such as the relationship between the documents) 172

to alleviate the problem. However, these methods 173

are not cost-effective. 174

To address this, we introduce an approach based 175

on a repulsive point process that retains a diverse, 176

informative subset of neighbors for each node from 177

the graph, reducing graph complexity without los- 178

ing the semantics. We then apply a Graph At- 179

tention Network (GAT) to learn node representa- 180
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tions by aggregating information from neighboring181

nodes. These learned embeddings are then fed into182

a binary classifier that predicts the relationship be-183

tween two concepts. Both the GAT and classifier184

are trained jointly in an end-to-end manner to opti-185

mize performance.186

In summary, our approach achieves several im-187

portant goals: (i) enables the graph attention net-188

work to generate higher quality concept representa-189

tions, (ii) reduces order of magnitude training time,190

(iii) significantly lesser memory footprint, and fi-191

nally, (iv) does not use any additional inoformation192

unlike some of the state of the art methods.193

Our approach has three major components,194

namely, graph construction, neighbor selection for195

each node, and Prerequisite Relation Prediction.196

We detail below each of these components.197

3.1 Graph Construction198

We construct a heterogeneous graph G = (V,E)199

to represent the educational corpus, V = R ∩ C200

(the concept nodes and the document nodes).201

An edge is created between a document node202

(d) and a concept node (c) if the concept is present203

in the document. The weight of the edge is the204

probability that the frequency fdc of c in d lies205

in the extreme right tail of its frequency distribu-206

tion in similar documents (the same measure as207

in (Mazumder et al., 2023)). An edge between208

two concepts is present if they have positive point-209

wise mutual information (PMI) based on a sliding210

window of length 30, and the weight is the PMI211

value itself. Finally, for document to document212

node connections, each document is represented by213

averaging the vectors of all its concepts. Then, doc-214

uments are linked using cosine similarity between215

their concept-based vector representations.216

Each node is initialized with a dense embedding.217

The concept node embeddings are derived from218

co-occurrence statistics, while document node em-219

beddings are computed as the average of embed-220

dings for the concepts they contain. These embed-221

dings, along with edge weights, serve as inputs for222

downstream learning in the GAT-based prediction223

module.224

3.2 Neighborhood Refinement225

Our objective in this step is to dynamically se-226

lect a diverse and informative subset of neighbors227

for each node in a graph, promoting richer and228

non-redundant neighborhood representations. To229

achieve this, we adopt a greedy sampling approach230

inspired by Yao et al. (2016), which efficiently se- 231

lects a diverse set of neighbors without requiring a 232

fixed k. 233

Section 3.2.1 provides a brief overview of De- 234

terminantal Point Processes (DPPs), while Sec- 235

tion 3.2.2 presents the greedy DPP algorithm. In 236

Section 3.2.3, we introduce a novel early filtering 237

mechanism that improves efficiency, and finally, 238

Section 3.2.4 outlines the complete neighbor prun- 239

ing algorithm. 240

3.2.1 Background 241

We leverage the properties of Determinantal Point 242

Processes (DPPs) (Kulesza and Taskar, 2012), 243

which are probabilistic models that favor diverse 244

subsets through negative correlation. Given a ker- 245

nel matrix L, the probability of selecting a subset 246

Y ⊆ Y is given by: 247

P (Y ) ∝ det(LY ) (1) 248

The kernel matrix L captures both the quality and 249

similarity of elements. Each entry is defined as: 250

Lij = qiϕ
⊤
i ϕjqj (2) 251

where qi is a quality score and ϕi is a feature vector 252

for the ith item. The inner product ϕ⊤
i ϕj reflects 253

similarity, promoting the selection of dissimilar, 254

high-quality elements. This makes DPPs particu- 255

larly suitable for edge pruning, where we aim to 256

retain a subset of neighbors that are both relevant 257

and diverse. 258

While standard DPP sampling favors diversity, 259

its stochastic nature does not ensure optimal or 260

deterministic outcomes. To mitigate this limitation, 261

we employ a greedy approximation of DPPs, as 262

proposed in (Yao et al., 2016), which we detail 263

below. 264

3.2.2 Greedy DPP Algorithm Overview 265

The greedy DPP algorithm (Yao et al., 2016) in- 266

crementally builds a subset Si for node i, selecting 267

one element at a time from a candidate pool Ni, 268

which consists of all neighbors of node i. At each 269

iteration, the element with the highest marginal 270

gain in diversity is added: 271

∆s = scoreL(Si ∪ {s})− scoreL(Si) (3) 272

The diversity score is defined using the log- 273

determinant: 274

scoreL(Si) = log det(LSi) (4) 275
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The process halts when no candidate yields a posi-276

tive marginal gain. This adaptive strategy retains277

the diversity-seeking nature of DPPs without need-278

ing a fixed subset size.279

To ensure that the determinant is positive and280

the logarithm is well-defined, particularly when the281

kernel matrix may be singular or nearly singular,282

we update the score calculation (Equation 4) and283

add the identity matrix I , thus scoreL(Si) is given284

by:285

scoreL(Si) = log det(LSi + I) (5)286

To make this approach more computationally287

efficient, we introduce an early filtering mechanism288

that prunes candidates based on their marginal gain,289

allowing us to reduce the number of candidates to290

evaluate in each iteration.291

3.2.3 Early Filtering Mechanism292

The greedy DPP algorithm constructs a diverse293

subset by iteratively selecting elements that max-294

imize the marginal gain in diversity (Equation 3).295

However, evaluating ∆s for all candidates in each296

iteration becomes computationally expensive for297

large candidate pools.298

To reduce this cost, we introduce an early filter-299

ing mechanism that prunes candidates with non-300

positive marginal gain, i.e.,301

∆s ≤ 0 ⇒ s is discarded.302

This filtering relies on a fundamental property303

of DPP. Although the determinant function itself304

is not submodular, the log-determinant function305

(Equation 5) is submodular when L is positive306

semi-definite. This follows from the fact that the307

log-determinant function behaves like a submodu-308

lar function as established in (Kulesza and Taskar,309

2012). Specifically, for any Si ⊆ Sj ⊆ Y and310

s /∈ Sj ,311

log det(LSj∪{s} + I)− log det(LSj + I) ≤
log det(LSi∪{s} + I)− log det(LSi + I)

(6)312

This inequality expresses the diminishing re-313

turns property of the log-determinant function: the314

marginal contribution of adding an element de-315

creases as the selected set grows. Thus, if an ele-316

ment has zero or negative marginal gain at iteration317

i, it is guaranteed that it will not contribute posi-318

tively in subsequent iterations and can therefore be319

safely pruned.320

We define the filtered candidate set as321

Ñi = {s ∈ Ni | ∆s > 0},322

from which we select the candidate with the highest 323

marginal gain: 324

s∗ = argmax
s∈Ñi

∆s. 325

The set is then updated as Si+1 = Si ∪ {s∗}, and 326

the process repeats until Ñi = ∅. 327

This filtering mechanism significantly reduces 328

the number of determinant evaluations without 329

compromising the diversity-seeking nature of the 330

DPP model. Compared to the baseline greedy DPP 331

algorithm (Yao et al., 2016), our approach improves 332

scalability while maintaining high-quality subset 333

selection. 334

3.2.4 Neighbor Selection Algorithm 335

Our algorithm has two main parts: (i) Kernel Con- 336

struction: to build the kernel matrix based on the 337

node’s neighborhood and (ii) Greedy Selection: 338

a filtering approach to select a diverse subset of 339

neighbors. 340

This strategy yields adaptive, high-quality neigh- 341

borhoods per node, without requiring a manually 342

tuned k. The steps are as follows: 343

Kernel Computation: For node i, identify its 344

neighborhood: 345

Ni = {j | (i, j) ∈ E} 346

and construct a kernel L ∈ R|Ni|×|Ni| using: 347

Ljk = qj · sim(j, k) · qk ∀j, k ∈ Ni (7) 348

where qj is a quality score for the neighbor node j, 349

which is the weight of the edge between the node i 350

and j and sim(j, k) is the similarity between j and 351

k. The kernel inherently favors sets of nodes that 352

are individually relevant to i, but dissimilar to one 353

another, helping avoid redundancy in the selected 354

neighborhood. 355

Greedy Selection: Once the kernel matrix L is 356

constructed (Equation 7) for a given node i, we 357

apply the greedy selection algorithm to select a 358

diverse subset of neighbors from the candidate pool 359

Ni. 360

At each iteration, the algorithm evaluates the 361

marginal gain ∆s using the log-determinant score 362

(Equation 5), and applies the early filtering mech- 363

anism (Section 3.2.3) to discard candidates with 364

non-positive gain. 365

The detailed procedure for neighbor selection of 366

each node i in graph G = (V,E) using kernel L is 367

outlined in the algorithm 1. 368
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Algorithm 1 Greedy Selection Algorithm
Input: Neighbor Ni, Kernel L & threshold ϵ.
Output: Selected Neighbor N ′

i

1: Si ← ∅, C ← Ni

2: while C ̸= ∅ do
3: for all s ∈ C do
4: Compute ∆s using Eq. (3)
5: end for
6: s∗ ← argmaxs∈C ∆s

7: if ∆s∗ ≤ ϵ then
8: break
9: end if

10: Add s∗ to Si, remove s∗ from C
11: Remove all s ∈ C where ∆s ≤ 0
12: end while
13: N ′

i ← S
14: return N ′

i

Although the input graph is undirected, we per-369

form neighbor pruning in an asymmetric manner.370

For each node i, we apply the selection algorithm371

(Alg. 1) to choose a diverse subset of neighbors372

N ′
i ⊆ Ni. The connections from i to nodes not373

in N ′
i are removed only with respect to i. That is,374

the edge (i, j) is removed from i’s perspective if375

j /∈ N ′
i , but it may still exist from j’s perspective376

if i ∈ N ′
j . This results in an effectively asymmetric377

neighborhood structure, even though the original378

graph is undirected.379

3.3 Concept Relation Prediction380

After the DPP-based pruning phase (Section 3.2),381

we obtain a sparsified concept graph G′ = (V,E′)382

that retains high-quality and diverse connections.383

We now utilize this graph to learn task-specific384

node representations and identify prerequisite rela-385

tionships between concepts. For this purpose, we386

adopt a two-stage neural framework introduced in387

prior work (Mazumder et al., 2023), comprising a388

Graph Attention Network (GAT) for node encoding389

and a pairwise classifier for relation prediction.390

3.3.1 Node Representation391

The first stage of the model employs a Graph At-392

tention Network (Velickovic et al., 2018) to encode393

each node based on its local neighborhood.394

The input consists of node features derived from395

embeddings for both concept and document nodes.396

Each node i is associated with a feature vector397

vi ∈ RF , which is first linearly transformed into398

a higher-level space via a shared weight matrix399

Θ ∈ RF ′×F . To capture contextual relevance, an 400

attention score is computed between each node i 401

and its neighbors j ∈ Ni. The unnormalized atten- 402

tion coefficient cij is computed using a single-layer 403

feedforward network with LeakyReLU activation: 404

cij = LeakyReLU
(
a⊤[Θvi ∥ Θvj ]

)
405

where a ∈ R2F ′
is a learnable attention weight 406

vector and ∥ denotes vector concatenation. These 407

coefficients are then normalized across the neigh- 408

borhood using softmax: 409

αij =
exp(cij)∑

k∈Ni
exp(cik)

410

In the case of graphs with edge features, it can 411

be incorporated by extending the attention compu- 412

tation to include transformed edge embeddings: 413

cij = LeakyReLU
(
a⊤[Θvi ∥ Θvj ∥ Θeeij ]

)
414

where eij denotes the edge feature. The final repre- 415

sentation for each node i is then a weighted aggre- 416

gation over its neighbors: 417

v′
i = σ

∑
j∈Ni

αij ·Θvj

 418

This results in task-aware, neighborhood-sensitive 419

embeddings that reflect both local structure and 420

semantic importance. 421

3.3.2 Relation Prediction 422

The second stage of the model is a pairwise predic- 423

tion module. Given the learned embeddings v′
i and 424

v′
j for a candidate concept pair (Ci, Cj), the model 425

predicts whether Ci → Cj holds. Each embedding 426

is first passed through a feedforward network with 427

shared weights: 428

hi = ReLU(Wsv
′
i+bs), hj = ReLU(Wsv

′
j+bs) 429

The final relation score is computed from a joint 430

representation formed by combining the two hid- 431

den vectors: 432

xij = [hi;hj ;hi − hj ;hi ⊙ hj ] 433

434
p(Ci → Cj) = σ(W⊤xij + b) 435

where ⊙ denotes element-wise multiplication and 436

σ is the sigmoid function. 437
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The model is trained using binary cross-entropy438

loss:439

LBCE = − 1

|D|
∑

(i,j,yij)∈D

[yij log pij

+(1− yij) log(1− pij)]

(8)440

where yij ∈ {0, 1} is the ground truth label indicat-441

ing whether Ci is a prerequisite for Cj .442

4 Experimental Setup443

This section presents the experimental results ob-444

tained on three different datasets. We evaluate the445

performance of our proposed approach, DPPNet,446

DPP Pruned Graph for Attention Prerequisite Net-447

work, in comparison with several other graph neu-448

ral network-based models for prerequisite learning.449

For assessment, we employ standard evaluation450

metrics, including precision, recall, F1 score, and451

accuracy.452

Table 1: Dataset Statistics

Dataset |D| |C| |Cpreq|

Lecture Bank 277 320 821
MOOC 382 406 4332
University Course 654 407 4347

4.1 Datasets453

We perform experiments on three publicly available454

benchmark educational datasets. Table 1 displays455

the statistics for all three datasets. In this table, the456

column |D| represents the total number of docu-457

ments, |C| indicates the total number of concepts458

and |CPreq| refers to the total count of concept pre-459

requisite relationships. A detailed description of460

each dataset is provided below.461

• Massive Open Online Course (MOOC)1:462

This dataset is sourced from the Massive Open463

Online Course (MOOC), as used in (Pan et al.,464

2017). It includes concepts related to Com-465

puter science and comprises 406 concepts466

from various university-level courses. Each467

course is accompanied by multiple video lec-468

tures, along with subtitles, where each subtitle469

represents a distinct document.470

1http://keg.cs.tsinghua.edu.cn/jietang/software/acl17-
prerequisite-relation.rar

• Lecture Bank (LB)2 : This dataset (Li et al., 471

2019) contains English lecture files from 60 472

courses covering 5 different domains, includ- 473

ing Natural Language Processing (NLP), Ma- 474

chine Learning (ML), Artificial Intelligence 475

(AI), deep learning (DL), and information re- 476

trieval (IR). 477

• University Course (UC)3: Introduced 478

by (Liang et al., 2017), the university course 479

dataset contains course descriptions from 480

various university courses. These courses 481

include subjects like Algorithm Design, Com- 482

puter Graphics, Graph Theory, and Neural 483

Networks from the domain of computer 484

science. 485

4.2 Baselines 486

We compare our proposed method, DPPNet, with 487

eleven state-of-the-art models for concept pre- 488

requisite relation prediction. These models in- 489

clude RefD (Liang et al., 2015), M3 (Miaschi 490

et al., 2019), GAE and VGAE (Li et al., 2019), 491

PREREQ (Roy et al., 2019), R-VGAE(T) and R- 492

VGAE(P) (Li et al., 2020), MHAVGAE (Zhang 493

et al., 2022), HGAPNet (Mazumder et al., 2023), 494

LCPRE (Sun et al., 2024b) and GKROM (Zhang 495

et al., 2025b). These baselines represent key 496

advancements in prerequisite relation extraction, 497

specifically graph-based neural networks, multi- 498

objective knowledge optimization, and learning- 499

path-based sparse graph approaches. Each baseline 500

brings a unique perspective to the task, and com- 501

paring them allows us to showcase the advantages 502

of our proposed approach in terms of both perfor- 503

mance and computational efficiency. Each method 504

is trained with the same 8:1:1 ratio of data for fair 505

comparison. 506

4.3 Implementation Details 507

We use the concept prerequisite relations given by 508

(Zhang et al., 2025b) and adopt an 8:1:1 ratio to 509

divide the dataset into training, validation, and test 510

sets. The model is trained for 500 epochs with a 511

batch size of 4 using the Adam optimizer, with bi- 512

nary cross-entropy employed as the loss function. 513

Consistent with the configuration in (Mazumder 514

et al., 2023), our architecture includes two graph 515

attention layers: the first with 128 hidden units and 516

the second with 512. The prediction component is 517

2https://github.com/Yale-LILY/LectureBank
3https://github.com/suderoy/PREREQ-IAAI-19/
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a feed-forward layer that maps a 512-dimensional518

input to a 64-dimensional output vector. All exper-519

iments are conducted on a system equipped with520

an NVIDIA A100 GPU with 80 GB of memory, an521

Intel Xeon Gold 6330 CPU running at 2.00 GHz,522

and 376 GB of RAM.523

5 Results524

We evaluate our proposed model, DPPNet, on three525

widely used educational datasets. The evaluation526

covers two key aspects: the model’s ability to accu-527

rately extract prerequisite relations and its compu-528

tational efficiency in terms of memory usage and529

training time.530

5.1 Performance on Prerequisite Relation531

Extraction532

The evaluation, based on F1-score and accuracy,533

is summarized in Table 2. DPPNet outperforms534

all baselines, achieving the highest scores on all535

three datasets. Among the baselines, HGAPNet536

ranks second, showing solid generalization, while537

models like LCPRE and GKROM perform well on538

specific datasets but lack consistency. Older meth-539

ods such as PREREQ, GAE, and VGAE struggle540

with complex prerequisite relationships, and mod-541

els like MHAVGAGE and R-VGAE(P) show only542

modest improvements. Notably, while LCPRE ex-543

cels on LectureBank, it does not generalize across544

other datasets.545

These results demonstrate that DPPNet excels546

in both accuracy and consistency, offering a strong547

balance between precision and recall as indicated548

by its superior F1-scores549

5.2 Computational Efficiency550

In real-world educational systems, strong model551

performance must be balanced with computational552

efficiency for scalability and usability. To evalu-553

ate this, we compare the memory usage, training554

time, and edge sparsification of our proposed model555

(DPPNet) against leading baselines—GKROM,556

LCPRE, and HGAPNet—across three benchmark557

datasets. These baselines were chosen due to their558

competitive accuracy and F1-score (Table 2), while559

other methods were excluded for their lower per-560

formance and practical viability. The following561

sections delve into a comprehensive analysis of562

each aspect.563

5.2.1 Memory Utilization 564

Table 3 shows the memory consumption (in GB) 565

across all datasets. DPPNet exhibits the lowest 566

memory usage, outperforming LCPRE, which also 567

uses graph sparsification. DPPNet’s pruning strat- 568

egy, based on Determinantal Point Processes, ef- 569

ficiently removes redundant edges, resulting in 570

more compact graphs. In contrast, HGAPNet and 571

GKROM use dense graphs with complex relational 572

modeling, leading to significantly higher memory 573

consumption. These results highlight DPPNet’s 574

scalability, particularly in low-resource settings or 575

large educational datasets. 576

5.2.2 Training Time Comparsion 577

Beyond memory savings, DPPNet also delivers 578

substantial gains in training speed, as shown in 579

Table 4. Across all datasets, it consistently trains 580

in less than one-third of the time required by its 581

closest competitors. In the baselines, based on the 582

data, it can be seen that HPANet performs better 583

than the other two baselines. 584

It is particularly notable that LCPRE, despite 585

using sparsification to reduce memory, still suffers 586

from longer training times. This likely stems from 587

its added temporal modeling and path-based reason- 588

ing, which introduce complexity during training. 589

DPPNet, in contrast, uses a single-shot, diversity- 590

driven pruning mechanism, reducing not only the 591

graph size but also the computation needed for each 592

learning iteration. 593

5.2.3 Edge Sparsification 594

An essential feature of DPPNet is its ability to sig- 595

nificantly reduce graph density while preserving 596

task-relevant information. Figure 1 compares edge 597

counts (log scale) across methods on the MOOC 598

dataset, categorized by edge types: CC (Concept- 599

Concept), DD (Document-Document), and DC 600

(Document-Concept). We observe the same pat- 601

tern in the two datasets as well. 602

HPAGNet and GKROM use the full graph, re- 603

sulting in high edge counts and computational cost. 604

LCPRE performs moderate pruning but retains sub- 605

stantial edge density. In contrast, DPPNet achieves 606

over 98% edge reduction, maintaining strong clas- 607

sification performance. The significant reduction 608

in DD (Document-Document) edges by DPPNet 609

and LCPRE suggests that document-level connec- 610

tions contribute minimally to concept prerequisite 611

classification and may introduce more noise than 612

value. 613
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Table 2: Performance Comparison. Best results are bolded, and runner-ups are underlined.

Method
University Course LectureBank MOOC

ACC F1 ACC F1 ACC F1

RefD 0.762 0.711 0.739 0.757 0.818 0.714
M3 0.825 0.821 0.794 0.786 0.781 0.690
GAE 0.664 0.663 0.687 0.687 0.671 0.670
VGAE 0.694 0.698 0.714 0.711 0.675 0.676
PREREQ 0.543 0.587 0.510 0.556 0.512 0.582
R-VGAE(T) 0.685 0.682 0.666 0.644 0.593 0.535
R-VGAE(P) 0.737 0.720 0.702 0.661 0.703 0.663
MHAVGAGE 0.788 0.795 0.726 0.740 0.748 0.764
HGAPNet 0.871 0.875 0.787 0.780 0.882 0.888
LCPRE 0.820 0.829 0.830 0.846 0.845 0.852
GKROM 0.870 0.874 0.823 0.820 0.863 0.869
DPPNet (Ours) 0.886 0.891 0.860 0.852 0.889 0.895

Table 3: Memory Usage Comparison (in GB). Best
results are bolded, and runner-ups are underlined.

Method LB MOOC UC

HGAPNet 3.11 4.97 8.59
LCPRE 0.78 0.78 0.78
GKROM 3.11 4.97 8.58
DPPNet (Ours) 0.65 0.65 0.67

Table 4: Computational Time Comparison (in Hours).

Method LB MOOC UC

HGAPNet 0.65 4.90 8.35
LCPRE 1.47 8.73 8.62
GKROM 0.81 5.56 8.82
DPPNet (Ours) 0.26 1.34 1.27

6 Conclusion614

In this paper, we introduced DPPNet, a novel615

method for concept prerequisite relation extraction616

that utilizes Determinantal Point Process (DPP)-617

based graph pruning. Our approach addresses the618

challenge of balancing prediction accuracy and619

computational efficiency by selectively retaining620

the most informative edges, thus reducing graph621

size without sacrificing effectiveness. DPPNet’s622

lightweight pruning mechanism not only enhances623

memory usage and reduces training time but also624

improves generalization by eliminating noisy or625

redundant connections. This contrasts with the626

common assumption that dense graphs are more627
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Figure 1: Edge Count Comparison on MOOC Dataset.

expressive, demonstrating that sparse graphs, when 628

carefully constructed, can achieve comparable or 629

superior results. 630

Our experimental results confirm that DPPNet 631

outperforms other state-of-the-art methods, includ- 632

ing approaches that retain all edges (HGAPNet), 633

those based on a pruned structure (LCPRE), and 634

even models that incorporate additional external 635

knowledge (GKROM). DPPNet’s ability to dynam- 636

ically select the number of edges to prune, without 637

requiring predefined inputs, further highlights its 638

adaptability and scalability, making it a promis- 639

ing solution for large-scale educational applica- 640

tions. These findings not only set a new standard 641

in concept prerequisite relation extraction but also 642

pave the way for more resource-efficient and inter- 643

pretable models in educational content design. 644
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Limitations645

While DPPNet represents a significant advance-646

ment in concept prerequisite relation extraction,647

there are a few limitations that need to be consid-648

ered for future improvements.649

• Dependency on Graph Quality: The effec-650

tiveness of the DPP-based pruning approach651

is heavily reliant on the quality of the input652

graph. If the graph construction is flawed or653

incomplete, the pruning process may inadver-654

tently remove important connections, poten-655

tially reducing the model’s accuracy. Thus,656

ensuring high-quality graph construction re-657

mains a key challenge for improving perfor-658

mance.659

• Scalability for Extremely Large Datasets:660

While DPPNet demonstrates strong perfor-661

mance on large-scale educational datasets, its662

scalability may face challenges when deal-663

ing with extremely large or highly complex664

graphs. The sheer volume of data in such665

cases could result in increased computation666

times. Although pruning techniques help re-667

duce model complexity, the process of select-668

ing edges from massive graph structures may669

still impose significant computational over-670

head, potentially limiting efficiency for very671

large datasets.672

• Domain-Specific Adaptation: The model’s673

performance might vary across different do-674

mains or educational contexts. DPPNet has675

been evaluated on a few specific datasets, and676

while it has shown strong performance, its677

generalization to other fields with significantly678

different learning structures or concept rela-679

tionships remains an open question. Further680

research into domain adaptation techniques681

could enhance its applicability across diverse682

educational domains.683

Despite these limitations, DPPNet provides a684

strong foundation for future research and devel-685

opment in the field of concept prerequisite relation686

extraction. Addressing these challenges in future687

work can pave the way for even more robust, scal-688

able, and interpretable models.689
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