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Abstract001

Large Language Models (LLMs) can perform002
few-shot learning using In-Context Learning003
(ICL) or optimization-based methods. ICL004
is more effective in low-data regimes, while005
optimization-based methods excel with larger006
datasets. This contrast raises a key question:007
why optimization-based methods face chal-008
lenges in low-data regimes, and how can these009
methods be effectively integrated with ICL010
to enhance few-shot learning? In this work,011
we identify overfitting as the primary limita-012
tion of optimization-based methods in few-shot013
settings and introduce Context-aware Prompt014
Tuning (CPT), a method that combines the015
strengths of ICL, Prompt Tuning (PT), and ad-016
versarial techniques. CPT initializes the con-017
text with training examples, similar to ICL, and018
then applies an optimization process inspired019
by PT and adversarial techniques. Through020
iterative adaptation, CPT effectively balances021
flexibility and stability, allowing it to derive022
deeper insights from limited data while preserv-023
ing the integrity of input samples. Our method024
achieves superior accuracy across multiple clas-025
sification tasks and LLM architectures, consis-026
tently outperforming existing baselines and ef-027
fectively mitigating overfitting challenges in028
few-shot scenarios.029

1 Introduction030

Adapting Large Language Models (LLMs) to031

new tasks in few-shot learning scenarios can be032

achieved through either fine-tuning or In-Context033

Learning (ICL) (Brown et al., 2020). Parameter-034

efficient fine-tuning methods, such as Low-Rank035

Adaptation (LoRA) (Hu et al., 2021), which op-036

timizes a subset of the model’s parameters, and037

Prompt Tuning (PT) (Lester et al., 2021), which op-038

timizes a small set of learnable tokens prepended to039

the input, aim to achieve task-specific performance040

with minimal computational overhead. In contrast,041

ICL eliminates the need for parameter updates by042
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Figure 1: Overfitting Across Few-Shot Methods Train-
test loss gap across methods and training set sizes using
the GPT-J model on the DBpedia dataset. For each
model, there are two loss graphs: one for train loss
(dotted line) and one for test loss (solid line). CPT
performs better in mitigating overfitting compared to
optimization-based methods. Despite a relatively higher
training loss, CPT achieves the lowest test loss.

incorporating training examples directly into the 043

input context, offering a training-free alternative 044

that leverages the model’s pre-trained knowledge 045

without modifying its underlying parameters. De- 046

spite their effectiveness, determining the optimal 047

approach for varying dataset sizes remains an on- 048

going challenge. 049

In few-shot scenarios with limited data, ICL 050

has shown greater effectiveness; however, as the 051

dataset size increases, optimization-based methods 052

like LoRA and PT become preferable. This trend 053

has been observed in prior studies (Mosbach et al., 054

2023; Min et al., 2022) and is further supported 055

by our experimental results (fig. 3), which demon- 056

strate that while ICL excels in low-data regimes, 057

its advantage diminishes as more data becomes 058

available. Although promising, the limitations of 059

optimization-based methods in low-data scenarios 060

require further exploration. 061

In this work, we identify overfitting as the 062

primary factor limiting the effectiveness of 063

optimization-based methods in few-shot learning 064

scenarios, as demonstrated in fig. 1. To address 065

this challenge, we propose Context-Aware Prompt 066

Tuning (CPT), a novel approach that integrates 067

concepts from ICL, Prompt Tuning (PT), and ad- 068

versarial attacks (Blau et al., 2022, 2023; Carlini 069

and Wagner, 2017; Athalye et al., 2018; Madry 070
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Figure 2: Comparison of Few-Shot Methods We highlight the key differences between CPT and the baseline
methods, focusing on ICL, PT, and IPT. Each method includes two token types: prefix tokens (blue background)
and loss tokens (orange background). The tokens are categorized into Learnable Tokens (pink) and Sample Tokens
(brown), which remain fixed during training. A red line beneath the tokens indicates those used for loss calculation,
while a green line marks those updated during training. CPT introduces Learnable Sample tokens, shown in a
brown-pink color, initialized with training samples and progressively refined during optimization.

et al., 2017; Gowal et al., 2020). As illustrated071

in fig. 2, CPT utilizes training examples in two072

ways: first, to construct the context as in ICL, and073

second, to optimize the context token embeddings074

using methodologies inspired by PT and adversar-075

ial attacks. To combat overfitting, CPT refines the076

context tokens while preserving their structure, inte-077

grates context labels into the loss function as a form078

of regularization, and applies projected gradient de-079

scent to maintain proximity to their original values.080

Additionally, CPT employs a loss weighting mech-081

anism that leverages recency bias—a phenomenon082

where models prioritize later examples in the con-083

text (Zhao et al., 2021), thereby guiding the model084

to prioritize the most relevant examples during opti-085

mization. These strategies collectively enable CPT086

to strike a balance between optimization flexibility087

and robustness, effectively addressing overfitting088

challenges in few-shot learning scenarios.089

We rigorously evaluate CPT across multiple clas-090

sification tasks and model architectures, conduct-091

ing extensive ablation studies to validate each de-092

sign choice. To ensure robustness, we employ di-093

verse templates and seeds—an essential consider-094

ing ICL’s sensitivity to the selection and format-095

ting of training examples, as highlighted by (Sun096

et al., 2023; Zhao et al., 2021). Our results demon-097
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Figure 3: Comparison of Few-Shot Methods. We com-
pare CPT with baseline methods using the GPT-J model
and the DBpedia dataset in few-shot settings, demon-
strating its superior performance, particularly when han-
dling a limited number of examples. Furthermore, our
results highlight that context-based methods encounter
memory constraints (indicated by dots) as the number of
training examples increases beyond a certain threshold.

strate that CPT consistently achieves superior per- 098

formance compared to existing baselines across 099

diverse scenarios. 100

To summarize, our key contributions are as fol- 101

lows: 102

• We identify overfitting as the primary lim- 103

itation of optimization-based methods in 104

few-shot learning scenarios and empirically 105

demonstrate its impact on performance degra- 106

dation. 107

• We propose Context-Aware Prompt Tuning 108

(CPT), a novel few-shot learning method that 109

enhances ICL with optimization-based tech- 110

niques. CPT employs targeted strategies to 111

effectively mitigate overfitting. 112

• We achieve state-of-the-art results across mul- 113

tiple classification datasets and perform exten- 114

sive ablation studies to validate each compo- 115

nent of our proposed method. 116

2 Related Work 117

Fine-Tuning Fine-tuning is a popular and effec- 118

tive method for adjusting LLMs to specific tasks. 119

Standard fine-tuning (Radford et al., 2019; Brown 120

et al., 2020; Howard and Ruder, 2018; Liu et al., 121

2019; Lan et al., 2019; Raffel et al., 2020; Sun et al., 122

2019) retrains the model with new data. However, a 123

key disadvantage is the large number of parameters 124

that must be stored. 125

Efficient Fine-Tuning To alleviate the com- 126

putational burden of fine-tuning, Adapter-BERT 127

(Houlsby et al., 2019) proposes training only the 128

adapter layers inserted into the model, while Bit- 129

Fit (Zaken et al., 2021) focuses on fine-tuning just 130

the bias terms. Delta Tuning (Ding et al., 2022) 131

explores parameter-efficient methods that adjust 132

only a small portion of a model’s parameters. Low- 133

Rank Adaptation methods (LoRA) (Hu et al., 2021) 134
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introduces a novel low-rank adaptation technique,135

where additional low-rank matrices are added to136

the weights during training. This allows the model137

to to train only these matrices, reducing the num-138

ber of trainable parameters significantly. VERA139

(Kopiczko et al., 2023) builds on LoRA by in-140

corporating adaptive learning rates. Compacter141

(Karimi Mahabadi et al., 2021) leverages hyper-142

complex layers, and LoRA-Pro (Wang and Liang,143

2024) further refines optimization. Despite these144

advancements, large models like GPT-3, which con-145

tain 175B parameters, require updating millions of146

parameters, such as 17.5M for LoRA.147

Prompt Tuning (PT) Unlike fine-tuning meth-148

ods, PT reduces the number of trainable parameters149

by introducing learnable tokens optimized while150

keeping the model’s weights frozen. (Lester et al.,151

2021) propose appending continuous prompts to152

the input and optimizing them, while P-tuning (Liu153

et al., 2023) and Prefix Tuning (Li and Liang, 2021)154

extend this concept by incorporating learnable to-155

kens at intermediate layers. More recently, (Wang156

et al., 2023) introduced the idea of training a sin-157

gle prompt to be shared across multiple tasks. Al-158

though these methods significantly reduce the num-159

ber of trainable parameters, they face challenges160

in few-shot learning (Gu et al., 2021) and provide161

limited interpretability for the learned continuous162

tokens (Ghosal et al., 2024; Khashabi et al., 2021;163

Deng et al., 2022).164

In-Context Learning (ICL) In contrast to ear-165

lier methods, ICL (Brown et al., 2020) avoids op-166

timization entirely. Instead, it concatenates task-167

specific examples before the input, allowing the168

model to learn a new task purely through observa-169

tion, leveraging its pre-trained knowledge. Despite170

its advantages, ICL has limitations, often underper-171

forming compared to optimization-based methods172

(Liu et al., 2022; Peng et al., 2023; Sun et al., 2023).173

Instruction Prompt Tuning (IPT) IPT (Singhal174

et al., 2022) combines key elements of PT and ICL,175

utilizing learnable tokens that are optimized dur-176

ing training alongside static context tokens, similar177

to ICL. The concept of using both soft and hard178

prompts was previously introduced by PPT (Gu179

et al., 2021) and PTR (Han et al., 2022). Yet, IPT180

has struggled to consistently surpass PT in perfor-181

mance (Sun et al., 2023). While our method shares182

similarities with IPT, we focus on optimizing con-183

text tokens without introducing additional learnable184

tokens, and we are also leveraging context labels185

in the process. Another key difference lies in the186

optimization process, where our loss includes a 187

regularization term, and we employ projected gra- 188

dient descent to ensure the output stays close to the 189

user-supplied reliable input. 190

3 Our Method 191

3.1 Overfitting in Few-Shot Learning 192

In few-shot learning scenarios with limited data, 193

the risk of overfitting in optimization-based meth- 194

ods is closely tied to the number of trainable pa- 195

rameters they introduce. For example, when work- 196

ing with LLaMA 3 8B, methods such as full fine- 197

tuning, LoRA, and PT involve updating approxi- 198

mately 8B, 4.2M, and 32K parameters, respectively. 199

This demonstrates that even the most parameter- 200

efficient optimization-based methods still require 201

training a significant number of parameters, which 202

can pose challenges when data is limited. 203

Our analysis, presented in fig. 1, confirms that 204

all optimization-based methods, including LoRA 205

and PT, exhibit a train-test loss gap, highlighting 206

overfitting in low-data regimes where the number 207

of examples ranges from 2 to 20. Despite variations 208

in the number of trainable parameters, these meth- 209

ods struggle to generalize effectively when data 210

is limited. These findings emphasize the need for 211

approaches like CPT, which is carefully designed 212

to balance flexibility and generalization, effectively 213

mitigating overfitting challenges in few-shot learn- 214

ing scenarios. 215

3.2 Input Preparation 216

Our method takes as input a few-shot classifica- 217

tion dataset containing N examples. Each exam- 218

ple consists of a pairing of x (an instruction) and 219

y (a label). We embed (x, y) using input, out- 220

put, and separation templates, converting them 221

into readable text that LLMs better understand, 222

as done in ICL (Brown et al., 2020). The input 223

and output templates, denoted Ti and To, along 224

with separators Sintra and Sinter, are provided in 225

appendix E. To embed a single example (x, y) 226

using the template, we concatenate the input x 227

embedded in Ti with Sintra, followed by the out- 228

put y embedded in To, and finally Sinter, result- 229

ing in XEmbi = [Ti(xi), Sintra, To(yi), Sinter]. To 230

generate the complete context, we concatenate all 231

XEmbi , forming XContext = [XEmbi ]
N
i=1. To con- 232

struct a complete training example, we randomly 233

select an embedded example from the training set 234

XEmbi , and concatenate it after the context, result- 235
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ing XTraini = [XContext, XEmbi ], which is then fed236

into the LLM. This process is also visualized in237

fig. 4, with additional concrete examples provided238

in appendix G.239

Above, we described how we construct a train-240

ing example XTraini , as a text sequence. However,241

before feeding it into the model, we must process242

the text through a tokenizer, which splits the text243

into tokens and returns an embedding vector for244

each token. Each example contains six types of to-245

kens: input, input template, intra-separator, output,246

output template, and inter-separator. For simplicity,247

we ignore the separators and the fact that each part248

usually contains multiple tokens. For each train-249

ing example i and its sub-example k, we focus on250

four token types: t(k)Ii , t
(k)
ITi

, t
(k)
Oi

, t
(k)
OTi

, which repre-251

sent the input, input template, output, and output252

template, respectively. Each training example i253

consists of N + 1 sub-examples, N sub-examples254

in the context and one training sub-example at the255

end.256

3.3 Optimization257

In this section, we discuss the optimization process258

of our method, which draws inspiration from Ad-259

versarial Attacks (AT) (Madry et al., 2017). The AT260

process typically consists of two key components:261

optimization and restriction. First, an attacker mod-262

ifies an image to induce misclassification; second,263

the attack constrains its changes to evade detec-264

tion. Inspired by this approach, our method follows265

a similar structure, consisting of two key phases:266

optimization, which encompasses the loss design267

outlined in section 3.3.1, and regulating token up-268

dates, as detailed in section 3.3.2.269

3.3.1 Loss Design270

The optimization process aims to refine the input271

embeddings to enhance classification performance.272

To achieve this, we introduce a novel loss function273

for each training example XTraini , which incorpo-274

rates all the context sub-example labels XContext.275

More formally, the loss compares the model’s pre-276

dicted values t̂
(k)
Oi

to the ground truth tokens t
(k)
Oi

277

for all k ∈ [1, N ]. These target tokens and their278

corresponding predictions, as illustrated in eq. (1),279

form the basis of our optimization objective.280

LContexti =

N∑
k=1

ωk · CrossEntropy(t̂(k)Oi
, t

(k)
Oi

) (1)281

In addition to LContexti , we also apply the stan- 282

dard loss on the training sub-example in eq. (2). 283

LTraini = CrossEntropy(t̂(N+1)
Oi

, t
(N+1)
Oi

) (2) 284

Lastly, we sum both losses to create the final 285

loss Li = LContexti + LTraini , where LContexti can 286

be thought of as a regularization for the standard 287

loss LTraini . 288

As explained in section 3.2, each training ex- 289

ample XTraini contains N + 1 sub-labels, from N 290

sub-examples in the context and one training sub- 291

example. However, not all sub-examples should 292

be weighted equally. For instance, the last sub- 293

example is more important as it is located in the 294

location of the test examples. Additionally, sub- 295

examples closer to the end of the context carry 296

more importance (Zhao et al., 2021). Thus, we ap- 297

ply exponential loss weight decay starting from the 298

end of the context and decaying towards the begin- 299

ning, while keeping LTraini unchanged. Formally, 300

each sub-example k is multiplied by γj , where 301

j = N +1− k. For example, the last sub-example 302

is multiplied by γ1, and the second-to-last by γ2, 303

and so on. The decay is shown in eq. (1) as ωk. 304

3.3.2 Controlled Token Embedding 305

Optimization 306

As mentioned in section 3.3.1, we utilize all the 307

labels within each training example XTraini to opti- 308

mize the context tokens. However, within the con- 309

text XContexti , some tokens serve as labels and are 310

crucial for the optimization process. Therefore, we 311

keep these label tokens fixed, as they carry valuable 312

information that acts as a regularization component 313

in the loss term, as explained in section 3.3.1. The 314

remaining context tokens are updated through the 315

optimization process in a carefully controlled man- 316

ner, as detailed in the following section. 317

The controlled optimization process is an effec- 318

tive strategy for improving generalization and is 319

commonly addressed through techniques such as 320

the Adam optimizer (Kingma, 2014), which lim- 321

its the magnitude of model weight updates. In 322

our method, all updates are applied to the context; 323

thus, constraining these changes prevents the model 324

from overfitting to the provided training examples 325

and instead promotes better generalization. Ad- 326

ditionally, maintaining the context’s proximity to 327

the user-provided examples enhances interpretabil- 328

ity—similar to ICL—allowing the model to lever- 329
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Figure 4: Constructing a Training Example with CPT . This figure illustrates how CPT builds the second training
example, XTrain2 , in a dataset containing two examples. We begin by concatenating the embedded input-output
templates, [XEmbi ]

2
i=1, to create the context, XContext. The embedding of the second example, XEmb2 , is then

appended to XContext, forming the complete input XTrain2 . This input is passed through the frozen LLM, and the loss
is computed using all labels in XTrain2 , which include both the context and training labels. Importantly, while the
context is updated during this process, its labels remain unchanged.

age meaningful examples without introducing ex-330

cessive modifications.331

To achieve this, we employ projected gradient de-332

scent (PGD), a widely used technique in adversar-333

ial attacks, to constrain token embedding updates334

within an ℓ2 norm of size ϵ after each optimization335

step. This ensures controlled adjustments while336

preserving the integrity of the original context. Fur-337

ther details are provided in appendix H. As the338

modification norm ϵ decreases, our method grad-339

ually converges to ICL, which inherently exhibits340

robustness against overfitting. This controlled opti-341

mization strikes a balance between flexibility and342

stability, enabling the model to refine the context343

while mitigating the risk of overfitting.344

4 Experimental Setup345

In this section, we provide details regarding the346

datasets, models, baselines, and evaluation used347

in our experiments. Implementation details are348

provided in appendix F.349

4.1 Datasets350

In this work, we focus on a classification task and351

select a variety of datasets to ensure robust conclu-352

sions across different task types. We include SST-2353

(Socher et al., 2013) for sentiment analysis, AG354

News (Zhang et al., 2015b) for news classification,355

DBpedia (Zhang et al., 2015a) for ontology classifi-356

cation, and TREC (Li and Roth, 2002) for question 357

classification. These datasets represent a diverse 358

range of natural language classification tasks, in- 359

clude different number of classification classes, al- 360

lowing us to evaluate our method comprehensively. 361

More details are provided in appendix D. 362

4.2 Models 363

We use models of varying sizes and quality to 364

ensure robust evaluation and conclusions. For 365

the relatively small model, we use BLOOM1.7B 366

(Scao et al., 2022), while for larger models, we opt 367

for GPT-J6B(Wang and Komatsuzaki, 2021) and 368

Llama3 8B(AI@Meta, 2024). The GPT-J model is 369

noted for its robust performance, while Llama3 is 370

currently among the leading models in the field. 371

4.3 Baselines 372

We compare our method to several groups of few- 373

shot learning techniques. In the first group, we 374

include LoRA (Hu et al., 2021), one of the leading 375

efficient fine-tuning methods. Additionally, we 376

compare against several prompt-tuning approaches, 377

including Prompt Tuning (PT) (Lester et al., 2021), 378

Prefix Tuning (Li and Liang, 2021), and Instruction 379

Prompt Tuning (IPT) (Singhal et al., 2022). Finally, 380

we compare our method to In-Context Learning 381

(ICL) (Brown et al., 2020). 382

For some of the few-shot methods, we introduce 383

an alternative version that incorporates instructions, 384

5
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Figure 5: Accuracy and Standard Deviation Comparison of accuracy and standard deviation between CPT and
baselines, evaluated with 4-shot on GPT-J model. The black bars represent the mean std across different templates,
while the blue bars represent the mean std across different seeds.

as indicated in table 1 with a †. Instead of initial-385

izing the learnable tokens randomly, we initialize386

them with instructions specified in appendix C. We387

apply instructions to PT, IPT, and our method, re-388

porting results for both random and instruction-389

based prompt initialization. An example illustrat-390

ing how inputs are constructed with and without391

†is provided in appendix G.392

4.4 Evaluation393

We evaluate each model and dataset using three394

different numbers of training samples: 2, 4, and395

6. For each configuration, the reported results are396

averaged accuracy over 30 experiments, consisting397

of 10 randomly sampled templates and 3 differ-398

ent random seeds, with the templates described in399

appendix E. By utilizing randomized seeds, we en-400

sure variation in the selection of training examples.401

This extensive setup is crucial for achieving a com-402

prehensive and robust evaluation, especially given403

that these methods are known to be highly sensitive404

to the selection of training examples and templates405

(Voronov et al., 2024; Zhao et al., 2021). Further406

evaluation details can be found in appendix B.407

5 Results408

5.1 Main Results409

In table 1, we demonstrate that CPT convincingly410

performs better than the baselines in most cases,411

with particularly pronounced gains in harder tasks.412

Furthermore, CPT ’s performance becomes more413

efficient and effective as the models grow stronger,414

such as with Llama3.415

Performance on Challenging Tasks CPT416

demonstrates improvements across various417

datasets, with more pronounced gains in tasks we418

define as harder based on two factors: the number419

of shots and the number of classes. As illustrated420

in table 1, task difficulty increases with fewer shots 421

and more classes. For example, on the DBpedia 422

dataset, which has 14 classes, decreasing the shots 423

from 6 to 4 widens the performance gap between 424

CPT and the baselines from (3, 6, 1) to (11, 10, 3) 425

across the models: BLOOM, GPT-J, and Llama3. 426

Decisive Advantage with Powerful Models 427

The strength of the model plays a significant role in 428

performance. As the model becomes better, CPT’s 429

advantage becomes more pronounced across all 430

datasets and shot settings. For instance, Llama3 431

consistently outperforms other baselines across all 432

datasets, except in one case where results are com- 433

parable. With GPT-J, a slightly older model, the 434

results are lower in two instances, with one com- 435

parable outcome, both on SST-2 , the easier task 436

as previously discussed. When comparing with 437

BLOOM , the weakest model in our comparison, 438

we observe lower performance on two occasions, 439

specifically on the two easier datasets. 440

5.2 Standard Deviation 441

Standard deviation (std) plays a crucial role in few- 442

shot learning due to the sensitivity of these methods 443

to both the training examples and the chosen tem- 444

plate (Zhao et al., 2021; Voronov et al., 2024). In 445

fig. 5, we present accuracy along with two types of 446

std bars: black bars represent the mean std across 447

different templates, while blue bars represent the 448

mean std across different seeds. We demonstrate 449

that CPT significantly improves accuracy across 450

various models and datasets in a statistically sig- 451

nificant manner. More information is presented in 452

appendix A. 453

Our method’s standard deviation performs equiv- 454

alently to other methods in most cases, while in 455

certain cases, such as with DBpedia, CPT exhibits 456

both higher accuracy and lower std, reinforcing its 457
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BLOOM 1.7B GPT-J 6B Llama3 8B
Dataset Method

2 4 6 2 4 6 2 4 6

SST-2

Prefix 47.80 47.33 49.00 52.23 52.50 52.87 − − −
ICL 50.53 60.83 61.87 50.57 67.47 77.47 76.43 80.63 83.10
PT† 64.97 65.07 65.07 57.10 52.93 55.70 72.97 73.47 84.57
PT 56.03 56.90 58.33 64.07 64.37 64.60 64.27 65.70 67.03
IPT† 58.50 61.83 62.80 51.50 83.20 84.80 86.90 88.03 94.40
IPT 48.50 58.80 61.87 48.13 82.27 87.17 57.20 87.40 90.43
LoRA 66.40 66.93 66.90 69.80 71.53 73.17 68.73 71.27 83.97
CPT† 59.53 72.40 74.83 52.53 82.03 88.07 92.73 95.07 96.40
CPT 50.77 70.70 74.10 50.53 82.90 88.03 83.83 96.30 96.50

AG News

Prefix 24.87 25.35 26.02 32.32 33.33 46.08 − − −
ICL 35.12 34.28 42.48 66.73 62.38 69.57 79.38 82.32 85.27
PT† 28.67 30.73 41.17 37.85 44.85 62.92 59.60 57.02 68.02
PT 33.57 36.98 56.08 56.85 56.13 75.10 69.32 67.92 69.33
IPT† 36.95 31.90 42.93 67.02 63.00 74.85 82.93 84.45 85.08
IPT 38.77 38.20 47.78 66.02 63.92 74.00 80.52 76.30 80.98
LoRA 29.50 30.80 33.98 56.12 56.03 72.55 70.62 74.97 73.70
CPT† 33.68 33.13 41.10 71.35 68.73 75.68 83.17 84.28 84.67
CPT 40.85 44.48 50.40 74.80 68.62 76.22 83.78 81.92 85.43

DBpedia

Prefix 19.76 19.74 23.65 13.25 16.43 24.94 − − −
ICL 48.20 51.40 55.17 50.87 62.46 70.76 71.66 72.44 79.93
PT† 24.90 26.32 34.75 21.01 22.12 37.44 55.30 57.21 66.26
PT 46.71 41.94 45.93 23.39 29.69 40.53 55.81 52.72 55.02
IPT† 33.28 40.36 45.85 47.10 67.60 75.09 81.10 87.69 92.06
IPT 48.09 54.60 70.57 52.86 67.27 70.73 72.92 76.11 78.44
LoRA 43.30 41.13 41.18 30.15 28.02 41.50 54.24 59.50 63.21
CPT† 33.80 48.13 51.18 53.20 77.30 81.00 84.23 90.33 93.08
CPT 58.85 65.78 73.55 68.29 75.07 77.65 77.38 78.49 82.42

TREC

Prefix 19.10 24.49 29.92 30.76 30.04 27.87 − − −
ICL 33.54 33.33 28.53 28.94 35.14 32.49 35.32 42.48 40.34
PT† 30.91 33.70 39.31 29.02 34.66 43.89 43.42 48.81 51.73
PT 32.18 32.26 35.69 31.16 32.79 37.86 32.77 33.98 33.83
IPT† 27.83 36.64 42.92 31.04 43.12 43.09 51.72 62.14 65.13
IPT 32.37 36.59 42.60 29.59 38.90 40.38 36.94 45.62 52.08
LoRA 34.07 33.22 33.50 34.17 33.73 37.63 31.21 33.21 36.36
CPT† 29.72 35.64 45.38 33.39 44.20 45.83 57.26 67.00 69.29
CPT 35.68 41.79 45.16 35.37 44.66 42.71 45.12 57.54 60.18

Table 1: Baseline Comparisons Mean accuracy of various methods and our CPT, across several models and datasets.
Evaluations are conducted using 2, 4, and 6 shots.

robustness in complex tasks. However, the sensi-458

tivity of our method does not follow a clear pattern459

across random seeds or templates. For instance,460

while randomness in templates and training exam-461

ples has an equal influence on std in DBpedia and462

TREC, SST-2 shows a higher std for template ran-463

domness, and AG News is more sensitive to varia-464

tions in training examples.465

5.3 Ablations466

Our ablation studies aim to dissect the contribu-467

tions of individual components in CPT, highlight-468

ing the elements that drive its performance improve-469

ments across few-shot learning tasks, as shown in470

table 2. As shown, the loss design and the pro-471

jections are the most important component of out472

method. Further ablation experiments can be found473

in appendix I.474

Loss Design Different options for the loss design475

are specified under “Loss Tokens”, with three con- 476

figurations: using only the training label, using the 477

training label plus one random context label, and 478

using the training label plus all context labels. The 479

latter outperforms the training-only configuration 480

by 11%, 12%, 10% for 2, 4 and 6 shots. 481

Effect of Projection Magnitude The ablation 482

study on projection magnitude is specified under 483

“Input ϵ” and “Format ϵ”, which define the allow- 484

able deviation from the original values for input 485

tokens and format tokens, respectively. The results 486

demonstrate that both excessively small changes 487

(leading to convergence toward ICL) and overly 488

large norms (failing to limit overfitting) are subop- 489

timal, emphasizing the importance of selecting an 490

appropriate projection magnitude. 491

Loss Weighting We evaluated the impact of dif- 492

ferent loss weighting strategies and propose three 493

options: (1) Mean, which applies uniform weight- 494
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Number of Training Examples
Loss Tokens Loss Weighting Projection Type Input ϵ Format ϵ Updated Tokens Mask Training Example

2 4 6

Train Example
Decay 0.95 Token-Wise 0.1 0.1 Input & Format ✗

58.09 61.54 66.69
Train Example & 1 Random 69.48 72.08 76.80
Train Example & All Context 69.54 73.03 76.58

Train Example & All Context

Mean

Token-Wise 0.1 0.1 Input & Format ✗

69.62 72.91 76.49
Equal 1 69.07 72.82 76.23
Equal 10 69.35 71.01 75.11
Decay 0.99 69.59 72.97 76.43
Decay 0.95 69.54 73.03 76.58
Decay 0.5 69.60 72.39 76.44

Train Example & All Context Decay 0.95 All-Tokens

0.001 -

Input & Format ✗

51.52 63.41 71.50
0.01 - 56.37 68.12 73.66
0.1 - 69.51 72.64 76.06
1.0 - 63.11 64.78 71.94

Train Example & All Context Decay 0.95 Token-Wise

0.01 0.1

Input & Format
✗

65.61 70.12 75.63
0.1 0.1 69.54 73.03 76.58
1.0 0.1 65.29 66.30 73.63
0.1 0.01 69.53 73.55 76.55
0.1 1.0 68.27 71.91 68.27

Train Example & All Context Decay 0.95 Token-Wise 0.1 0.1
Input

✗

69.47 74.13 76.63
Masks 63.74 69.21 74.91
Input & Format 69.54 73.03 76.58

Train Example & All Context Decay 0.95 Token-Wise 0.1 0.1 Input & Format ✓ 67.55 64.26 68.58

Table 2: Ablation Study We present the mean accuracy for various ablations using the GPT-J model and the
DBpedia dataset, including loss tokens (train example, random, or all context), loss weighting (decay and mean),
projection type (token-wise or all-tokens), epsilon values for input and format, updated tokens (input, format,
masks), and masking of the training example.

ing across all labels; (2) Equal, which assigns equal495

weight to the training label loss and the context la-496

bel losses, with an optional scaling factor applied497

to the training loss (e.g., 1, 10); and (3) Decay,498

which exponentially reduces the weight of context499

labels further from the training example, with the500

decay factor specified (e.g., 0.99, 0.95, 0.5).501

Projection Type: Token-wise vs. All-Tokens502

We evaluated the “All-Tokens” projection approach,503

which applies the projection to the entire con-504

text collectively rather than processing it token-505

by-token. Our results indicate that the token-wise506

approach is preferable, as it provides stronger regu-507

larization by limiting each token individually rather508

than the context as a whole, resulting in better per-509

formance.510

Updated Tokens Under “Updated Tokens”, we511

explored modifying only specific parts of the con-512

text to determine if certain components are more513

critical for updates than others. Our results indi-514

cate that allowing changes to both the input and515

format tokens yields better performance, provided516

these changes are constrained using the projection517

limitation.518

Mask Training We also experimented with519

“Mask Training,” where the training example was520

masked from the context to prevent the model from521

simply copying the answer. In our setup, the train-522

ing example appears both in the context (along with523

the correct answer) and as an additional concate-524

nated example at the end. Masking the training525

example from the context and removing this dupli-526

cation seemed like a plausible strategy to improve527

generalization. However, this approach did not lead 528

to any performance improvements. 529

6 Discussions 530

In this work, we identify overfitting as the primary 531

reason for the underperformance of optimization- 532

based methods in few-shot learning scenarios, sub- 533

stantiated by empirical evidence. To address this 534

challenge, we propose CPT , an optimization-based 535

method that effectively mitigates overfitting. Our 536

results demonstrate that CPT consistently outper- 537

forms existing baselines across diverse datasets, 538

models, and experimental setups. 539

Beyond its direct contributions to few-shot learn- 540

ing, CPT highlights the critical importance of bal- 541

ancing optimization flexibility and regularization in 542

data-scarce scenarios. The insights from this work 543

can inspire the development of parameter-efficient, 544

robust, and interpretable approaches for a range 545

of machine learning challenges, including trans- 546

fer learning, domain adaptation, and fine-tuning in 547

resource-constrained environments. 548

Limitation & Future Work The computational 549

cost associated with the iterative optimization of 550

context embeddings is significant compared to ICL. 551

Additionally, similar to ICL and IPT, CPT is lim- 552

ited in the number of examples it can handle, as 553

memory consumption scales with context length. 554

In contrast, traditional methods are better suited for 555

larger datasets. Future work could explore more 556

efficient optimization strategies to reduce computa- 557

tional overhead and improve scalability. 558
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Model
BLOOM 1.7B GPT-J 6B Llama3 8BDataset Method

2 4 6 2 4 6 2 4 6

SST-2

Prefix Tuning 00.5/00.4/00.1 03.1/02.7/01.9 03.1/02.6/02.1 00.8/00.6/00.2 02.3/01.5/00.7 05.8/04.3/03.9 − − −
ICL 04.3/04.0/01.5 12.6/08.6/09.4 14.9/10.6/09.7 05.5/04.0/03.0 14.1/12.6/08.2 13.1/09.9/09.9 13.2/12.7/06.1 15.7/11.9/10.2 13.7/12.2/06.5
PT† 07.6/07.6/00.4 08.2/08.2/00.7 08.1/08.1/00.6 06.8/06.5/02.3 07.8/06.9/04.3 09.5/09.0/04.9 16.6/16.5/01.0 17.1/17.1/01.6 12.7/10.9/05.7
PT 08.6/08.5/01.7 08.9/08.6/02.4 08.7/08.4/02.5 07.7/07.6/01.3 07.0/07.0/00.9 07.4/07.4/01.0 06.4/06.1/03.1 06.8/06.6/02.8 07.0/06.5/03.7
IPT† 12.3/12.3/03.4 14.1/11.4/09.8 15.3/10.1/12.6 05.8/05.1/02.5 11.1/08.0/08.3 12.3/12.3/02.0 08.7/06.8/05.6 12.5/11.2/07.3 02.7/02.6/01.6
IPT 02.0/01.5/00.4 11.6/08.7/08.2 14.8/09.0/11.8 00.7/00.4/00.2 13.0/08.1/10.0 07.2/05.7/04.7 13.7/13.7/03.9 10.6/09.6/05.5 12.0/10.3/05.3
LoRA 06.9/06.9/00.2 06.5/06.5/00.5 06.4/06.3/00.5 09.5/09.5/00.8 10.2/10.2/01.2 10.0/09.9/01.4 11.4/11.4/01.4 15.0/14.6/07.6 12.1/11.9/07.2
CPT† 12.3/12.3/03.6 13.8/09.8/10.5 15.4/14.2/09.6 07.6/06.7/03.2 11.1/09.1/07.0 07.0/06.2/04.1 05.0/04.3/02.5 04.1/03.0/02.3 02.0/01.7/01.2
CPT 07.7/05.3/02.9 12.0/11.1/06.9 12.9/10.5/09.7 05.5/03.9/02.9 12.7/12.0/05.9 10.7/08.9/05.1 13.2/10.9/08.5 01.6/01.5/01.0 01.3/01.2/01.0

AG News

Prefix Tuning 01.7/01.7/00.6 05.8/02.9/05.2 05.3/03.9/03.9 05.9/05.9/00.5 06.2/06.1/01.4 12.7/09.4/08.2 − − −
ICL 10.5/06.8/08.7 11.7/10.1/06.4 12.2/11.1/06.0 10.0/08.9/05.2 13.3/10.6/09.2 10.4/09.4/05.0 08.8/03.2/08.1 03.2/03.0/02.3 03.1/02.7/02.4
PT† 05.2/04.1/04.1 06.0/04.3/04.4 10.9/10.5/07.3 16.2/16.1/00.9 13.7/11.5/09.5 13.6/11.9/07.8 11.9/11.8/06.1 10.9/10.3/05.8 10.5/09.0/06.5
PT 07.9/04.6/06.9 08.4/06.8/05.7 09.9/09.3/05.2 12.3/11.5/05.3 10.8/06.7/08.6 07.0/02.5/06.8 15.0/15.0/01.5 15.4/15.2/02.7 12.4/12.3/02.2
IPT† 11.7/09.2/08.4 07.5/05.5/05.0 15.0/09.4/12.4 11.0/08.3/07.9 07.1/03.1/06.5 07.6/03.5/06.8 02.7/02.5/01.6 03.5/02.8/02.2 03.4/02.9/02.5
IPT 12.0/08.6/08.9 10.6/09.1/07.2 12.0/09.4/07.9 11.1/10.0/06.3 08.8/04.6/07.6 07.4/04.6/05.7 03.6/03.1/01.8 08.1/03.2/07.6 05.2/02.2/04.7
LoRA 03.2/03.2/00.5 06.8/03.3/06.1 04.6/04.4/02.7 09.0/09.0/01.3 09.4/09.3/01.8 08.8/05.3/07.3 15.0/15.0/01.5 15.4/15.2/02.7 12.4/12.3/02.2
CPT† 07.2/05.7/05.4 06.0/03.4/04.8 11.9/08.5/09.2 09.6/07.2/07.1 09.0/03.6/08.5 09.2/04.4/08.1 03.1/02.5/02.2 02.9/02.6/02.4 03.4/01.8/03.2
CPT 12.8/08.7/10.3 12.2/07.8/10.3 11.3/08.9/07.1 08.6/05.4/07.4 09.1/03.8/08.5 07.2/03.7/06.2 03.3/02.6/02.3 04.3/03.6/02.8 02.9/02.3/02.3

DBpedia

Prefix Tuning 03.5/03.4/01.9 06.4/03.1/05.7 08.7/03.6/08.1 02.3/02.3/01.7 04.5/02.7/03.6 07.9/04.9/06.2 − − −
ICL 24.1/23.3/06.9 25.8/23.5/08.9 23.9/23.6/06.0 16.6/16.3/05.9 15.7/13.1/08.1 06.7/05.8/04.0 07.7/06.4/06.2 06.8/02.6/06.5 04.2/02.3/04.0
PT† 15.6/08.5/13.2 09.7/09.6/01.7 07.1/04.6/05.8 10.3/10.3/00.9 06.3/05.8/04.2 06.3/05.8/04.2 19.5/17.3/11.0 15.7/12.7/09.0 15.4/13.7/08.2
PT 11.2/11.1/04.2 10.8/10.8/01.3 13.0/12.4/05.9 09.9/08.2/06.4 11.3/07.1/09.1 08.9/05.0/07.5 11.9/11.7/04.2 15.7/15.3/02.9 13.5/13.4/01.5
IPT† 25.6/21.2/14.7 24.3/22.6/08.9 27.3/26.2/08.5 16.4/15.5/05.7 11.0/09.7/06.2 06.8/05.3/05.2 05.3/04.3/03.0 04.5/03.8/02.7 04.5/04.1/01.9
IPT 26.2/25.1/07.5 25.0/20.3/11.9 07.6/07.0/02.9 12.2/11.2/06.0 09.6/06.0/07.2 05.4/03.7/04.1 09.7/08.4/04.6 06.0/03.6/05.1 05.6/03.1/05.3
LoRA 11.4/11.0/03.1 11.6/11.6/00.3 11.7/11.7/00.4 11.6/10.9/04.9 13.0/06.0/11.6 09.8/06.0/07.9 13.1/13.0/01.7 14.3/14.2/02.2 13.7/13.7/01.5
CPT† 23.2/14.5/18.0 12.0/10.1/07.1 22.1/20.1/10.5 15.6/08.6/14.3 06.5/05.0/04.5 06.0/03.2/05.2 06.2/05.6/02.7 03.8/03.4/02.4 02.3/02.2/01.7
CPT 15.5/13.4/06.5 11.8/08.8/07.1 04.7/04.0/02.5 10.9/08.2/05.5 05.0/03.8/03.5 03.9/03.0/03.0 06.1/05.0/04.8 04.3/03.5/03.0 04.3/02.6/03.5

TREC

Prefix Tuning 06.7/00.8/06.6 06.4/02.9/06.0 07.0/04.6/06.0 03.1/02.0/02.5 05.9/02.6/05.1 03.7/03.6/00.8 − − −
ICL 11.0/07.2/08.2 10.5/08.2/06.8 13.8/09.0/09.1 08.9/05.9/06.8 11.0/08.2/07.8 12.6/08.3/09.4 08.6/05.6/06.3 14.2/07.9/12.0 13.2/08.3/10.7
PT† 05.9/04.4/03.7 07.5/06.7/04.5 11.2/08.7/07.8 05.5/04.3/03.4 06.2/06.0/04.3 13.5/08.2/11.7 09.5/05.7/08.3 11.3/06.1/09.4 10.3/08.4/08.1
PT 03.8/03.4/01.5 08.2/07.3/06.7 11.2/08.6/09.1 04.0/04.0/00.9 08.1/07.5/05.7 09.7/08.2/07.8 05.0/05.0/01.5 04.5/04.5/02.5 03.8/03.8/02.0
IPT† 05.5/03.6/04.0 10.1/09.1/07.1 16.8/08.1/15.5 06.8/05.3/04.2 07.7/05.1/05.9 14.0/07.8/11.9 13.6/06.3/12.3 09.7/05.9/08.6 07.2/05.4/05.5
IPT 10.5/07.1/07.8 06.1/05.9/05.0 14.1/07.4/12.8 09.7/05.4/08.0 09.3/05.7/07.5 13.0/03.8/12.5 12.1/08.5/07.8 11.5/09.1/08.0 14.0/05.4/13.3
LoRA 03.9/03.9/01.0 04.0/04.0/00.3 04.1/04.1/00.4 02.5/02.5/00.4 03.6/03.5/02.2 11.9/07.2/10.4 03.3/03.3/01.0 03.5/02.7/02.5 16.5/08.1/15.4
CPT† 08.0/05.8/05.4 07.7/06.9/06.3 09.9/07.0/07.9 08.5/05.7/06.4 12.9/08.3/10.6 11.2/08.2/09.0 13.1/06.9/11.6 09.8/03.7/09.2 05.0/04.1/03.4
CPT 09.1/05.2/07.3 07.9/07.2/05.6 12.9/07.0/10.8 07.4/04.1/06.1 08.7/06.2/06.9 08.6/05.5/07.3 16.8/08.4/14.5 07.4/06.5/05.8 07.9/05.6/06.5

Table 3: Standard Deviation Analysis Standard deviations (STD) corresponding to Table 1. Each experiment
shows three STD values separated by a backslash: (1) STD over 30 experiments with 10 random templates and 3
seeds, (2) mean STD over templates, and (3) mean STD over seeds.

separated by a backslash. These values represent774

the variability in the results across different config-775

urations:776

1. The first value shows the standard deviation777

over 30 experiments, which includes 10 random778

templates and 3 seeds that determine the training779

examples. 2. The second value provides the mean780

of the standard deviation over the templates, the781

standard deviation across 10 templates, and the782

mean of the standard deviation across 3 seeds. 3.783

The third value presents the mean standard devia-784

tion over the seeds, the standard deviation over 3785

seeds, and the mean over 10 templates.786

This detailed breakdown of standard deviations787

allows for a more thorough understanding of the788

variability in model performance across different789

templates and seeds.790

B Evaluation Details791

All the graphs and ablation studies were conducted792

and evaluated using the DBPedia dataset with the793

GPT-J model. This setup was chosen due to the794

diversity of the DBPedia dataset, which includes795

a broad range of categories and entities, making it796

an ideal candidate for comprehensive evaluation.797

The use of GPT-J, a powerful generative model,798

ensures that the results are reflective of state-of-the- 799

art performance in language modeling tasks. The 800

combination of DBPedia and GPT-J allows us to 801

thoroughly investigate the behavior of the model 802

across various ablation settings, ensuring robust 803

insights into the performance of different methods 804

and configurations. 805

B.1 Pruning for Classification 806

In our evaluation setup, we use pruning for classi- 807

fication by focusing only on the first token of the 808

label, which is unique across all datasets. A com- 809

mon approach in the in-context learning setup is to 810

iterate over all possible labels for each test sample 811

and select the label with the highest probability ac- 812

cording to the language model (LM). However, this 813

approach can become computationally expensive, 814

especially in cases where there are a large number 815

of classes. 816

Similarly to (Ratner et al., 2022), and given that 817

the first token in each dataset is unique, we predict 818

only the first token of the label and perform classi- 819

fication based on this value. While this approach 820

deviates slightly from the common practice of it- 821

erating over all possible labels, the effect on the 822

results should be minor. 823
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B.2 Test Set Size824

For our experiments, we used a varying number825

of test examples depending on the dataset. Specif-826

ically, we used 100 test examples for the SST-2827

dataset, and for datasets with a larger number of828

classes, the number of test examples was scaled829

linearly with the number of classes. For example,830

in the DBpedia dataset, which has 7 times more831

classes than SST-2, we used 700 test examples to832

ensure that the evaluation is proportional to the833

number of classes. This scaling helps to maintain a834

balanced evaluation across datasets with differing835

complexities, ensuring robust performance metrics836

for each method.837

C Instruction Details838

In some of the experiments, we use specific in-839

structions to guide the model in performing the840

classification tasks. Below in table 4 that shows the841

instructions used for each dataset across all relevant842

methods:843

D Dataset Details844

In our experiments, we used four different datasets,845

each representing a unique classification task. Ta-846

ble 5 provides an overview of the datasets and their847

respective tasks. Each dataset has a varying num-848

ber of classes, denoted by |C|, which are detailed849

below:850

• SST-2: This dataset is used for sentiment anal-851

ysis, where the task is to classify movie re-852

views as either positive or negative. It contains853

2 distinct classes.854

• AG News: The AG News dataset is used855

for news classification. The task is to clas-856

sify news articles into one of four categories:857

World, Sports, Business, and Technology.858

This dataset contains 4 classes.859

• DBpedia: The DBpedia dataset is focused860

on ontology classification. The task involves861

classifying textual content into one of 14 dis-862

tinct categories, which include entities such863

as Company, Artist, Village, and more.864

• TREC: This dataset is used for question clas-865

sification, where the goal is to classify ques-866

tions into one of 6 answer types, including867

Description, Entity, Human, and Location.868

Each dataset contains a specific number of exam- 869

ples based on its classification task, allowing us to 870

evaluate the model’s performance across a diverse 871

range of challenges. 872

E Template Details 873

In our experiments, we use randomly selected tem- 874

plates from the options provided in table 6, sug- 875

gested in (Voronov et al., 2024). Each dataset is 876

associated with both input and output templates, 877

which are used to format the input data and the 878

expected output during few-shot learning tasks. 879

• Input Template: As shown, this column lists 880

the different templates for formatting the input 881

data. For example, the SST-2 dataset uses 882

"input: " and "text: " as input templates to 883

introduce the input text. 884

• Intra-Separator: This separator is used be- 885

tween components (input and output) within a 886

single example. For instance, AG News uses 887

"\n" as an intra-separator between the input 888

sentence and the output label. 889

• Output Template: The output template de- 890

fines how the expected output is structured. 891

For example, SST-2 employs formats like 892

"output: , target: , label: " to guide the model 893

in generating structured output. 894

• Inter-Separator: This column represents the 895

separator used between multiple examples dur- 896

ing training. In datasets like AG News and 897

DBpedia, "\n\n" is used to separate examples. 898

We randomly select templates from the ones 899

listed in table 6 for each experiment. This random- 900

ness in selecting templates introduces variability 901

in the prompts, making the evaluation more robust 902

and testing the model’s ability to generalize across 903

different input-output structures. 904

F Implementation Details 905

F.1 Hyperparameter Details 906

In table 7 we present the hyperparameters used 907

in our experiments across different models and 908

datasets. The table provides the specific learn- 909

ing rates (‘lr‘), epsilon values (‘ϵ’), and format 910

settings for the various methods applied to each 911

dataset. The experiments were conducted using 912

multiple model architectures, including BLOOM 913

1.7B, GPT-J 6B, and Llama3 8B, and we selected 914
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Dataset Instruction
SST2 Classify the sentiment of the following text as positive or negative:

AG News Classify the following text into one of the following categories: World, Sports,
Business, Technology

DBpedia Classify the following text into one of the following categories: Company,
Educational Institution, Artist, Athlete, Office Holder, Mean Of Transportation,
Building, Natural Place, Village, Animal, Plant, Album, Film, Written Work

TREC Classify the following text into one of the following categories: Description,
Entity, Expression, Human, Location, Number

Table 4: Instructions used for relevant datasets in the experiments.

the best hyperparameters for each experiment: 2,915

4, and 6 shots. Below is an overview of the key916

hyperparameters:917

• Learning Rate (‘lr’): The table provides918

the learning rates used for each method and919

dataset combination. For methods like Prefix920

Tuning (PT), Prompt Tuning (PT), IPT, and921

LoRA, learning rates vary from 1e-5 to 1e-3,922

depending on the specific model and dataset.923

• CPT Hyperparameters: For CPT, we also924

report epsilon values (‘ϵ’) for both the input925

and the format components. These epsilon926

values control the magnitude of the perturba-927

tions applied during optimization. The values928

of epsilon vary across different models and929

datasets, generally ranging from 1e-2 to 1e-0930

for both input and format components.931

• Model Variability: The table reflects variabil-932

ity in hyperparameter choices depending on933

the model size and architecture. For instance,934

GPT-3 6B typically requires higher learning935

rates compared to BLOOM 1.7B, as seen with936

CPT and other methods. The hyperparameters937

are carefully tuned to optimize performance938

on tasks such as SST-2, AG News, DBpedia,939

and TREC.940

Dataset Task |C|
SST-2 Sentiment analysis (movie) 2

AG News News classification (topic) 4
DBpedia Ontology classification 14
TREC Question classification (answer type) 6

Table 5: Dataset Overview These are the datasets used,
representing a range of different types of classification
tasks, including SST-2, AG News, DBpedia, and TREC.
Each dataset has a varying number of classes (denoted
by |C|).

These hyperparameters are critical for achieving 941

optimal performance in few-shot learning settings. 942

They control the learning process, model updates, 943

and how much the model is allowed to adapt to new 944

data. The values in table 7 are based on extensive 945

experimentation and fine-tuning to ensure the best 946

results for each method and dataset. 947

F.2 Methods Implementation Details 948

In our experiments, we utilized existing implemen- 949

tations for several methods and implemented IPT 950

ourselves. Specifically, we used the implemen- 951

tations provided by the Parameter-Efficient Fine- 952

Tuning (Mangrulkar et al., 2022) (PEFT) library 953
1 for methods such as LoRA, Prefix Tuning, and 954

Prompt Tuning (PT). For IPT, we built our imple- 955

mentation based on the PEFT framework. 956

For all experiments, we used the recommended 957

parameters: 958

• For LoRA, we set α = 16 and the rank r = 8. 959

• For Prompt Tuning, Prefix Tuning, and IPT 960

we used 8 learnable tokens. 961

By using the PEFT framework, we ensure that 962

our fine-tuning processes for LoRA, Prefix Tuning, 963

and PT are aligned with current standards, while 964

our custom IPT implementation extends the frame- 965

work to allow for additional flexibility in parameter- 966

efficient training. 967

F.3 Training Details 968

We utilized the ‘Fine-tune a pretrained model’ pack- 969

age from (Wolf et al., 2020), which provides a com- 970

prehensive framework for training and evaluating 971

models2. For all baselines, we employed the de- 972

fault parameters provided by the trainer, ensuring 973

1https://huggingface.co/docs/peft/en/index
2https://huggingface.co/docs/transformers/en/

training
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Dataset Input Template Intra-Separator Output Template Inter-Separator

SST-2 "input: {}",
"text: ",

"sentence: {}",
"{}"

" ",
"\n"

"output: {}", "target: {}", "label: {}",
"emotion: {}", "semtiment: {}", "A {} one.",

"It was {}.", "All in all {}.", "A {} piece."
" ",

"\n",
"\n\n"AG News "output: {}", "target: {}", "label: {}",

"Topic: {}.", "Subject: {}.",
"This is about {}.", "It is about {}."

DBpedia
TREC

Table 6: Template Options for Various Datasets We provide various template options for different datasets. Each
dataset include both input and output templates, and also includes intra-separators between inputs and labels, as
well as inter-separators between examples.

consistency across experiments. Each model was974

trained for 25 epochs, allowing sufficient time for975

convergence while maintaining uniform training976

conditions across methods.977

G Input Preparation978

In this section, we provide a detailed explanation of979

how the input is constructed for different methods,980

including Prompt Tuning (PT), Instruction Prompt981

Tuning (IPT), and Context-Aware Prompt Tuning982

(CPT), both with and without the † variant. To983

clarify the differences, we use SST-2 as an example984

with the instruction: "Classify the sentiment of the985

following text as positive or negative."986

Each example is constructed using a template987

that includes input: and output:, where the988

input corresponds to the actual text of the exam-989

ple, and the output corresponds to its label. For990

instance:991

• Example 1: The input is "the greatest992

musicians", and the output is "positive".993

• Example 2: The input is "the action is994

stilted", and the output is "negative".995

Using the template, these examples are repre-996

sented as:997

• Example 1: input: the greatest998

musicians output: positive999

• Example 2: input: the action is1000

stilted output: negative1001

This template-based construction ensures con-1002

sistency across the methods, allowing us to clearly1003

define how the input and output are represented in1004

different approaches, such as PT, IPT, and CPT.1005

table 8 outlines the construction of the prefix1006

for each method and highlights which parts are1007

updated during training.1008

H Projected Gradient Descent (PGD) 1009

Algorithm 1010

In our method, we initialize the context tokens, 1011

denoted as xi, using the training examples, with 1012

each token xi associated with a vector δi, which is 1013

initially set to zero. For simplicity, we use xi and 1014

δi to denote these components only in this part of 1015

the explanation. 1016

During the optimization process, the tokens xi 1017

remain fixed, while the δi vectors are updated iter- 1018

atively. After each optimizer update, we perform 1019

a post-processing step where each δi is projected 1020

to ensure that its L2 norm does not exceed a pre- 1021

defined limit, ϵ. It is important to note that this 1022

projection step is independent of the optimizer and 1023

serves as an additional operation to control the ex- 1024

tent of change for each context token. 1025

1: Initialize each δi ← 0 1026

2: Initialize xi ← training_examples_tokens 1027

3: for j ← 1 to num_of_training_steps do 1028

4: δi ← δi − α∇Loss(f(xi + δi), yi) ▷ 1029

Gradient descent step 1030

5: ni ← ∥δi∥ ▷ Compute the L2 norm of δi 1031

6: δi ← δi × clip(ni, ϵ)/ni ▷ Project δi to 1032

ensure L2 norm ≤ ϵ 1033

7: end for 1034

This ensures that the updates to δi remain con- 1035

strained, preventing excessive modifications to 1036

the context tokens and maintaining a balance be- 1037

tween optimization and regularization. The pro- 1038

cess allows the model to adapt while ensuring that 1039

changes to the context tokens remain meaningful 1040

and controlled. 1041

I Evaluating the Impact of Projected 1042

Gradient Descent (PGD) 1043

Our method use the same optimizer used for all 1044

baselines. However, our method incorporates an 1045

additional step after each parameter update: we 1046
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BLOOM 1.7B GPT-J 6B Llama3 8B
Dataset Method Paremeter

2 4 6 2 4 6 2 4 6

SST-2

Prefix Tuning lr 1e− 3 1e− 3 1e− 3 1e− 5 1e− 4 1e− 3 − − −
PT† lr 1e− 5 1e− 5 1e− 5 1e− 4 1e− 3 1e− 3 1e− 5 1e− 5 1e− 5
PT lr 1e− 5 1e− 5 1e− 5 1e− 5 1e− 5 1e− 5 1e− 5 1e− 5 1e− 5
IPT† lr 1e− 5 1e− 4 1e− 4 1e− 5 1e− 3 1e− 4 1e− 5 1e− 5 1e− 4
IPT lr 1e− 5 1e− 5 1e− 5 1e− 5 1e− 4 1e− 4 1e− 5 1e− 5 1e− 5
LoRA lr 1e− 5 1e− 5 1e− 5 1e− 5 1e− 5 1e− 5 1e− 5 1e− 4 1e− 4

lr 1e− 5 1e− 3 1e− 4 1e− 5 1e− 4 1e− 3 1e− 5 1e− 5 1e− 5
Input ϵ 1e− 3 1e− 0 1e− 0 1e− 3 1e− 1 1e− 1 1e− 1 1e− 1 1e− 0CPT†
Format ϵ 1e− 3 1e− 3 1e− 3 1e− 3 1e− 2 1e− 3 1e− 2 1e− 1 1e− 0
lr 1e− 3 1e− 3 1e− 4 1e− 5 1e− 4 1e− 4 1e− 3 1e− 4 1e− 4
Input ϵ 1e− 2 1e− 0 1e− 0 1e− 3 1e− 0 1e− 0 1e− 2 1e− 0 1e− 2CPT
Format ϵ 1e− 2 1e− 2 1e− 3 1e− 3 1e− 3 1e− 2 1e− 3 1e− 3 1e− 3

AG News

Prefix Tuning lr 1e− 4 1e− 3 1e− 3 1e− 5 1e− 5 1e− 3 − − −
PT† lr 1e− 3 1e− 3 1e− 3 1e− 5 1e− 3 1e− 3 1e− 4 1e− 4 1e− 4
PT lr 1e− 3 1e− 3 1e− 3 1e− 4 1e− 3 1e− 3 1e− 4 1e− 5 1e− 4
IPT† lr 1e− 3 1e− 3 1e− 3 1e− 5 1e− 4 1e− 4 1e− 4 1e− 5 1e− 5
IPT lr 1e− 4 1e− 3 1e− 4 1e− 5 1e− 5 1e− 4 1e− 5 1e− 5 1e− 5
LoRA lr 1e− 5 1e− 4 1e− 3 1e− 5 1e− 5 1e− 4 1e− 5 1e− 5 1e− 5

lr 1e− 4 1e− 3 1e− 3 1e− 4 1e− 4 1e− 4 1e− 5 1e− 5 1e− 5
Input ϵ 1e− 2 1e− 0 1e− 0 1e− 1 1e− 1 1e− 2 1e− 1 1e− 3 1e− 3CPT†
Format ϵ 1e− 1 1e− 2 1e− 0 1e− 1 1e− 3 1e− 0 1e− 1 1e− 2 1e− 3
lr 1e− 4 1e− 4 1e− 3 1e− 3 1e− 4 1e− 4 1e− 3 1e− 4 1e− 3
Input ϵ 1e− 2 1e− 0 1e− 0 1e− 2 1e− 0 1e− 0 1e− 2 1e− 3 1e− 3CPT
Format ϵ 1e− 2 1e− 0 1e− 0 1e− 3 1e− 3 1e− 0 1e− 3 1e− 3 1e− 3

DBpedia

Prefix Tuning lr 1e− 3 1e− 3 1e− 3 1e− 3 1e− 3 1e− 3 − − −
PT† lr 1e− 3 1e− 5 1e− 3 1e− 5 1e− 3 1e− 3 1e− 4 1e− 4 1e− 4
PT lr 1e− 4 1e− 5 1e− 4 1e− 3 1e− 3 1e− 3 1e− 4 1e− 5 1e− 5
IPT† lr 1e− 4 1e− 5 1e− 5 1e− 5 1e− 4 1e− 5 1e− 5 1e− 5 1e− 5
IPT lr 1e− 5 1e− 5 1e− 5 1e− 5 1e− 5 1e− 5 1e− 5 1e− 5 1e− 5
LoRA lr 1e− 4 1e− 5 1e− 5 1e− 4 1e− 4 1e− 4 1e− 5 1e− 5 1e− 5

lr 1e− 5 1e− 5 1e− 5 1e− 4 1e− 5 1e− 5 1e− 5 1e− 5 1e− 5
Input ϵ 1e− 2 1e− 2 1e− 1 1e− 0 1e− 1 1e− 1 1e− 0 1e− 1 1e− 1CPT†
Format ϵ 1e− 1 1e− 0 1e− 1 1e− 3 1e− 0 1e− 1 1e− 1 1e− 0 1e− 1
lr 1e− 4 1e− 4 1e− 5 1e− 4 1e− 4 1e− 4 1e− 5 1e− 5 1e− 5
Input ϵ 1e− 0 1e− 2 1e− 0 1e− 0 1e− 0 1e− 0 1e− 2 1e− 0 1e− 3CPT
Format ϵ 1e− 0 1e− 0 1e− 0 1e− 0 1e− 3 1e− 3 1e− 2 1e− 3 1e− 2

TREC

Prefix Tuning lr 1e− 3 1e− 3 1e− 3 1e− 3 1e− 3 1e− 5 − − −
PT† lr 1e− 3 1e− 3 1e− 3 1e− 3 1e− 3 1e− 3 1e− 4 1e− 4 1e− 4
PT lr 1e− 5 1e− 3 1e− 3 1e− 5 1e− 3 1e− 3 1e− 5 1e− 5 1e− 5
IPT† lr 1e− 3 1e− 3 1e− 3 1e− 4 1e− 3 1e− 4 1e− 4 1e− 4 1e− 5
IPT lr 1e− 5 1e− 3 1e− 3 1e− 4 1e− 4 1e− 4 1e− 5 1e− 5 1e− 5
LoRA lr 1e− 4 1e− 5 1e− 5 1e− 5 1e− 5 1e− 4 1e− 5 1e− 5 1e− 4

lr 1e− 3 1e− 3 1e− 3 1e− 4 1e− 4 1e− x 1e− 4 1e− 5 1e− 5
Input ϵ 1e− 0 1e− 0 1e− 0 1e− 1 1e− 0 1e− 0 1e− 1 1e− 1 1e− 1CPT†
Format ϵ 1e− 3 1e− 1 1e− 2 1e− 1 1e− 0 1e− 2 1e− 3 1e− 0 1e− 0
lr 1e− 3 1e− 3 1e− 4 1e− 3 1e− 3 1e− 3 1e− 4 1e− 4 1e− 4
Input ϵ 1e− 0 1e− 0 1e− 0 1e− 0 1e− 0 1e− 3 1e− 0 1e− 0 1e− 0CPT
Format ϵ 1e− 0 1e− 0 1e− 3 1e− 2 1e− 2 1e− 0 1e− 2 1e− 3 1e− 0

Table 7: Hyperparameters Hyperparameters used for each experiment across 2, 4, and 6 shots for different models,
including BLOOM 1.7B, GPT-J 6B, and Llama3 8B. The table shows learning rates (lr), epsilon values for input
and format, and other parameters for methods such as Prefix Tuning, Prompt Tuning, IPT, LoRA, and CPT. The
experiments were conducted on datasets like SST-2, AG News, DBpedia, and TREC.

project each token, restricting its allowed change.1047

The allowed change is determined by the hyperpa-1048

rameters Input ϵ and Format ϵ, which define the1049

L2 norm limit for each token’s modification.1050

To ensure that PGD (Madry et al., 2017) is not1051

the sole reason for our method’s improvement, we1052

conducted two types of experiments. First, we 1053

compared our method without PGD to PT and IPT. 1054

Second, we added a PGD step to PT and IPT for 1055

comparison. 1056

For the first experiment, we compared CPT 1057

(without PGD) to PT and IPT on the DBpedia 1058
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Method Prefix Construction
PT In this part, we use only random embedding initialization.

PT† Classify the sentiment of the following text as positive or
negative.

IPT In this part, we use only random embedding initialization. input:
the greatest musicians output: positive. input: the action is
stilted output: negative.

IPT† Classify the sentiment of the following text as positive or
negative. input: the greatest musicians output: positive. input:
the action is stilted output: negative.

CPT input: the greatest musicians output: positive. input: the
action is stilted output: negative.

CPT† Classify the sentiment of the following text as positive or
negative. input: the greatest musicians output: positive. input:
the action is stilted output: negative.

Table 8: Input Construction for PT, IPT, and CPT (with and without †) using SST-2. The updated text during training
is marked in red.

dataset. The results for 2, 4, and 6 shots are pre-1059

sented in Table 9.1060

Method 2 Shots 4 Shots 6 Shots
PT 23.39 29.69 40.53
IPT 52.86 67.27 70.73
CPT (No PGD) 68.28 74.17 77.52

Table 9: Performance Comparison Without PGD (DB-
pedia), using GPT-J.

For the second experiment, we compared CPT†1061

to PT† and IPT† (with and without PGD) on the1062

DBpedia dataset. To ensure a fair comparison, we1063

performed hyperparameter tuning (HPT) over ϵ and1064

the learning rate for both PT and IPT. The results1065

for 2, 4, and 6 shots are presented in Table 10.1066

Method 2 Shots 4 Shots 6 Shots
PT† 12.96 22.12 37.44
PT† + PGD 12.80 22.02 38.69
IPT† 47.10 66.37 75.09
IPT† + PGD 47.10 66.40 75.09
CPT† + PGD 52.87 77.30 81.00

Table 10: Performance Comparison With and Without
PGD (DBpedia), using GPT-J.

The results clearly demonstrate that, in both ex-1067

periments, our method consistently outperforms PT1068

and IPT. Furthermore, it is evident that other meth-1069

ods do not necessarily benefit from the addition1070

of PGD. While we cannot definitively explain this,1071

we hypothesize that it may be due to the highly ef-1072

fective way in which we employ PGD, leveraging 1073

prior knowledge about the structure of the input, 1074

format, and labels within the context. Our approach 1075

allows us to apply distinct projections to different 1076

components of the context, which we believe sig- 1077

nificantly contributes to the superior performance 1078

of our method. 1079
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