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Abstract

Retrieval-augmented generation (RAG) offers001
an effective approach for addressing question002
answering (QA) tasks. However, the imper-003
fections of the retrievers in RAG models often004
result in the retrieval of irrelevant information,005
which could introduce noises and degrade the006
performance, especially when handling multi-007
hop questions that require multiple steps of rea-008
soning. To enhance the multi-hop reasoning009
ability of RAG models, we propose TRACE1.010
TRACE constructs knowledge-grounded rea-011
soning chains, which are a series of logically012
connected knowledge triples, to identify and in-013
tegrate supporting evidence from the retrieved014
documents for answering questions. Specifi-015
cally, TRACE employs a KG Generator to cre-016
ate a knowledge graph (KG) from the retrieved017
documents, and then uses an Autoregressive018
Reasoning Chain Constructor to build reason-019
ing chains. Experimental results on three multi-020
hop QA datasets show that TRACE achieves021
an average performance improvement of up022
to 14.03% compared to using all the retrieved023
documents. Moreover, the results indicate that024
using reasoning chains as context, rather than025
the entire documents, is often sufficient to cor-026
rectly answer questions.027

1 Introduction028

Retrieval-augmented generation (RAG) models029

have achieved remarkable performance on question030

answering (QA) task (Lewis et al., 2020; Izacard031

et al., 2023; Ram et al., 2023; Lin et al., 2024).032

These models employ a retriever-reader architec-033

ture (Karpukhin et al., 2020). The retriever is used034

to retrieve a set of documents relevant to the ques-035

tions, and the reader generates answers based on036

these documents. Moreover, the reader is often in-037

stantiated with large language models (LLMs) due038

to their powerful in-context learning capabilities,039

leading to superior zero-shot performance. In this040

1Code: https://anonymous.4open.science/r/trace
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Figure 1: TRACE transforms documents into a KG and
constructs reasoning chains to answer the question.

setting, the retrieved documents are prepended to 041

the questions, which is used as input to the LLMs 042

to generate answers (Ram et al., 2023). 043

However, simply prepending all the documents 044

returned by the retriever can result in suboptimal 045

performance. This is because existing retrievers are 046

not perfect and often include irrelevant documents 047

in the retrieved set (Yoran et al., 2024). These irrel- 048

evant documents introduce noises, which can mis- 049

lead the reader and degrade performance (Shi et al., 050

2023a). This issue is particularly problematic when 051

answering multi-hop questions, which involve mul- 052

tiple reasoning steps to obtain the correct answers. 053

Previous study indicates that irrelevant documents 054

can significantly impair the multi-hop reasoning 055

ability of RAG models (Yoran et al., 2024). 056

Therefore, this work focuses on improving the 057

multi-hop reasoning capability of RAG models by 058

enhancing their ability to identify and integrate 059

supporting evidence within documents. The sup- 060

porting evidence refers to the information within 061

documents that directly contributes to answering 062

the questions (Ramesh et al., 2023). To this end, we 063

propose TRACE, which consTructs knowledge- 064

grounded ReAsoning Chains to identify and in- 065

tegrate supporting Evidence from multiple docu- 066

ments. Figure 1 provides an illustration of TRACE. 067

Specifically, in order to identify supporting evi- 068

dence, TRACE first transforms the retrieved docu- 069
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ments into a knowledge graph (KG), i.e., a set of070

knowledge triples in the form of ⟨head entity, rela-071

tion, tail entity⟩ that describe relationships between072

entities. This is achieved by using in-context learn-073

ing to prompt an LLM instructed as a KG Genera-074

tor to generate knowledge triples from the retrieved075

documents. The motivation for converting docu-076

ments into a KG is that, compared with sentences077

or documents, which contain multiple pieces of in-078

formation, knowledge triples offer a finer-grained079

and more concise way to express knowledge, where080

each triple only conveys a single piece of factual081

knowledge. Leveraging KG triples can reduce the082

impact of irrelevant data when identifying support-083

ing evidence (Sanmartin, 2024), leading to more084

accurate identification of relevant information. For085

example, the sentence “Albert Einstein (14 March086

1879-18 April 1955) was a German-born theoret-087

ical physicist.” contains multiple pieces of infor-088

mation about Albert Einstein, including his birth089

and death days, nationality, and profession. One of090

the triples generated from this sentence could be091

“⟨Albert Einstein, date of birth, 14 March 1879⟩”,092

which decouples the birthday information from the093

sentence. This finer granularity helps in minimis-094

ing the inclusion of irrelevant information, making095

it easier to identify supporting evidence when an-096

swering questions related to Einstein’s birthday.097

Notably, the generation of the KG is independent098

of questions. TRACE next aims to identify and in-099

tegrate supporting evidence from the KG to answer100

multi-hop questions. Specifically, TRACE employs101

an Autoregressive Reasoning Chain Constructor102

to construct reasoning chains from the KG. Each103

reasoning chain comprises several KG triples that104

logically connect pieces of supporting evidence to105

answer the questions. For example, for a multi-hop106

question “When was the father of Albert Einstein107

born?”, “⟨Albert Einstein, father, Hermann Ein-108

stein⟩, ⟨Hermann Einstein, date of birth, 3 July109

1814⟩” is a reasoning chain that provides the neces-110

sary information to answer the question. These rea-111

soning chains facilitate the integration of dispersed112

pieces of supporting evidence, thereby enhancing113

the model’s ability to generate correct answers.114

Moreover, the reasoning chains are constructed115

in an autoregressive manner. At each step, TRACE116

uses in-context learning to prompt the constructor117

to select a triple from the KG based on both the118

question and the previously selected triples. The119

objective is to ensure that the selected triple forms120

a logically coherent reasoning chain with the pre-121

viously selected triples. The autoregressive way 122

of constructing reasoning chains is inspired by hu- 123

man reasoning, where each piece of information is 124

considered in the context of what has already been 125

understood. This step-by-step reasoning approach 126

is particularly suitable for multi-hop questions, as 127

it can trace the logical connections across multiple 128

pieces of evidence, ensuring an accurate inference 129

process. For example, in the previously mentioned 130

multi-hop question, if TRACE has already iden- 131

tified one piece of supporting evidence: ⟨Albert 132

Einstein, father, Hermann Einstein⟩, it can then fo- 133

cus on finding the next relevant piece of evidence, 134

i.e., ⟨Hermann Einstein, date of birth, 3 July 1814⟩. 135

Consequently, compared to vanilla RAG models, 136

TRACE creates a KG from the retrieved documents 137

and constructs reasoning chains from the KG in an 138

autoregressive manner to identify and integrate sup- 139

porting evidence. Given the reasoning chains, the 140

TRACE reader either directly uses them as con- 141

text to generate the answer (TRACE-Triple), or 142

use them to identify a subset of documents that are 143

useful for answering the question (TRACE-Doc). 144

We conduct experiments on three multi-hop QA 145

datasets in a zero-shot setting and the results show 146

that, compared to using all the retrieved documents, 147

TRACE-Triple and TRACE-Doc achieve average 148

improvements of 14.03% and 13.46% in terms of 149

Exact Match (EM), respectively. Moreover, our re- 150

sults indicate that, in the RAG setting, constructing 151

more condensed reasoning chains (i.e., KG triples) 152

from the retrieved documents as context, rather 153

than using the entire documents, is often sufficient 154

to correctly answer questions. 155

Our contributions are summarised as follows: 156

(1) We propose TRACE, which builds knowledge- 157

grounded reasoning chains to enhance the multi- 158

hop reasoning ability of RAG models; (2) We pro- 159

pose an autoregressive method to construct reason- 160

ing chains to identify and integrate supporting evi- 161

dence; (3) Experimental results on three multi-hop 162

QA datasets show that TRACE achieves average 163

improvement of up to 14.03% in terms of EM com- 164

pared to using all the retrieved documents. 165

2 Problem Formulation 166

This work focuses on tackling multi-hop questions. 167

We denote a multi-hop question and its answer as 168

q and a, respectively. Each question is associated 169

with a set of N documents: Dq = {d1, d2, . . . dN}, 170

which are obtained with a retriever model. Follow- 171
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ing previous work (Trivedi et al., 2023), the docu-172

ments are often retrieved from Wikipedia, where173

each document comprises a title and a text. Given174

the question q and the document set Dq, the goal is175

to correctly generate the answer a.176

3 TRACE177

This section begins by outlining the overall frame-178

work of TRACE in § 3.1. Next, we delve into the179

details of each component in the following sections:180

KG generator in § 3.2, reasoning chain constructor181

in § 3.3 and finally, answer generation in § 3.4.182

3.1 Overall Framework183

Figure 2 provides an overview of TRACE. Given184

a multi-hop question q and a set of documents Dq,185

TRACE follows these steps to generate the answer:186

(1) KG Generation: TRACE first leverages a KG187

generator to create a KG from Dq, i.e., generat-188

ing a set of knowledge triples in the form of ⟨head189

entity, relation, tail entity⟩; (2) Reasoning Chain190

Construction: Next, it uses an autoregressive rea-191

soning chain constructor to construct reasoning192

chains (paths)2 from the KG; (3) Answer Gener-193

ation: Finally, TRACE generates the answer by194

either using the reasoning chains directly as con-195

text or leveraging the chains to further retrieve their196

original context documents (see § 3.4 for details).197

Specifically, TRACE can be considered as:198

p(a|q,Dq) ∼ p(a|q, z,Dq) · p(z|q,Gq) · p(Gq|Dq), (1)199

where p(Gq|Dq) denotes the KG generator for creat-200

ing the KG Gq, p(z|q,Gq) represents the reasoning201

chain constructor for building the reasoning chain202

z, which consists of a series of logically connected203

KG triples, and p(a|q, z,Gq) denotes the reader204

that generates the answer. In the following, we205

introduce the details of each component.206

3.2 KG Generator207

To mitigate the impact of irrelevant data when iden-208

tifying supporting evidence, TRACE employs a KG209

generator p(Gq|Dq) to create a KG from Dq. Fol-210

lowing the recent practice of generating KGs with211

LLMs (Wei et al., 2023; Zhang and Soh, 2024), we212

use in-context learning (Wei et al., 2022) to prompt213

an LLM instructed as a KG generator to generate214

KG triples from the documents Dq. A straightfor-215

ward approach is to concatenate all the documents216

2We use reasoning chain and reasoning path to denote the
same concept, with reasoning path being a commonly used
term in the KG reasoning domain (Zhang et al., 2022).

within Dq as inputs and prompt the LLM to gen- 217

erate KG triples. However, this approach may suf- 218

fer from the “lost-in-the-middle” issue (Liu et al., 219

2024), where the LLM ignores information from 220

documents placed within the long input. Therefore, 221

TRACE independently generates KG triples for 222

each document and constructs relationships across 223

documents by common entities shared among these 224

documents. This approach not only mitigates the 225

lost-in-the-middle issue but also allows for offline 226

precomputation of KG triples for all the documents. 227

The prompt used by the KG generator to gener- 228

ate KG triples from a document is detailed in Ap- 229

pendix B.1. In particular, since this work focuses 230

on documents retrieved from Wikipedia3, which 231

consist of a title and a text, we consider the title as 232

an entity and instruct the KG generator to jointly 233

recognise the entities within the text and infer their 234

relationships with the title entity. This approach 235

leverages the natural relevance between the title 236

and the text, as entities within the text are more 237

likely to have meaningful relationships with the 238

title. Our empirical findings show that this KG gen- 239

eration approach yields satisfactory performance. 240

3.3 Reasoning Chain Constructor 241

Given the generated KG Gq, TRACE next employs 242

a reasoning chain constructor p(z|q,Gq) to identify 243

and integrate supporting evidence by constructing 244

reasoning chains in an autoregressive manner: 245

p(z|q,Gq) =

L∏
i=1

p(zi|q, z<i, Ĝi), (2) 246

Ĝi = f(q, z<i,Gq), ∀i = 1, . . . , L, (3) 247

where L denotes the maximum length of reasoning 248

chains, zi denotes the i-th triple in the reasoning 249

chains, z<i represents all the triples preceding the i- 250

th triple, and Ĝi denotes the candidate triples from 251

which the i-th triple is chosen. Specifically, at 252

each i-th step, the constructor first employs a triple 253

ranker f(q, z<i,Gq) to obtain a set of candidate 254

triples Ĝi from Gq, and then uses a triple selector 255

p(zi|q, z<i, Ĝi) to select the i-th triple from the 256

candidate set. Therefore, the reasoning chains are 257

constructed by selecting triples one by one from 258

the KG. We next introduce the details of the triple 259

ranker and the triple selector at each i-th step. 260

Triple Ranker. At each i-th step, triple ranker aims 261

to select a subset of candidate triples from Gq that 262

3For documents retrieved from other sources, one can de-
sign specific prompts to optimise the KG generation process.
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Hermann Einstein, a salesman and engineer....

Documents 

...KG
Generator

Albert Einstein

3 July 1814

Hermann
Einstein14 March 1879

date of birth

date of birth

father

...

Question : When was the father of Albert Einstein born?

Title: Hermann Einstein
Text: Hermann Einstein was born in Buchau to Abraham
Einstein and Helene Moos  (3 July 1814 – 20 August 1887)

Triple Ranker

Triple Ranker

Top-  Candidate
Triples 

Albert Einstein, father,
Hermann Einstein

Triple Selector Top-  Candidate
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reasoning path capable of answering a specific
question...Please only output the choice for
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 ... 
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The -th triple in the reasoning path is selected as: 
existing knowledge triples: ....
question: when was the father of Albert Einstein
born?
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A. no need for additional knowledge triples 
B.  Albert Einstein, father, Hermann Einstein 
C.  Albert Einstein, date of birth, 14 March 1879 
D.  Albert Einstein, place of birth, Ulm 
the next possible triple is: 
 

Triple Selector 

Prompt: 
Given a title and a text, extract all the knowledge
triples in the form of title, relation, tail entity ...
Demonstrations: ... 
Input: 
Title: Albert Einstein
Text: Albert Einstein was born in Ulm, his parents
were Hermann Einstein, a salesman ...
Knowledge Triples: 
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2. Reasoning Chain Constructor 
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Step-2: 
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...
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Figure 2: Overview of TRACE. Given a multi-hop question and the retrieved documents, TRACE first uses a KG
generator to create a KG based on the documents. It then employs an autoregressive reasoning chain constructor to
build reasoning chains from the KG, which are subsequently passed to a reader to generate the answer.

are relevant to q and z<i. The triple ranker is im-263

plemented with a bi-encoder model Enc(·). Specif-264

ically, the triple ranker considers the concatenation265

of the question q and the previously selected triples266

z<i as the query. It then independently encodes the267

query and all the triples within Gq as:268

qi = Enc(q, z<i), tj = Enc(tj), ∀tj ∈ Gq, (4)269

where qi denotes the query embedding and tj is the270

embedding of a triple tj within Gq. Subsequently,271

the triple ranker uses the inner product, i.e., q⊤i tj ,272

to estimate the relevance of a triple to the query and273

selects the top-K4 triples with the highest relevance274

as the candidate triples for the i-th step, i.e., Ĝi.275

Triple Selector. At each i-th step, triple selector276

aims to select a triple from the candidate set Ĝi277

to form a coherent reasoning chain with existing278

triples (z<i). We use in-context learning to prompt279

an LLM instructed as the triple selector to select280

the triple. In particular, we formulate this task as a281

multiple-choice task, where each candidate triple282

is formatted as an option, e.g., “B. ⟨Albert Einstein,283

father, Hermann Einstein⟩”. This multiple-choice284

task formulation can mitigate the hallucination of285

the LLM, as all the selected triples are grounded in286

the KG. Given the question, the previously selected287

triples and a list of options, the triple selector is288

instructed to output a single token representing the289

option of the selected triple, e.g., “B”. Additionally,290

we introduce a special “A” option for the chain291

termination strategy, which will be introduced later.292

4The analyses of the effects of K are in Appendix D.6.

The prompt used by the triple selector to select the 293

i-th triple is detailed in Appendix B.2. 294

Moreover, at each i-th step, we use the logits of 295

the option tokens, which are output by the triple 296

selector, to define a distribution for the i-th triple5: 297

p(zi|q, z<i, Ĝi) = Softmax(l(c1), . . . , l(cK)), (5) 298

where c1 and cK represent option tokens and l(·) 299

denotes the logit of the corresponding option token. 300

For example, if there are two candidate triples for 301

the i-th step: “B. ⟨Hermann Einstein, date of birth, 302

3 July 1814⟩, C. ⟨Albert Einstein, born, 14 March 303

1879⟩”, we use the logits of the tokens “B” and “C” 304

to obtain the distribution for the i-th triple. 305

Chain Construction. With the triple distributions 306

at all steps, we use beam search to generate R rea- 307

soning chains. At each step of the beam search, we 308

select the top-b triples with the highest probabil- 309

ity, as we empirically found that this approach can 310

achieve satisfactory performance. The pseudo code 311

and computational complexity analysis of reason- 312

ing chain construction process are in Appendix A. 313

Moreover, considering that different multi-hop 314

questions may require a varying number of triples 315

in the reasoning chains, we introduce a special op- 316

tion at each step of the reasoning chain generation 317

process: “A. no need for additional triples”. This 318

option indicates that previously selected triples are 319

sufficient to answer the question, and no additional 320

triples are needed. Once the triple selector chooses 321

5We found that calculating the triple distribution at each
step and using beam search to generate multiple reasoning
chains performs better than selecting one triple at each step,
which results in only one reasoning chain (see Appendix D.5).
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this option, the generation of the current reasoning322

chain is terminated. We refer to this approach as323

the adaptive chain termination strategy. Our em-324

pirical results show that this strategy significantly325

improves the performance compared to using fixed-326

length reasoning chains (see Appendix D.7).327

3.4 Answer Generation328

Finally, TRACE leverages a reader to generate the329

answer, i.e., p(a|q, z,Dq). We propose two meth-330

ods to use the reasoning chains for generating the331

answer. In the first method, termed TRACE-Triple,332

we directly use the reasoning chains as context to333

generate the answer. The second method, termed334

TRACE-Doc, uses the triples within the reasoning335

chains to retrieve their original documents from Dq336

and then uses these documents as the context to gen-337

erate the answer. For both methods, we found that338

the ordering of the input context is important for the339

answer generation performance. The constructed340

reasoning chains naturally present an ideal order341

of the triples, therefore TRACE-Triple directly con-342

catenate these triples as the input context, achiev-343

ing satisfactory performance. However, multiple344

triples from the reasoning chains could appear in345

a single document, requiring an alternative order-346

ing method for the retrieved documents in TRACE-347

Doc. In practice, we found that a majority voting348

approach achieves satisfactory results. Specifically,349

each triple in the reasoning chains casts a vote for350

the document from which the triple is generated.351

We aggregate all the votes to rank the documents352

in Dq based on the number of votes they receive.353

Documents that receive no votes are filtered out.354

4 Experiments355

4.1 Experimental Setup356

Datasets. We conduct experiments using three357

multi-hop QA datasets: HotPotQA (Yang et al.,358

2018), 2WikiMultiHopQA (Ho et al., 2020) and359

MuSiQue (Trivedi et al., 2022). These datasets360

typically require 2-4 hops of reasoning to answer361

the questions. Each question in HotPotQA, 2Wiki-362

MultiHopQA and MuSiQue is associated with 10,363

10 and 20 documents, respectively, all retrieved364

from Wikipedia. More details and statistics about365

the datasets are provided in Appendix C.1.366

Baselines. Since TRACE builds reasoning chains367

from Dq to enhance RAG models, we mainly com-368

pare it against naive RAG baselines as well as other369

baselines capable of recognising supporting doc-370

uments within Dq: (1) naive baselines: w/o doc- 371

uments, where no documents are used in reader 372

models, w. all documents, where all the docu- 373

ments are used in readers (i.e., the vanilla RAG); 374

(2) bi-encoders: Contriever (Gautier et al., 2022), 375

E5 (Wang et al., 2022), DRAGON+ (Lin et al., 376

2023), E5-Mistral (Wang et al., 2023); (3) cross- 377

encoders: monoT5 (Nogueira et al., 2020), Ran- 378

kLLaMA (Ma et al., 2023), BGE (Xiao et al., 379

2023); (4) chain-of-thought (CoT): IRCoT (Trivedi 380

et al., 2023). Particularly, for bi-encoders and cross- 381

encoders, we use them to rank the documents in 382

Dq based on their estimated relevance scores. The 383

top-M documents are used as context, where M is 384

selected from {1, . . . , N} and set to the number of 385

documents that results in the best performance on 386

the development set of each dataset. For fair com- 387

parisons, both TRACE and baselines use the same 388

reader to generate answers. More details about the 389

baselines are provided in Appendix C.2. 390

Evaluation. To evaluate the QA performance, we 391

follow previous work (Ramesh et al., 2023) and use 392

Exact Match (EM) and F1 as evaluation metrics, 393

which are the standard metrics for these datasets. 394

Implementation Details. LLaMA3-8B-Instruct 395

is used for both the KG generator and the triple 396

selector. We employ e5-mistral-7b-instruct 397

as the triple ranker. The analyses of the generated 398

KGs and reasoning chains are in Appendix C.3. For 399

the reader, we use in-context learning to generate 400

answers in a zero-shot setting (see Appendix B.3), 401

and report the performance of different readers, 402

such as LLaMA3-8B-Instruct, Mistral-7B-v0.1 403

and Gemma-7B. We mainly report the performance 404

using LLaMA3 as the reader unless otherwise 405

stated. Details about prompts and hyperparame- 406

ters can be found in Appendix C.4. 407

4.2 Results and Analysis 408

We provide our main experimental results in this 409

section. Additional results are in Appendix D. 410

(RQ1): How does TRACE perform against the 411

baselines? The QA performance of TRACE and 412

baselines is reported in Table 1, yielding the follow- 413

ing findings: (1) First, TRACE-Triple and TRACE- 414

Doc consistently achieve the best performance on 415

all the datasets, demonstrating the effectiveness 416

of TRACE in multi-hop QA tasks. Compared to 417

the vanilla RAG model (i.e., w. all documents) 418

TRACE-Triple and TRACE-Doc achieve average 419
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Model HotPotQA 2WikiMultiHopQA MuSiQue

# Tok EM F1 # Tok EM F1 # Tok EM F1

LLaMA3 Reader with Context from Naive Baselines
w/o documents 0056 19.28∗ 26.81∗ 0053 19.53∗ 25.11∗ 0057 03.85∗ 08.32∗

w. all documents 1,430 45.40∗ 60.49∗ 1,056 28.35∗ 46.07∗ 2,551 16.14∗ 23.68∗

LLaMA3 Reader with Context from Bi-Encoders
Contriever 1,430 47.10∗ 62.39∗ 0894 28.01∗ 46.41∗ 0767 20.23∗ 27.86∗

DRAGON+ 1,430 46.47∗ 61.52∗ 0900 27.51∗ 46.04∗ 1,387 19.94∗ 27.21∗

E5 0920 47.52∗ 62.96∗ 0633 29.02∗ 46.52∗ 1,079 24.08∗ 31.71∗

E5-Mistral 1,430 48.25∗ 63.72∗ 0639 31.44∗ 48.83∗ 1,099 26.40∗ 33.66∗

LLaMA3 Reader with Context from Cross-Encoders
monoT5 1,430 47.10∗ 62.39∗ 0654 29.84∗ 47.46∗ 1,121 24.12∗ 31.96∗

BGE 1,430 48.40∗ 63.65∗ 0481 32.64∗ 48.93∗ 1,406 25.53∗ 33.27∗

RankLLaMA 1,430 46.41∗ 61.74∗ 0474 32.46∗ 48.19∗ 1,189 23.00∗ 29.89∗

LLaMA3 Reader with Context from Chain-of-Thought Model
IRCoT 0454 50.78∗ 65.65∗ 0553 36.11∗ 52.25∗ 0571 27.40∗ 36.91∗

LLaMA3 Reader with Context from TRACE
TRACE-Triple 0160 53.05∗ 67.32∗ 0164 45.51∗ 56.43∗ 0169 33.43∗ 40.05∗
TRACE-Doc 0357 55.08∗ 69.99∗ 0485 42.74∗ 55.30∗ 0456 32.44∗ 40.03∗

Table 1: Overall performance (%) of TRACE and baselines on the test sets of multi-hop QA datasets, where “#
Tok” is the average number of tokens in the documents/reasoning chains used as context, ∗ indicates p-value < 0.05
compared with IRCoT. The best performance per dataset per metric is marked in boldface.

improvements of 14.03% and 13.46% in terms of420

EM across all datasets, respectively. This supe-421

rior performance is due to TRACE’s ability to ef-422

fectively identify supporting evidence within the423

documents while avoiding the introduction of ir-424

relevant context; (2) Moreover, compared to the425

CoT model IRCoT, the best performing baseline,426

TRACE-Triple and TRACE-Doc achieve signifi-427

cantly better performance, with average improve-428

ments of 5.90% and 5.32% in EM, respectively.429

The suboptimal performance of IRCoT may be430

due to LLMs’ tendency to hallucinate and gener-431

ate inaccurate CoT sentences (Luo et al., 2023).432

In contrast, the KG triples in TRACE’s reason-433

ing chains are grounded in the documents and se-434

lected for their relevance to the questions, ensuring435

a more reliable and accurate reasoning process;436

(3) Furthermore, TRACE-Triple, which only uses437

reasoning chains as context, achieves the best per-438

formance on the 2WikiMultiHopQA and MuSiQue439

datasets, and the second-best performance on the440

HotPotQA dataset in EM. Notably, the reasoning441

chains used by TRACE-Triple contain fewer tokens442

compared to the documents used by other models,443

yet it achieves the best performance in most cases.444

This result indicates that it is unnecessary to use445

all the information within documents; instead, con-446

structing reasoning chains to identify and integrate447

supporting evidence within the documents is often448

sufficient to correctly answer questions.449

Additionally, we report the QA performance of450

TRACE using different reader models. Due to the451

LLaMA3 Mistral Gemma35

40

45

50

55

60

EM
 (%

)

HotPotQA

LLaMA3 Mistral Gemma25

30

35

40

45

50

EM
 (%

)

2WikiMultiHopQA

w. all documents TRACE-Triple TRACE-Doc

Figure 3: Performance of TRACE with different readers
on the test sets of HotPotQA and 2WikiMultiHopQA.

space limit, we provide the EM performance of 452

vanilla RAG (w. all documents) and our models on 453

the HotPotQA and 2WikiMultiHopQA datasets in 454

Figure 3. The complete results for different read- 455

ers are in Appendix D.1. The results in Figure 3 456

indicate that both TRACE-Triple and TRACE-Doc 457

outperform the baseline by a large margin when 458

using different readers, demonstrating that the rea- 459

soning chains generated by TRACE can effectively 460

generalise across various readers. 461

(RQ2): What is the advantage of generating 462

KGs from documents? To investigate the advan- 463

tage of generating KGs, we introduce two variants 464

of TRACE-Triple: w. sentences and w. documents, 465

where the KG generator is removed and the triples 466

are replaced with sentences and documents from 467

Dq, respectively. These sentences or documents 468

are passed to the reasoning chain constructor to 469

build sentence-based or document-based reasoning 470

chains. The QA performance of TRACE-Triple 471

and its variants is reported in Table 2. The results 472
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Model HotPotQA 2WikiMultiHopQA MuSiQue

EM F1 00EM F1 EM F1

TRACE-Triple 67.00∗ 76.16∗ 0066.40∗ 72.52∗ 40.40∗ 46.92∗

Effectiveness of KG Generator
w. sentences 65.60∗ 74.72∗ 0063.40∗ 71.00∗ 35.40∗ 41.95∗

w. documents 65.00∗ 75.93∗ 0058.60∗ 68.87∗ 30.80∗ 35.84∗

Effectiveness of Reasoning Chain Constructor
w. Top-10 Triples 55.40∗ 65.67∗ 0043.80∗ 47.99∗ 30.00∗ 36.44∗

w. Top-20 Triples 59.40∗ 69.84∗ 0048.00∗ 53.12∗ 30.00∗ 36.77∗

w. Top-25 Triples 59.40∗ 70.29∗ 0048.40∗ 54.13∗ 30.60∗ 37.03∗

Effectiveness of Triple Ranker
w/o Triple Ranker 58.40∗ 67.71∗ 0063.40∗ 69.05∗ 26.40∗ 34.55∗

w. DRAGON+ 62.80∗ 72.86∗ 0064.40∗ 70.55∗ 36.30∗ 42.16∗

w. E5 64.00∗ 73.88∗ 0065.20∗ 71.10∗ 36.60∗ 43.18∗

Effectiveness of Triple Selector
w/o Triple Selector 53.80∗ 63.80∗ 0047.00∗ 52.31∗ 26.20∗ 31.24∗

w. Mistral 61.80∗ 71.04∗ 0065.60∗ 72.01∗ 34.60∗ 41.49∗

w. Gemma 59.00∗ 68.52∗ 0063.40∗ 69.26∗ 28.80∗ 35.08∗

Table 2: Performance (%) of TRACE-Triple and its
variants on the development sets of three QA datasets,
where ∗ denotes p<0.05 compared with TRACE-Triple.

show that TRACE-Triple significantly outperforms473

the two variants on all datasets. This is because,474

compared with sentences or documents, KG triples475

provide a finer-grained and more concise way of476

storing knowledge, containing less irrelevant in-477

formation. Therefore, using KG triples to identify478

supporting evidence can mitigate the impact of ir-479

relevant information, improving the accuracy of480

the reasoning process. We conduct the same ex-481

periments on TRACE-Doc. The results are in Ap-482

pendix D.2, which demonstrate similar outcomes.483

(RQ3): Can the reasoning chain constructor484

effectively identify supporting evidence? To in-485

vestigate the effectiveness of the chain construc-486

tor, we introduce a variant of TRACE-Triple: w.487

Top-T Triples, where we remove the constructor488

and directly use E5-Mistral to retrieve the top-T489

most relevant triples from the KG. These triples490

are used in a manner similar to reasoning chains.491

The results of TRACE-Triple and the variants are492

reported in Table 2, which indicate that removing493

the chain constructor significantly degrades the per-494

formance on all the datasets. This is because the495

reasoning chain constructor identifies supporting496

evidence in an autoregressive manner. The previ-497

ously identified supporting evidence provides cues498

for identifying the subsequent evidence, thereby499

facilitating the identification of all the supporting500

evidence and leading to improved performance.501

(RQ4): What are the effects of each component,502

i.e., triple ranker and triple selector, in the rea-503

soning chain constructor? To examine the effec-504

tiveness of the triple ranker, we introduce a vari-505

ant of TRACE-Triple: w/o Triple Ranker, where506
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Figure 4: QA performance (%) and average chain length
of TRACE-Triple under different values of L on the
development sets of HotPotQA and 2WikiMultiHopQA.

the triple ranker is removed and Gq is used as the 507

candidate set. The results in Table 2 indicate that 508

removing the triple ranker significantly degrades 509

the performance on all the datasets. The superior 510

performance of using the triple ranker is due to its 511

ability to identify triples that are relevant to the 512

current context while avoiding the introduction of 513

irrelevant ones. We next examine the impact of 514

different choices for the triple ranker. In addition 515

to the E5-Mistral model used in TRACE-Triple, we 516

also test DRAGON+ and E5 as the triple ranker, 517

which we empirically found to be more effective 518

than other models, denoted as w. DRAGON+ and 519

w. E5, respectively. The results in Table 2 show 520

that different triple rankers impact the final perfor- 521

mance, with E5-Mistral achieving the best results. 522

Moreover, to investigate the effectiveness of the 523

triple selector, we introduce a variant of TRACE- 524

Triple: w/o Triple Selector, where the triple selector 525

is removed and the top-b triples ranked by the triple 526

ranker are used to construct reasoning chains. The 527

results in Table 2 show that removing the triple 528

selector significantly degrades performance on all 529

the datasets, indicating the importance of using the 530

triple selector’s reasoning ability in constructing 531

coherent reasoning chains. We also examine the 532

impact of different choices for the triple selector. 533

In addition to LLaMA3 used in TRACE-Triple, we 534

also use Mistral and Gemma as the triple selector, 535

denoted as w. Mistral and w. Gemma, respectively. 536

The results in Table 2 suggest that different triple 537

selectors also affect the final performance, with 538

LLaMA3 achieving the best performance. 539

(RQ5): How does the maximum chain length 540

L affect the performance? We conduct experi- 541

ments to investigate the effects of the hyperparam- 542

eter L. Specifically, we vary the value of L from 1 543

to 6 and report the corresponding results, including 544

the average chain length and the QA performance. 545
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Question: Are both Blaise Cendrars and Julian Barnes
are a citizen of the same country?
Reasoning Chain: ⟨Blaise Cendrars; nationality; Swiss⟩,
⟨Julian Barnes; nationality; English⟩
Generated Answer: no

Question: What was the occupation of both Christina
Stead and Nuruddin Farah?
Reasoning Chain: ⟨Christina Stead; occupation; novel-
ist and short-story writer⟩, ⟨Nuruddin Farah; occupation;
novelis⟩
Generated Answer: novelist

Question: What is the birth date of this Spanish footballer,
who was added as a holding midfielder in the 2012-13 FC
Bayern Munich season?
Reasoning Chain: ⟨2012–13 FC Bayern Munich season;
new player signed after the first week of the Bundesliga
season; Javi Martínez⟩, ⟨Javi Martínez; date of birth; 2
September 1988⟩
Generated Answer: 2 September 1988

Table 3: Case Study of TRACE on HotPotQA dataset.

Figure 4 shows the results of TRACE-Triple on546

HotPotQA and 2WikiMultiHopQA. The results on547

MuSiQue are in Appendix D.3. The figure shows548

that when increasing L from 1 to 6, the average549

chain length does not increase linearly; instead,550

the growth of the average chain length gradually551

slows down. This is due to the effectiveness of552

our adaptive chain termination strategy in automat-553

ically determining the optimal lengths of reasoning554

chains. Moreover, the figure also shows that as we555

increase L, the QA performance initially increases556

but then decreases after a certain threshold, such as557

4 on HotPotQA. This decline in performance may558

be due to the introduction of irrelevant or redundant559

information in longer reasoning chains, which can560

confuse the reader and degrade the performance.561

Case Study. We conduct a case study to investigate562

the reasoning chains generated by TRACE. Table 3563

shows the reasoning chains and final answers for564

questions on HotPotQA6. These examples demon-565

strate that TRACE can construct effective reason-566

ing chains to answer multi-hop questions. More-567

over, these reasoning chains also provide an in-568

terpretable framework for understanding how the569

model generates its answers, enhancing the trans-570

parency and reliability of the reasoning process.571

5 Related Work572

RAG Models. RAG models have demonstrated im-573

pressive performance in QA tasks (Karpukhin et al.,574

2020; Lewis et al., 2020; Izacard and Grave, 2021;575

Ram et al., 2023; Shi et al., 2023b). Recently, RAG576

6The complete reasoning chains and the identified relevant
documents for these questions can be found in Appendix D.8.

models have been used to address multi-hop ques- 577

tions (Yavuz et al., 2022; Ramesh et al., 2023). For 578

instance, the IRCoT (Trivedi et al., 2023) uses CoT 579

sentences to retrieve documents and generate an- 580

swers. Since the LLMs are prone to hallucinate, the 581

generated CoT sentences may be inaccurate (Luo 582

et al., 2023; Nguyen et al., 2024) and lead to sub- 583

optimal performance. In contrast, our reasoning 584

chains are grounded on the retrieved documents, 585

ensuring a more reliable and accurate reasoning 586

process. Moreover, recent works have shown that 587

the retrieval of irrelevant documents can hinder the 588

performance of RAG models (Petroni et al., 2020; 589

Creswell et al., 2023; Shi et al., 2023a), especially 590

when tackling multi-hop questions (Yoran et al., 591

2024). Previous works require training to mitigate 592

the effects of irrelevant documents (Ramesh et al., 593

2023; Yoran et al., 2024), while our TRACE uses 594

in-context learning and does not require training. 595

RAG Models with KGs. RAG models have been 596

used to address the knowledge graph question an- 597

swering task (Jiang et al., 2023; Luo et al., 2023), 598

where the answers are restricted to be entities in an 599

existing KG, while our work focuses on a more gen- 600

eral setting where the answers can be any words or 601

phrases. Under this setting, there are some works 602

that leverage KGs to enhance RAG models (Min 603

et al., 2019; Zhou et al., 2020; Oguz et al., 2022; 604

Yu et al., 2022; Ju et al., 2022). For example, UniK- 605

QA (Oguz et al., 2022) combine KGs into a corpus 606

for retrieval. However, these works all use infor- 607

mation from existing KGs, such as Wikidata (Vran- 608

dečić and Krötzsch, 2014), while TRACE creates 609

a KG based on the retrieved documents and con- 610

structs reasoning chains for multi-hop reasoning. 611

6 Conclusion 612

This paper proposes TRACE to enhance the multi- 613

hop reasoning ability of RAG models. Specifically, 614

TRACE employs a KG generator to create a KG 615

from the retrieved documents and then uses an au- 616

toregressive reasoning chain constructor to build 617

reasoning chains from the KG. Given the reasoning 618

chains, TRACE either directly uses them as con- 619

text to generate answers or uses them to identify a 620

subset of relevant documents. Experimental results 621

on three multi-hop QA datasets show that, com- 622

pared to using all the retrieved documents, TRACE 623

achieves an average performance of up to 14.03% 624

in EM. Moreover, the reasoning chains can effec- 625

tively generalise across various reader models. 626
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Limitations627

We identify the following limitations of our work:628

(1) Since this work focuses on documents retrieved629

from Wikipedia, the KG generator primarily gener-630

ates KG triples between the title and entities within631

the texts, rather than between all possible entities.632

This approach simplifies the task, which would633

otherwise be more challenging, and we defer such634

exploration to future work; (2) Due to the lack of635

annotated data, we are unable to directly and quan-636

titatively evaluate the quality the generated KG637

triples and the constructed reasoning chains. In-638

stead, we assess their performance through the final639

QA performance. Moreover, we provide the statis-640

tics of the generated KGs and reasoning chains, as641

well as some qualitative results in Appendix C.3642

to offer some insights into their structure and ef-643

fectiveness. We consider improving the evaluation644

methods for these two modules as one of our fu-645

ture work directions; (3) In the reasoning chain646

constructor, TRACE requires access to the logits647

of the triple selector to define a triple distribution.648

However, this may not be feasible when using a649

black-box LLM as the triple selector. In such cases,650

TRACE can use the option token output by the651

triple selector to select one triple at each step, lead-652

ing to a single reasoning chain.653
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A Reasoning Chain Construction868

Algorithm and Complexity Analysis869

The algorithm for the reasoning chain construction870

process is detailed in Algorithm 1, which illustrates871

the construction of R reasoning chains from a set of872

documents Dq to answer a question q. For clarity,873

we omit the “adaptive chain termination” strategy874

in the algorithm. However, it can be easily incorpo-875

rated into the algorithm if needed.876

The computational complexity of constructing877

the reasoning chains is O(N + LR), where N is878

the number of documents in Dq and L denotes the879

length of the reasoning chains. This complexity ap-880

plies when the adaptive chain termination strategy881

is not used. Incorporating this strategy can improve882

the actual efficiency further.883

B Prompts884

In this section, we present the prompts used in our885

TRACE. Specifically, the prompt for generating886

KG triples is detailed in § B.1, the prompt for the887

triple selector is outlined in § B.2, and the prompt888

for generating answers in the reader is introduced889

in § B.3. Finally, we provide some examples of890

demonstrations in § B.4.891

B.1 Prompt for Generating KG Triples892

The KG generator independently generates KG893

triples for each document within Dq. The prompt894

used for the KG generator to generate KG triples895

from a document is provided in Figure 5. Specifi- 896

cally, the prompt comprises three parts: instruction, 897

demonstrations and input document. The instruc- 898

tion defines the task of generating KG triples from 899

a document. The demonstrations are examples of 900

documents and their corresponding KG triples. The 901

input document is the document from which we 902

expect the KG generator to generate KG triples. 903

The output of the KG generator is all the possible 904

KG triples identified within the input document. 905

B.2 Prompt for Triple Selector 906

The triple selector aims to select a triple one by one 907

to construct reasoning chains. The prompt used 908

by the triple selector to select the i-th triple is pro- 909

vided in Figure 6. Specifically, the prompt consists 910

of three parts: instruction, demonstrations and in- 911

puts. The instruction defines the task of selecting 912

a triple to form coherent reasoning chains. The 913

demonstrations are examples of complete reason- 914

ing chains and how the i-th triples in these chains 915

are selected. The inputs consist of the question q, 916

existing knowledge triples z<i and the candidate 917

set Ĝi. Moreover, the triple selector is instructed to 918

output only the option of the selected triples, such 919

as “A”, “B”, ect. 920

B.3 Prompt for Generating Answers 921

In our experiments, we use in-context learning to 922

prompt the reader to generate answers in a zero- 923

shot setting. The prompt used for the answer gener- 924

ation is provided in Figure 7. Moreover, the reader 925

is instructed to output only the answer to the ques- 926

tion based on the given context, such as reasoning 927

chains or documents. 928

B.4 Examples of Labeled Data for KG 929

Generator and Triple Selector 930

The examples of labelled data for the KG generator 931

and the triple selector are provided in Table 10 and 932

Table 11, respectively. 933

C Experimental Details 934

Due to the space limit, we provide additional ex- 935

perimental details in this section, which are com- 936

plementary to § 4.1 in the main text. Specifically, 937

we introduce further details about the documents 938

and the data splits of the experimental datasets in 939

§ C.1. We then detail the specific parameterisations 940

of the baselines in § C.2. Moreover, we provide 941

the statistics and analyses of the generated KGs 942

and reasoning chains in § C.3. Finally, we include 943
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Algorithm 1: Knowledge Triple-Grounded Reasoning Chains Construction of TRACE.
Input :question q, a set of retrieved documents Dq = {d1, d2, . . . , dN}, maximum reasoning

chain length L, number of candidate triples K, number of reasoning chains R
1 /* Part I: Knowledge Graph Generation. */
2 Gq = {}; # Initialise KG
3 for di ∈ Dq do
4 Gq,di = KG_Generator(di);
5 Gq = Gq.add(Gq,di);

6 /* Part II: Reasoning Chain Construction. */
7 z =[[] for _ in range(R)]; c =[[q] for _ in range(R)]; s =[[1.0] for _ in range(R)];
8 for i = 1, 2, . . . , L do
9 c_z, c_c, c_s =[], [], [];

10 for r = 1, 2, . . . , R do
11 Ĝi = Triple_Scorer(c[r],Gq,K);
12 p(zi|q, z<i, Ĝi) = Triple_Selector(c[r], Ĝi);
13 for zi,j ∈ argmaxb(p(zi|q, z<i, Ĝi)) do
14 c_z.append(z[r] + [zi,j]);
15 c_c.append(c[r] + [zi,j]);
16 c_s.append(s[r]∗p(zi = zi,j |q, z<i, Ĝi));

17 indices = argmaxR(c_s); z = c_z[indices]; c = c_c[indices];
Output :Reasoning Chains z.

Model Huggingface Checkpoint

Contriever contriever
DRAGON+ dragon-plus

E5 e5-large-v2
E5-Mistral e5-mistral-7b-instruct
monoT5 monot5-large-msmarco

BGE bge-reranker-large
RankLLaMA rankllama-v1-7b-lora-passage

Table 4: The specific retrieval models used in our exper-
iments.

additional implementation details, such as prompt944

demonstrations and hyperparameters, in § C.4.945

C.1 Datasets946

We use three multi-hop QA datasets: HotPotQA,947

2WikiMultiHopQA, and MuSiQue. Each question948

in these datasets is provided with a set of docu-949

ments retrieved from Wikipedia, which include950

both relevant and irrelevant documents. These951

documents are randomly shuffled in the original952

datasets. Additionally, the datasets provide anno-953

tations indicating which documents are relevant954

to each question. Since TRACE aims to iden-955

tify supporting evidence within the retrieved docu-956

ments, we directly use these documents as inputs957

and perform multi-hop reasoning over these doc-958

uments to generate answers. Since the test sets 959

of these datasets are not publicly available, we 960

follow Ramesh et al. (2023) and report the perfor- 961

mance on the original development sets, which con- 962

tain 7,405 questions for HotPotQA, 12,576 ques- 963

tions for 2WikiMultiHopQA, and 2,417 questions 964

for MuSiQue. We randomly sample 500 questions 965

from the training set of each dataset to create our 966

development sets for hyperparameter tuning. 967

C.2 Baselines 968

In order to evaluate the effectiveness of TRACE in 969

identifying supporting evidence, we mainly com- 970

pare with baselines that use different methods to 971

identify relevant documents from the document set 972

Gq. Once the relevant documents are obtained, they 973

are used as input to the same reader as TRACE to 974

generate answers. Specifically, we compare with 975

baselines from the following categories: 976

w/o documents: In this baseline, we remove all the 977

documents and use only the questions as inputs for 978

the reader to generate answers. 979

w. all documents: In this baseline, we use both the 980

questions and all the documents as inputs for the 981

reader (i.e., the vanilla RAG). Note that the docu- 982

ments provided by the datasets, i.e., Gq, are already 983
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Instruction:
Given a title and a text, extract all the knowledge triples in the form of ⟨title; relation; tail entity⟩, where title is the
provided title, tail entity is a phrase in the text and relation denotes a description of the relation between the title and the
tail entity.

Demonstrations:
Title: Albert Einstein
Text: Albert Einstein (14 March 1879-18 April 1955) was a German-born theoretical physicist.
Knowledge Triples:
⟨Albert Einstein; date of birth; 14 March 1879⟩
⟨Albert Einstein; date of death; 18 April 1955⟩
⟨Albert Einstein; place of birth; German⟩
⟨Albert Einstein; occupation; theoretical physicist⟩
. . .

Input Document:
Title: Kelie McIver
Text: Kelie McIver is a Kansas-born actress and singer who has played classical stage roles such as Lady Macbeth and
Nurse in “Romeo & Juliet” for Kingsmen Shakespeare Festival.
Knowledge Triples:

Figure 5: Prompt for generating knowledge triples from a document.

Instruction:
Select the next knowledge triple that extends an existing set of knowledge triples to form a coherent reasoning path
capable of answering a specified question. If the current reasoning path is sufficient to answer the question, simply output
A. Please only output the choice for the next knowledge triple.

The following are some examples of coherent reasoning paths capable of answering the specified question and how the
l-th knowledge triples in these paths are selected:

Demonstrations:
coherent reasoning path: ⟨A Girl’s Gotta Do (What a Girl’s Gotta Do); artist; American country music artist Mindy
McCready⟩, ⟨Mindy McCready; fifth album; I’m Still Here⟩
question: What is the 5th studio album released by the singer of "A Girl’s Gotta Do (What a Girl’s Gotta Do)"?

The l-th triple in the reasoning path is selected as:
existing knowledge triples: [Previously selected triples in the form of ⟨·⟩, ⟨·⟩, . . . ]
question: What is the 5th studio album released by the singer of "A Girl’s Gotta Do (What a Girl’s Gotta Do)"?
candidate knowledge triples:
A. no need for additional knowledge triples
B. ⟨A Girl’s Gotta Do (What a Girl’s Gotta Do); artist; American country music artist Mindy McCready⟩
C. ⟨A Girl’s Gotta Do (What a Girl’s Gotta Do); release date; February 1997⟩
D. ⟨Ten Thousand Angels; fourth single; "A Girl’s Gotta Do (What a Girl’s Gotta Do)"⟩
E. ⟨A Girl’s Gotta Do (What a Girl’s Gotta Do); songwriters; Robert Byrne and Rick Bowles⟩
the next possible triple is:B
. . .

Input Document:
The l-th triple in the reasoning path is selected as:
existing knowledge triples: [Previously selected triples in the form of ⟨·⟩, ⟨·⟩, . . . ]
question: Are Ellen Glasgow and Günter Grass both novelists?
candidate knowledge triples:
A. no need for additional knowledge triples
B. ⟨Ellen Glasgow; occupation; novelist⟩
C. ⟨Virginia (novel); author; Ellen Glasgow⟩
D. ⟨Ellen Glasgow; full name; Ellen Anderson Gholson Glasgow⟩
E. ⟨Günter Grass; occupation; novelist, poet, playwright, illustrator, graphic artist, sculptor⟩
the next possible triple is:

Figure 6: Prompt for selecting the i-th triples of the reasoning chains.

randomly shuffled. We do not perform any ranking984

on these documents; instead, we directly concate-985

nate all the documents in their original order.986

bi-encoders/cross-encoders: To identify relevant 987

documents within Gq with retrieval models, such 988

as bi-encoders and cross-encoders, we use these 989
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Instruction:
Given some contexts and a question, please only output the answer to the question.
context:
... (reasoning chains / documents)
the correct answer is:

Figure 7: Prompt for generating answers to the questions based on given context.

HotPotQA 2WikiMultiHopQA MuSiQue

Dev. Test 00Dev. Test Dev. Test

Statistics of Multi-Hop QA datasets
# Questions 500 7,405 00500 12,576 500 2,417
# Documents per Question 10 10 0010 10 20 20
Avg. Document Error Rate (%) 79.52 79.66 0075.68 75.62 88.19 86.74

Statistics of the Generated KG
Avg. # Entities per Question 83.21 83.63 0065.67 71.21 159.87 164.03
Avg. # Triples per Question 79.06 79.04 0062.75 67.46 150.53 154.70
Avg. Density per Question (%) 1.23 1.20 001.57 1.42 0.61 0.59

Statistics of the Constructed Reasoning Chains
Avg. Reasoning Chain Length 3.15 3.16 003.14 3.36 3.14 3.17
Avg. # Relevant Documents per Question 2.63 2.57 002.73 2.82 2.70 2.84
Avg. Document Error Rate (%) 22.78 21.06 0012.64 14.82 28.48 29.76

Table 5: Statistics of the generated KGs and reasoning chains, where “Avg. # Relevant Documents per Question”
denotes the average number of relevant documents identified with reasoning chains and “Avg. Document Error rate
(%)” denotes the average percentage of documents that are irrelevant to the questions.

Model HotPotQA 2WikiMultiHopQA MuSiQue

EM F1 00EM F1 EM F1

TRACE-Doc 69.20∗ 78.46∗ 0068.00∗ 75.96∗ 41.00∗ 47.09∗

Effectiveness of KG Generator
w. sentences 67.20∗ 77.56∗ 0065.00∗ 73.06∗ 33.60∗ 39.62∗

w. documents 66.20∗ 76.73∗ 0057.60∗ 67.83∗ 30.80∗ 36.13∗

Effectiveness of Reasoning Chain Constructor
w. Top-10 Triples 63.80∗ 73.30∗ 0049.80∗ 56.27∗ 32.40∗ 38.11∗

w. Top-20 Triples 62.60∗ 73.60∗ 0052.40∗ 59.97∗ 30.80∗ 37.48∗

Effectiveness of Triple Ranker
w/o Triple Ranker 63.40∗ 73.79∗ 0062.20∗ 71.59∗ 29.40∗ 35.18∗

w. DRAGON+ 64.60∗ 74.92∗ 0065.00∗ 73.67∗ 36.20∗ 41.76∗

w. E5 67.80∗ 77.82∗ 0067.20∗ 75.27∗ 39.00∗ 45.96∗

Effectiveness of Triple Selector
w/o Triple Selector 59.80∗ 69.38∗ 0049.20∗ 55.39∗ 30.00∗ 35.56∗

w. Mistral 64.40∗ 74.91∗ 0065.60∗ 74.13∗ 35.60∗ 42.65∗

w. Gemma 63.60∗ 72.49∗ 0063.80∗ 72.13∗ 31.00∗ 37.17∗

Table 6: Performance (%) of TRACE-Doc and its vari-
ants on the development sets of three QA datasets, where
∗ denotes p<0.05 compared with TRACE-Doc.

models to estimate the relevance scores between a990

question and all the documents within Gq. We then991

rank these documents in descending order based on992

the estimated relevance scores. The top-M docu-993

ments are considered relevant and used as inputs for994

the reader, where M is selected from {1, 2, . . . , N}995

and is set to the number of documents that results996

in the best performance of the reader on the devel-997

opment set of each dataset. The checkpoints we998

use for different retrieval models are in Table 4.999

IRCoT: IRCoT was originally proposed to lever- 1000

age chain-of-thought (CoT) sentences for both doc- 1001

ument retrieval and answer generation. Here, we 1002

use it solely to retrieve relevant documents from 1003

Gq. For a fair comparison with TRACE, we use 1004

the same LLaMA3-8B-Instruct model to generate 1005

CoT sentences. Following the original methodol- 1006

ogy, we alternate between CoT sentence generation 1007

and document retrieval to retrieve a set of relevant 1008

documents. The resulting documents are used as 1009

input to the reader to generate answers. 1010

C.3 Statistics and Analyses of the Generated 1011

KGs and Reasoning Chains 1012

The statistics of the generated KGs and reasoning 1013

chains for our experimental datasets are provided 1014

in Table 5. Specifically, we report the average num- 1015

ber of entities and triples, as well as the average 1016

density in the KGs. For example, in the test set 1017

of the HotPotQA dataset, the average number of 1018

entities and triples is 83.21 and 79.06, respectively. 1019

The corresponding average density is 1.20%, indi- 1020

cating that the KGs are highly sparse. The same 1021

results can also be observed in other datasets. This 1022

is because it is challenging to infer relationships 1023

between entities from different documents, or there 1024

may be no meaningful relationships between these 1025
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entities, resulting in fewer connections and a lower1026

overall density in the KGs.1027

Moreover, the results in Table 5 show that the av-1028

erage length of reasoning chains is relatively small,1029

approximately 3 across all datasets. Leveraging1030

these reasoning chains to identify a subset of rel-1031

evant documents from Dq results in an average of1032

around 2.6 documents across all datasets. Despite1033

the small number of documents, the error rates of1034

these documents are significantly lower than those1035

of the original documents Dq, e.g., 21.06% v.s.1036

79.66% on the test set of HotPotQA. These results1037

demonstrate the effectiveness of leveraging reason-1038

ing chains to identify a subset of relevant docu-1039

ments from Dq while avoiding the introduction of1040

irrelevant ones. This can also explain the superior1041

performance of TRACE-Doc over the vanilla RAG1042

model, as the documents identified by TRACE-Doc1043

contain significantly less noise.1044

Furthermore, due to the lack of annotated data,1045

we are unable to quantitatively evaluate the effec-1046

tiveness of the generated KGs and reasoning chains.1047

Instead, we provide some qualitative results to as-1048

sess their performance. Particularly, we provide1049

some examples of the generated KGs and reason-1050

ing chains on HotPotQA dataset in Table 12 and1051

Table 13, respectively. The results in Table 12 show1052

that our KG generate can produce high-quality1053

knowledge triples. Moreover, almost all the gen-1054

erated knowledge triples are grounded in the doc-1055

uments, with minimal instances of hallucinations.1056

This reliable grounding serves as a solid founda-1057

tion for the subsequent reasoning, ensuring the ac-1058

curacy and effectiveness of the reasoning process.1059

Additionally, detailed analyses of the generated1060

reasoning chains can be found in § D.8.1061

C.4 Additional Implementation Details1062

We conduct experiments in a zero-shot setting. The1063

context, such as reasoning chains or documents, is1064

prepended to questions, which are then passed to1065

the reader for answer generation. We use greedy1066

decoding to generate answers in the reader.1067

Moreover, to obtain demonstrations for the KG1068

generator, we manually label 50 documents from1069

the training set of each dataset. Examples of the1070

labelled data are provided in Appendix B.4. The1071

complete labelled data for each dataset are avail-1072

able in our Github repository. Following previous1073

works (Rubin et al., 2022; Li et al., 2023), we use1074

E5-Mistral to retrieve the top three most similar1075

documents from the labelled set as demonstrations1076

when generating the KG for a document. Simi- 1077

larly, for the reasoning chain constructor, we man- 1078

ually label 20 questions from the training set of 1079

each dataset. The demonstrations for the reasoning 1080

chain constructor are obtained in a similar manner 1081

to the KG generator, using E5-Mistral to retrieve 1082

the top three most similar questions from the la- 1083

belled set as the demonstrations. We empirically 1084

verify the effectiveness of the demonstrations in 1085

Appendix D.4. 1086

Furthermore, throughout the experiments, we set 1087

the maximum reasoning chain length L as 4, the 1088

number of reasoning chains R as 5 and the number 1089

of beams b as 5. The number of candidate triples 1090

K is chosen from {15, 20, 25, 30} to achieve the 1091

best performance on the development set. 1092

D Additional Experimental Results and 1093

Analysis 1094

In this section, we first introduce the overall perfor- 1095

mance of TRACE using different readers in § D.1. 1096

We then introduce the ablation studies for TRACE- 1097

Doc in § D.2 and the effects of maximum chain 1098

length L on the MuSiQue dataset in § D.3. Subse- 1099

quently, we investigate the effects of the demonstra- 1100

tions, the effects of the number of reasoning chains 1101

R and the effects of the number of candidate triples 1102

in § D.4, § D.5 and § D.6, respectively. In addition, 1103

we examine the effectiveness of the adaptive chain 1104

termination strategy in § D.7. Finally, we provide 1105

the results and analyses of the case study in § D.8. 1106

D.1 Overall performance of TRACE using 1107

Different Readers 1108

In order to examine the generalisation of reasoning 1109

chains, we report the performance of TRACE and 1110

baselines using different readers. Specifically, we 1111

leverage Mistral-7B-v0.1 and Gemma-7B as the 1112

readers and report the corresponding performance 1113

in Table 7 and Table 8, respectively. The results 1114

are similar to those obtained using LLaMA3 as 1115

the reader, demonstrating that the reasoning chains 1116

constructed by TRACE can effectively generalise 1117

across different readers. This consistency across 1118

various readers indicates the robustness of TRACE 1119

in producing reasoning chains that are not tailored 1120

to a specific model but are broadly applicable. 1121

D.2 Ablation Studies on TRACE-Doc 1122

In the main text, we provide ablation study results 1123

for TRACE-Triple to verify the effectiveness of 1124
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Model
HotPotQA 2WikiMultiHopQA MuSiQue

# Tok EM F1 # Tok EM F1 # Tok EM F1

Mistral Reader with Context from Naive Baselines
w/o documents 0046 21.20∗ 28.68∗ 0042 23.61∗ 27.20∗ 0046 ∗4.22∗ ∗8.85∗

w. all documents 1,627 39.61∗ 52.46∗ 1,190 30.42∗ 37.93∗ 2,913 13.82∗ 20.02∗

Mistral Reader with Context from Bi-Encoders
Contriever 1,627 39.69∗ 52.46∗ 1,004 31.72∗ 40.04∗ 0539 17.17∗ 24.32∗

DRAGON+ 1,627 39.59∗ 52.47∗ 0726 32.98∗ 40.98∗ 0520 15.72∗ 23.21∗

E5 0456 44.09∗ 56.91∗ 0486 34.52∗ 42.08∗ 0493 17.25∗ 24.72∗

E5-Mistral 0463 46.95∗ 60.29∗ 0504 35.96∗ 43.89∗ 0508 21.39∗ 28.01∗

Mistral Reader with Context from Cross-Encoders
monoT5 0784 42.16∗ 55.48∗ 0506 35.31∗ 43.31∗ 0506 19.90∗ 27.56∗

BGE 0472 47.40∗ 61.09∗ 0534 35.03∗ 43.49∗ 0525 22.22∗ 30.38∗

RankLLaMA 0484 42.97∗ 55.67∗ 0525 37.11∗ 45.37∗ 0539 18.45∗ 25.92∗

Mistral Reader with Context from Chain-of-Thought Model
IRCoT 0505 48.78∗ 62.36∗ 0616 38.74∗ 47.29∗ 0639 22.84∗ 29.69∗

Mistral Reader with Context from TRACE
TRACE-Triple 0167 50.68∗ 65.49∗ 0170 46.30∗ 55.49∗ 0177 31.86∗ 40.05∗
TRACE-Doc 0395 53.37∗ 67.41∗ 0538 44.90∗ 54.32∗ 0508 30.66∗ 38.22∗

Table 7: Overall performance (%) of TRACE and baselines on the test sets of three multi-hop QA datasets, where
“# Tok” is the average number of tokens in the documents used as context, ∗ indicates p-value <0.05 compared with
IRCoT. The best performance per dataset per metric is marked in boldface.

each component in TRACE, i.e., KG generator, rea-1125

soning chain constructor, triple ranker and triple1126

selector. We further conduct ablation studies on1127

TRACE-Doc to investigate the impacts of these1128

components on the effectiveness of using reason-1129

ing chains to retrieve relevant documents from Dq.1130

These ablation studies are conducted in a manner1131

similar to that of TRACE-Triple, as described in1132

the main text. The experimental results, presented1133

in Table 6, demonstrate consistent findings with the1134

results of TRACE-Triple, highlighting the impor-1135

tance and effectiveness of each component in the1136

overall performance of TRACE.1137

D.3 Effects of Maximum Chain Length L on1138

MuSiQue1139

The experimental results regarding the effects of1140

L on the MuSiQue dataset are presented in Fig-1141

ure 8. These results are consistent with those ob-1142

served on the HotPotQA and 2WikiMultiHopQA1143

datasets, demonstrating the effectiveness of the1144

adaptive chain termination strategy. The results1145

also highlight the importance of setting a proper1146

maximum reasoning chain length L to achieve op-1147

timal performance.1148
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Figure 8: QA performance (%) and average chain length
of TRACE-Triple under different values of L on the
development set of MuSiQue dataset.

D.4 Effects of Demonstrations in Reasoning 1149

Chain Constructor 1150

In the reasoning chain constructor of TRACE, we 1151

include demonstrations in the prompt to guide the 1152

construction of reasoning chains. We conduct abla- 1153

tion studies to investigate the effects of the demon- 1154

strations on the overall performance of TRACE. 1155

Specifically, to examine the effectiveness of the 1156

demonstrations, we introduce a variant of TRACE- 1157

Triple, namely w/o demonstrations, where we re- 1158

move the demonstrations and only use the instruc- 1159

tion to guide the reasoning chain construction. The 1160
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Model HotPotQA 2WikiMultiHopQA MuSiQue

# Tok EM F1 # Tok EM F1 # Tok EM F1

Gemma Reader with Context from Naive Baselines
w/o documents 0043 20.95∗ 29.11∗ 0040 22.63∗ 26.60∗ 0044 04.05∗ 09.28∗

w. all documents 1,450 44.32∗ 58.81∗ 1,069 31.48∗ 40.05∗ 2,613 21.10∗ 29.87∗

Gemma Reader with Context from Bi-Encoders
Contriever 1,450 45.66∗ 60.08∗ 1,069 33.18∗ 42.58∗ 1,443 23.05∗ 31.76∗

DRAGON+ 1,450 45.79∗ 60.15∗ 0446 32.59∗ 40.18∗ 1,411 23.17∗ 31.74∗

E5 0681 45.46∗ 59.32∗ 0904 33.23∗ 42.55∗ 0705 23.21∗ 31.35∗

E5-Mistral 0688 47.47∗ 61.83∗ 0450 35.43∗ 43.72∗ 1,112 25.94∗ 34.59∗

Gemma Reader with Context from Cross-Encoders
monoT5 1,450 45.71∗ 60.27∗ 1,069 32.73∗ 41.87∗ 1,136 25.28∗ 33.81∗

BGE 0709 47.24∗ 61.59∗ 0683 34.62∗ 43.37∗ 0754 26.89∗ 35.54∗

RankLLaMA 1,450 45.59∗ 59.84∗ 0915 32.69∗ 41.45∗ 1,476 25.90∗ 33.91∗

Gemma Reader with Context from Chain-of-Thought Model
IRCoT 0452 48.47∗ 62.89∗ 0551 38.11∗ 47.05∗ 0572 27.70∗ 36.27∗

Gemma Reader with Context from TRACE
TRACE-Triple 0147 51.68∗ 67.13∗ 0150 46.94∗ 56.49∗ 0157 34.17∗ 42.49∗
TRACE-Doc 0353 51.80∗ 66.81∗ 0481 43.72∗ 53.70∗ 0455 33.06∗ 41.25∗

Table 8: Overall performance (%) of TRACE (using Gemma-7B as reader) and baselines on the test sets of three
multi-hop QA datasets, where “# Tok” is the average number of tokens in the documents used as context, ∗ indicates
p-value <0.05 compared with IRCoT. The best performance per dataset per metric is marked in boldface.

Model HotPotQA 2WikiMultiHopQA MuSiQue

EM F1 00EM F1 EM F1

TRACE-Triple 67.00∗ 76.16∗ 0066.40∗ 72.52∗ 40.40∗ 46.92∗

Effectiveness of Using Demonstrations
w/o Demonstrations 63.20∗ 73.57∗ 0064.40∗ 70.78∗ 38.20∗ 44.77∗

Effectiveness of Using Adaptive Demonstrations
Fixed Demonstrations 65.20∗ 74.49∗ 0066.20∗ 71.85∗ 37.60∗ 44.37∗

Efffects of the Number of Demonstrations
1 Demonstration 65.00∗ 74.76∗ 0067.40∗ 73.37∗ 38.00∗ 44.84∗

5 Demonstrations 65.00∗ 74.40∗ 0068.20∗ 74.81∗ 39.20∗ 46.41∗

10 Demonstrations 64.60∗ 74.31∗ 0065.01∗ 70.77∗ 37.65∗ 43.33∗

Table 9: Performance (%) of TRACE-Triple under dif-
ferent variants of the reasoning chain constructor on the
development sets of three QA datasets, where ∗ denotes
p<0.05 compared with TRACE-Triple.

results presented in Table 9 show that removing the1161

demonstrations significantly degrades the perfor-1162

mance of TRACE-Triple on all the datasets. This1163

indicates the effectiveness of the demonstrations1164

in enhancing the reasoning chain construction and1165

overall performance of TRACE-Triple.1166

Moreover, as described in Appendix C.4, we1167

use E5-Mistral to retrieve the top three most sim-1168

ilar questions and their corresponding reasoning1169

chains as demonstrations when constructing rea-1170

soning chains for a given question. To examine1171

the effectiveness of such an adaptive demonstra-1172

tion selection approach, we introduce a variant1173

of TRACE-Triple, namely Fixed Demonstrations, 1174

where the same set of demonstrations is used for all 1175

the questions. The results, provided in Table 9, in- 1176

dicate that using fixed demonstrations significantly 1177

degrades the performance on the HotPotQA and 1178

MuSiQue datasets, and slightly degrades the perfor- 1179

mance on the 2WikiMultiHopQA dataset. These 1180

findings demonstrate the effectiveness of the adap- 1181

tive demonstration selection approach, which is 1182

also consistent with previous works (Rubin et al., 1183

2022; Li et al., 2023). 1184

Furthermore, we conduct experiments to inves- 1185

tigate the effects of the number of demonstra- 1186

tions on the overall performance of TRACE-Triple. 1187

Specifically, we vary the number of demonstrations 1188

to 1, 3, 5, 10 and report the corresponding perfor- 1189

mance of TRACE-Triple. Note that TRACE-Triple 1190

uses 3 demonstrations by default. The results are 1191

presented in Table 9, which indicate that increasing 1192

the number of demonstrations does not necessarily 1193

improve the performance. For example, the perfor- 1194

mance of TRACE-Triple with 10 demonstrations 1195

is generally worse than with fewer demonstrations. 1196

This might due to the fact that adding more demon- 1197

strations can introduce irrelevant data, which may 1198

distract the reasoning chain constructor and lead to 1199

incorrect decisions. 1200

17



Title: Ellen Glasgow
Text: Ellen Anderson Gholson Glasgow (April 22, 1873 - 2013 November 21, 1945) was an American novelist who
portrayed the changing world of the contemporary South.
Knowledge Triples:
<Ellen Glasgow; full name; Ellen Anderson Gholson Glasgow>, <Ellen Glasgow; date of birth; April 22, 1873>, <Ellen
Glasgow; date of death; November 21, 1945>, <Ellen Glasgow; nationality; American>, <Ellen Glasgow; occupation;
novelist>, <Ellen Glasgow; the theme of her literary work; changing world of the contemporary South>

Title: Heinrich von Bülow (Grotekop)
Text: Heinrich von Bülow also known as Big Top (Grotekop) was a knight born in the middle of the fourteenth century.
He died either before 1395 or during 1415. He prospered as a warrior-supporter of Prince Albrecht of Mecklenburg (and
of Sweden). Outside Mecklenberg, Heinrich Grotekop is still remembered in many quarters as an archetypal robber baron
on account of his appetite for feuding.
Knowledge Triples:
<Heinrich von Bülow (Grotekop); also known as; Big Top (Grotekop)>, <Heinrich von Bülow (Grotekop); born in; middle
of the fourteenth century>, <Heinrich von Bülow (Grotekop); died; before 1395 or during 1415>, <Heinrich von Bülow
(Grotekop); occupation; warrior-supporter>, <Heinrich von Bülow (Grotekop); supported; Prince Albrecht of Mecklenburg
(and of Sweden)>, <Heinrich von Bülow (Grotekop); remembered as; archetypal robber baron>, <Heinrich von Bülow
(Grotekop); characterized by; appetite for feuding>

Title: Inaindha Kaigal
Text: Inaindha Kaigal (English: Conjoined Hands ) is a 1990 Indian Tamil film, directed by N. K. Vishwanathan. The
film features C. Arunpandian, Ramki, Nirosha and Sindhu in lead roles, with Nassar, Senthil, Srividya, Murali Kumar
and Prabhakaran playing supporting roles. The film, produced by Aabavanan who also wrote the script and lyrics, had
musical score by Gyan Varma and was released on 2 August 1990. The film is a blockbuster in the year 1990 and became
a successful venture. The film has been dubbed in Hindi as "Aakhri Sangam" and in Telugu as Sahasa Ghattam.
Knowledge Triples:
<Inaindha Kaigal; English translation; Conjoined Hands>, <Inaindha Kaigal; the year when the film was released; 1990>,
<Inaindha Kaigal; genre of the film; Indian Tamil film>, <Inaindha Kaigal; director of the film; N. K. Vishwanathan>,
<Inaindha Kaigal; lead actors; C. Arunpandian, Ramki, Nirosha, Sindhu>, <Inaindha Kaigal; supporting actors; Nassar,
Senthil, Srividya, Murali Kumar, Prabhakaran>, <Inaindha Kaigal; individual who produced and also wrote the script and
lyrics for the film; Aabavanan>, <Inaindha Kaigal; composer of the film’s musical score; Gyan Varma>, <Inaindha Kaigal;
release date of the film; 2 August 1990>, <Inaindha Kaigal; the status of the film in its release year; blockbuster in 1990
and became a successful venture>, <Inaindha Kaigal; Hindi version name of the film; Aakhri Sangam>, <Inaindha Kaigal;
Telugu version name of the film; Sahasa Ghattam>

Table 10: Examples of labelled data on HotPotQA dataset for the KG generator.
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Figure 9: Performance (%) of TRACE with different
numbers of reasoning chains on the development sets of
the HotPotQA and 2WikiMultiHopQA datasets.

D.5 Effects of the Number of Reasoning1201

Chains R1202

To investigate the effects of the number of rea-1203

soning chains R, we vary the value of R from 11204

to 20 and report the corresponding performance.1205

Figure 9 shows the performance of both TRACE-1206

Triple and TRACE-Doc on the development sets of1207

HotPotQA and 2WikiMultiHopQA datasets. The1208
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Figure 10: Performance (%) of TRACE with different
numbers of candidate triples on the development sets of
the HotPotQA and 2WikiMultiHopQA datasets.

results indicate that as R increases, the perfor- 1209

mance of both TRACE-Triple and TRACE-Doc 1210

initially improves and then becomes stable. This 1211

trend can be explained by the fact that initially in- 1212

creasing the number of reasoning chains helps to 1213

incorporate additional information that is missing 1214

in the previous reasoning chains. However, once 1215

a certain threshold is reached, no further relevant 1216

information can be added, leading to performance 1217
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Figure 11: Performance (%) of TRACE under different
reasoning chain settings on the development sets of three
multi-hop QA datasets, where ∗ indicates p-value<0.05.

stabilisation.1218

D.6 Effects of the Number of Candidate1219

Triples K1220

In the reasoning chain constructor of TRACE, a1221

triple ranker is used to select a subset of candidate1222

triples from the KG. To investigate the effects of the1223

number of candidate triples K, we vary the value1224

of K from 5 to 40 and report the corresponding1225

performance. The results are reported in Figure 10,1226

which shows the performance of TRACE-Triple1227

and TRACE-Doc on the HotPotQA and 2WikiMul-1228

tiHopQA datasets. These results indicate that as K1229

increases, the performance of both TRACE-Triple1230

and TRACE-Doc initially improves but then de-1231

clines after a certain threshold, such as 20 for Hot-1232

PotQA and 30 for 2WikiMultiHopQA. This can be1233

explained by the balance between information rich-1234

ness and noise. Initially, increasing K allows for1235

the inclusion of potentially relevant triples, thereby1236

improving the performance. However, beyond a1237

certain threshold, using too many triples can intro-1238

duce noise and irrelevant information, which can1239

distract the triple selector and degrade the overall1240

performance.1241

D.7 Effects of Adaptive Chain Termination1242

In the reasoning chain constructor of TRACE, an1243

adaptive chain termination strategy is employed1244

to automatically determine the optimal lengths of1245

reasoning chains. We conduct ablation studies1246

to investigate the effectiveness of this approach.1247

Specifically, we introduce a variant of TRACE,1248

namely Fixed-Length Reasoning Chains, where1249

the lengths of all the reasoning chains are set to a1250

fixed value L (4 in our experiments). The results1251

are presented in Figure 11, which shows the QA1252

performance of TRACE-Triple and TRACE-Doc1253

on three multi-hop QA datasets. The results indi-1254

cate that TRACE with adaptive-length reasoning1255

chains (both TRACE-Triple and TRACE-Doc) sig-1256

nificantly outperforms its fixed-length counterpart 1257

by a large margin. This is because the adaptive 1258

chain termination strategy allows the reasoning 1259

chain constructor to dynamically determine the 1260

required number of triples, thereby avoiding the 1261

introduction of unnecessary and redundant triples 1262

and leading to the improved performance. 1263

D.8 Case Study 1264

The complete results of the case study are pro- 1265

vided in Table 13, which shows the top-5 reasoning 1266

chains obtained with the reasoning chain construc- 1267

tor and the resulting relevant documents identified 1268

using these reasoning chains. These cases yield the 1269

following additional findings: 1270

(1) Generating multiple reasoning chains is bene- 1271

ficial as it helps to incorporate relevant informa- 1272

tion that may be missing in the initial reasoning 1273

chains. For example, in the reasoning chains for 1274

the question “What is the birth date of this Spanish 1275

footballer, who was added as a holding midfielder 1276

in the 2021-13 FC Bayern Munich season?”, the 1277

KG triples “⟨Javi Martínez; position; defensive 1278

midfielder or a central defender⟩” in the second 1279

reasoning chain and “⟨Javi Martínez; nationality; 1280

Spanish⟩” in the third reasoning chain provide com- 1281

plementary information to the first reasoning chain 1282

to correctly answer the question. Therefore, using 1283

multiple reasoning chains helps to provide a more 1284

enriched context, leading to improved performance. 1285

This finding is also consistent with the empirical 1286

results in presented in Appendix D.5. 1287

(2) It is effective to leverage reasoning chains to 1288

identify supporting documents. For example, for 1289

the multi-hop question “Are both Blaise Cendrars 1290

and Julian Barnes are a citizen of the same coun- 1291

try?”, only two documents are identified using 1292

the reasoning chains. The first document is about 1293

Blaise Cendrars and the second one is about Julian 1294

Barnes, both of which are relevant to the question 1295

and are highly useful to correctly answer the ques- 1296

tion. Similar results are also observed in the other 1297

two examples. Therefore, these findings indicate 1298

that using reasoning chains helps to identify rele- 1299

vant documents while avoiding the introduction of 1300

noisy documents, leading to the enhanced perfor- 1301

mance. 1302
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question: Which magazine published papers more often; The Wittenburg Door or Sports Collectors Digest?
reasoning chain: <Sports Collectors Digest; type; American advertising weekly paper>, <The Wittenburg Door;
publication frequency; bimonthly>
Step-1:
existing knowledge triples:
candidate knowledge triples:
A. no need for additional knowledge triples
B. <Sports Collectors Digest; purpose; provides an avenue through which sellers, traders and avid buyers of sports
memorabilia may interact>
C. <The Wittenburg Door; type; Christian satire and humor magazine>
D. <Mike Yaconelli; role in The Wittenburg Door; satirical magazine>
E. <Sports Collectors Digest; type; American advertising weekly paper>
the next possible triple is: E
Step-2:
existing knowledge triples: <Sports Collectors Digest; type; American advertising weekly paper>
candidate knowledge triples:
A. no need for additional knowledge triples
B. <The Wittenburg Door; type; Christian satire and humor magazine>
C. <Mike Yaconelli; role in The Wittenburg Door; satirical magazine>
D. <The Wittenburg Door; publication frequency; bimonthly>
E. <The Wittenburg Door; start year of publication; 1971>
the next possible triple is: D
Step-3:
existing knowledge triples: <Sports Collectors Digest; type; American advertising weekly paper>, <The Wittenburg
Door; publication frequency; bimonthly>
candidate knowledge triples:
A. no need for additional knowledge triples
B. <Sports Collectors Digest; purpose; provides an avenue through which sellers, traders and avid buyers of sports
memorabilia may interact>
C. <The Wittenburg Door; type; Christian satire and humor magazine>
D. <Mike Yaconelli; role in The Wittenburg Door; satirical magazine>
E. <The Wittenburg Door; reference to; the door of the All Saints’ Church in Wittenberg>
the next possible triple is: A

question: What is the 5th studio album released by the singer of "A Girl’s Gotta Do (What a Girl’s Gotta Do)"?
reasoning chain:
Step-1:
existing knowledge triples:
candidate knowledge triples:
A. no need for additional knowledge triples
B. <A Girl’s Gotta Do (What a Girl’s Gotta Do); artist; American country music artist Mindy McCready>
C. <A Girl’s Gotta Do (What a Girl’s Gotta Do); release date; February 1997>
D. <Ten Thousand Angels; fourth single; "A Girl’s Gotta Do (What a Girl’s Gotta Do)">
E. <A Girl’s Gotta Do (What a Girl’s Gotta Do); songwriters; Robert Byrne and Rick Bowles>
the next possible triple is: B
Step-2:
existing knowledge triples: <A Girl’s Gotta Do (What a Girl’s Gotta Do); artist; American country music artist Mindy
McCready>
candidate knowledge triples:
A. no need for additional knowledge triples
B. <Mindy McCready; number of studio albums; five>
C. <Mindy McCready; fourth album; self-titled>
D. <Mindy McCready; debut album release year; 1996>
E. <Mindy McCready; fifth album; I’m Still Here>
the next possible triple is: E
Step-3:
existing knowledge triples: <A Girl’s Gotta Do (What a Girl’s Gotta Do); artist; American country music artist Mindy
McCready>, <Mindy McCready; fifth album; I’m Still Here>
candidate knowledge triples:
A. no need for additional knowledge triples
B. <Mindy McCready; third album; I’m Not So Tough>
C. <Mindy McCready; debut album release year; 1996>
D. <Mindy McCready; fourth album; self-titled>
E. <Mindy McCready; number of studio albums; five>
the next possible triple is: A

Table 11: Examples of labelled data on HotPotQA dataset for the triple selector.
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Title: Ellen Glasgow
Text: Ellen Anderson Gholson Glasgow (April 22, 1873 – November 21, 1945) was an American novelist who portrayed
the changing world of the contemporary South.
Generated Knowledge Triples:
<Ellen Glasgow; full name; Ellen Anderson Gholson Glasgow>, <Ellen Glasgow; date of birth; April 22, 1873>, <Ellen
Glasgow; date of death; November 21, 1945>, <Ellen Glasgow; nationality; American>, <Ellen Glasgow; occupation;
novelist>, <Ellen Glasgow; the theme of her literary work; changing world of the contemporary South>

Title: Julian Barnes
Text: Julian Patrick Barnes (born 19 January 1946) is an English writer. Barnes won the Man Booker Prize for his book
"The Sense of an Ending" (2011), and three of his earlier books had been shortlisted for the Booker Prize: "Flaubert’s
Parrot" (1984), "England, England" (1998), and "Arthur & George" (2005). He has also written crime fiction under the
pseudonym Dan Kavanagh. In addition to novels, Barnes has published collections of essays and short stories.
Generated Knowledge Triples:
<Julian Barnes; nationality; English>, <Julian Barnes; date of birth; 19 January 1946>, <Julian Barnes; occupation;
writer>, <Julian Barnes; award won; Man Booker Prize for "The Sense of an Ending" (2011)>, <Julian Barnes; books
shortlisted for the Booker Prize; "Flaubert’s Parrot" (1984), "England, England" (1998), "Arthur & George" (2005)>,
<Julian Barnes; pseudonym; Dan Kavanagh>, <Julian Barnes; genre; crime fiction>, <Julian Barnes; type of writing;
novels, essays, short stories>

Title: Emarosa
Text: Emarosa ( ) is an American post-hardcore band from Lexington, Kentucky. The band currently consists of founding
members ER White (lead guitar) and Jordan Stewart (keyboards), as well as lead vocalist Bradley Walden and rhythm
guitarist Marcellus Wallace.
Generated Knowledge Triples:
<Emarosa; genre; post-hardcore>, <Emarosa; location; Lexington, Kentucky>, <Emarosa; members; ER White (lead
guitar), Jordan Stewart (keyboards), Bradley Walden (lead vocalist), Marcellus Wallace (rhythm guitarist)>

Title: Tantalizers
Text: Tantalizers is a leading Nigerian fast food restaurant chain. It opened its first location c. 1997 Festac Town, Lagos.
This first location was initially a small neighborhood restaurant serving hamburgers. Success at this first location led to an
expansion that has seen the company and its franchisees open additional locations in cities such as Lagos, Ibadan, Abuja,
and Port Harcourt. As of 2015, the restaurant has 50 outlets across Nigeria.
Generated Knowledge Triples:
<Tantalizers; type; fast food restaurant chain>, <Tantalizers; location; Festac Town, Lagos>, <Tantalizers; year of opening;
c. 1997>, <Tantalizers; initial location; small neighborhood restaurant>, <Tantalizers; initial menu item; hamburgers>,
<Tantalizers; expansion; additional locations in cities such as Lagos, Ibadan, Abuja, and Port Harcourt>, <Tantalizers;
number of outlets; 50>, <Tantalizers; location of outlets; across Nigeria>

Title: Julius Caesar Chappelle
Text: Julius Caesar Chappelle (1852–1904) was an African-American politician born into slavery in South Carolina. After
the American Civil War, he lived for a time with his family in LaVilla, Florida, helping develop the new town. In 1870
he was one of numerous Southern black migrants to Boston, Massachusetts, which had a thriving black community and
strong abolitionist history. He later joined the Republican Party that was founded by abolitionists, and Chappelle was
elected to two terms in the Massachusetts state legislature, serving 1883-1886. Julius Caesar Chappelle was also the
first African-American to serve on the Massachusetts State Senate Committee where he served three terms. Chappelle
was active in supporting civil rights, trying to reduce discrimination, and consumer affairs. His speeches were frequently
covered by newspapers. Throughout his life and political career, he held secondary supervisory government positions in
maintenance, such as at the United States Post Office and US Boston Custom House. Although Julius Caesar Chappelle
may have graced the same pages in newspapers as Frederick Douglass, Chappelle is not as well-known because he is not
known to have left much of a literary footprint such as writing manuscripts or for pamphlets.
Generated Knowledge Triples:
<Julius Caesar Chappelle; date of birth; 1852>, <Julius Caesar Chappelle; date of death; 1904>, <Julius Caesar Chappelle;
place of birth; South Carolina>, <Julius Caesar Chappelle; nationality; African-American>, <Julius Caesar Chappelle;
occupation; politician>, <Julius Caesar Chappelle; place of residence; LaVilla, Florida>, <Julius Caesar Chappelle; place
of residence; Boston, Massachusetts>, <Julius Caesar Chappelle; political party; Republican Party>, <Julius Caesar
Chappelle; served in; Massachusetts state legislature, 1883-1886>, <Julius Caesar Chappelle; served in; Massachusetts
State Senate Committee, three terms>, <Julius Caesar Chappelle; role in civil rights; active in supporting civil rights,
trying to reduce discrimination>, <Julius Caesar Chappelle; role in consumer affairs; active in consumer affairs>, <Julius
Caesar Chappelle; occupation in government; held secondary supervisory government positions in maintenance, such as
at the United States Post Office and US Boston Custom House>, <Julius Caesar Chappelle; notable achievement; first
African-American to serve on the Massachusetts State Senate Committee>, <Julius Caesar Chappelle; notable achievement;
served two terms in the Massachusetts state legislature>, <Julius Caesar Chappelle; notable achievement; served three
terms in the Massachusetts State Senate Committee>, <Julius Caesar Chappelle; notable achievement; his speeches were
frequently covered by newspapers>

Table 12: Examples of generated KGs for documents on the HotPotQA dataset.
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Question: Are both Blaise Cendrars and Julian Barnes are a citizen of the same country?
Reasoning Chains:
1: <Blaise Cendrars; nationality; Swiss>, <Julian Barnes; nationality; English>
2: <Blaise Cendrars; nationality; French>, <Julian Barnes; nationality; English>
3: <Julian Barnes; nationality; English>, <Blaise Cendrars; nationality; French>, <Blaise Cendrars; nationality; Swiss>,
<Blaise Cendrars; event; became a naturalized French citizen in 1916>
4: <Julian Barnes; nationality; English>, <Blaise Cendrars; nationality; Swiss>
5: <Blaise Cendrars; nationality; French>, <Julian Barnes; nationality; English>, <Blaise Cendrars; event; became a
naturalized French citizen in 1916>
Relevant Documents Identified Using Reasoning Chains:
1. Title: Blaise Cendrars
Frédéric-Louis Sauser (1 September 1887 – 21 January 1961), better known as Blaise Cendrars, was a Swiss-born novelist
and poet who became a naturalized French citizen in 1916. He was a writer of considerable influence in the European
modernist movement.
2. Title: Julian Barnes
Julian Patrick Barnes (born 19 January 1946) is an English writer. Barnes won the Man Booker Prize for his book "The
Sense of an Ending" (2011), and three of his earlier books had been shortlisted for the Booker Prize: "Flaubert’s Parrot"
(1984), "England, England" (1998), and "Arthur & George" (2005). He has also written crime fiction under the pseudonym
Dan Kavanagh. In addition to novels, Barnes has published collections of essays and short stories.
Generated Answer: no

Question: What was the occupation of both Christina Stead and Nuruddin Farah?
Reasoning Chains:
1: <Christina Stead; occupation; novelist and short-story writer>, <Nuruddin Farah; occupation; novelist>
2: <Christina Stead; occupation; novelist and short-story writer>, <Nuruddin Farah; written works; plays, short stories,
essays>
3: <Nuruddin Farah; occupation; novelist>, <Christina Stead; occupation; novelist and short-story writer>
4: <Nuruddin Farah; birthdate; 24 November 1945>, <Christina Stead; occupation; novelist and short-story writer>
5: <Nuruddin Farah; written works; plays, short stories, essays>, <Christina Stead; occupation; novelist and short-story
writer>
Relevant Documents Identified Using Reasoning Chains:
1. Title: Christina Stead
Christina Stead (17 July 190231 March 1983) was an Australian novelist and short-story writer acclaimed for her satirical
wit and penetrating psychological characterisations. Christina Stead was a committed Marxist, although she was never a
member of the Communist Party. She spent much of her life outside Australia.
2. Title: Nuruddin Farah
Nuruddin Farah (Somali: "Nuuradiin Faarax") (born 24 November 1945) is a Somali novelist. He has also written plays
both for stage and radio, as well as short stories and essays. Since leaving Somalia in the 1970s he has lived and taught in
numerous countries, including the United States, England, Germany, Italy, Sweden, Sudan, India, Uganda, Nigeria and
South Africa.
Generated Answer: novelist

Question: What is the birth date of this Spanish footballer, who was added as a holding midfielder in the 2012-13 FC
Bayern Munich season?
Reasoning Chains:
1: <2012–13 FC Bayern Munich season; new player signed after the first week of the Bundesliga season; Javi Martínez>,
<Javi Martínez; date of birth; 2 September 1988>
2: <Javi Martínez; position; defensive midfielder or a central defender>, <Javi Martínez; date of birth; 2 September 1988>
3: <Javi Martínez; nationality; Spanish>, <Javi Martínez; date of birth; 2 September 1988>
4: <Javi Martínez; date of birth; 2 September 1988>, <Javi Martínez; club; FC Bayern Munich>
5: <Javi Martínez; club; FC Bayern Munich>, <Javi Martínez; date of birth; 2 September 1988>
Relevant Documents Identified Using Reasoning Chains:
1. Title: Javi Martínez
Javier "Javi" Martínez Aginaga ( born 2 September 1988) is a Spanish footballer who plays for German club FC Bayern
Munich as a defensive midfielder or a central defender.
2. Title: 2012–13 FC Bayern Munich season
The 2012–13 FC Bayern Munich season was the 114th season in the club’s history and the 48th consecutive season in
the top flight of German football, the Bundesliga, since the promotion of the team from the Regionalliga Süd in 1965.
Before the start of the season, Bayern signed Xherdan Shaqiri, Dante, Claudio Pizarro, Mitchell Weiser, Tom Starke and
Mario Mandžukić. Bayern also added holding midfielder Javi Martínez after the first week of the Bundesliga season at the
transfer deadline. The club started the season with a nine-match winning streak. The club would end the season claiming
the Treble, winning the Bundesliga, the UEFA Champions League and the DFB-Pokal.
Generated Answer: 2 September 1988

Table 13: Case study of TRACE on the HotPotQA dataset.
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