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ABSTRACT
Empathic behavior between humans has often a positive effect,
particularly in healthcare, since it facilitates relationship, improves
engagement, and reduces stress and anxiety. Despite this impor-
tance, the effects of empathic behavior of embodied virtual agents
that interact with patients in a multimodal and adaptive way have
not been widely explored. In this article, we propose an empathic
model which endows a therapeutic embodied virtual agent with
multimodal adaptive empathic behavior during interaction with a
user. This model relies on user-agent interaction relationship and fo-
cuses on (1) the interpretation of user’s behavior using multimodal
input, and (2) the generation of multimodal empathic behavior dur-
ing interaction. An experimental study in the context of empathic
interaction with students during COVID-19 pandemic is presented
to evaluate the effect of adaptive empathic behavior of agent on
the quality of the user interaction. The results show that using
real-time adaptive multimodal empathic agent is perceived more
empathic and improves engagement of user during interaction.
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1 INTRODUCTION
During interaction, humans use both verbal (speech, prosody) and
nonverbal (facial expressions, gaze, gestures, postures, etc.) modali-
ties to communicate. Effective communication requires the ability
to understand and react on others’ behavior. Empathy is hence-
forth a key socio-emotional capability for interaction [36]. Using
empathic behavior during human-human interaction has substan-
tial advantages since it has a positive effect on relationship [5, 32],
engagement [39], acceptance and trust [40], and reduces stress and
anxiety [17]. Therefore, endowing interactive systems with em-
pathic ability participates in improving the understanding of the
relationship between affective and cognitive processes, as well as
enhancing human-agent interaction.

Embodied conversational agents have been broadly used in sev-
eral applications for human-machine interaction, such as education,
artificial companions, training, game and healthcare... Studies have
shown that these ECAs should take into account both verbal and
nonverbal behaviors of their interlocutors, generate backchannels,
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display empathy and construct a trustworthy relationship with the
user [40] during interaction. However, the effect of multimodal
adaptive behavior and the role of different interaction modalities
used by ECAsthat interact with patients have not been fully ex-
plored in the literature.

This article focuses on the empathic behavior of an agent inter-
acting with a user. Multimodal user-ECA dialogues are exploited
to improve the engagement in interaction. We propose an original
empathic model that enables an embodied virtual agent to exhibit
multimodal adaptive behavior during interaction with the user. This
model relies on user-agent interaction relationship and focuses on
(a) the interpretation of the user’s behavior using multimodal input,
and (b) generating multimodal empathic behavior during interac-
tion. In particular, we focus on how adaptation processes can be
exploited to produce this behavior. The study of other aspects of
ECAs such as the automatic generation of non-verbal behavior is
out of the scope of this article.

To validate the contribution of this model, an experimental study
in the context of a human-agent interaction in healthcare is carried
out. The objective of this study is to gain insight into the role and
impact of empathic agent behaviors on the user in the context of
a patient-agent interaction. We aim at answering the following
research question: “ Do adaptive multimodal empathic behavior and
different modalities of Embodied virtual agent have an impact on the
quality of patient-agent interaction?”, using interaction engagement,
relationship of the agent with the user and acceptability indicators.

Section 2 describes the current state of art regarding the applica-
tion of ECAs in patient interaction and theoretical and computa-
tional models of empathy. Section 3 contains the proposed model
of adaptive empathic behavior for ECA. Section 4 elaborates on the
components of the proposed architecture. Section 5 describes the
experimental study and discusses its results in order to validate our
purposed model. The last section summarizes the contribution and
proposes recommendations for future work.

2 RELATEDWORK
2.1 Empathic Embodied Conversational Agents

in Healthcare
The use of ECAs with the ability to express empathy toward the
user isgrowing, specifically in healthcare applications ([15, 16, 24,
33, 40, 42, 43]). For example, empathic agents have been used in
applications such as a virtual reality exposure to evoke clinical
symptoms e.g. fear in public speaking, and to guide patients in their
emotional responses [3]. Therapeutic virtual agents can identify
these symptoms by interviewing patients about their mental health
[17, 35, 40]. There is also evidence that people tend to disclose more
personal information when they interact with a virtual human
rather than with a real human [15]. Moreover, empathic responses
emitted by agents results in improved user engagement [45], leads
to more positive interaction [34], and helps building trust [40].



These characteristics of empathic agents are helpful for patient
engagement during treatment in order to foster strong patient-
doctor relationship [9, 10, 12, 13, 20, 40].

Empathy is a complex phenomenon associated with the ability
of perceiving, understanding and experiencing another person’s
emotions. According to Hoffman [23], natural empathy is defined
as ”A psychological process that makes a person have feelings that are
more congruent with another’s situation than with his own situation.”.
Empathy can involve cognitive or affective attributes. Cognitive
attributes of empathy include the reasoning to understand the feel-
ings of the user and to communicate that understanding. Emotional
or affective attributes of empathy involve physiological arousal
and spontaneous expression reacting to someone else’s display of
emotions, such as mimicking user’s perceived expressions of joy
[38, 53]. However, in a healthcare context, therapeutic empathy is
defined as when the therapist is sensing the feelings and personal
meanings which the patient is experiencing at each moment, when he
can perceive these from ’inside’, as they seem to the patient, and when
he can successfully communicate something of that understanding
to his patient [44]. This particular type of empathic behaviour is
clinically relevant and includes the mechanism to produce useful
or adequate emotions in a therapeutic process.

During an interaction, an empathic ECA is expected to provide
proper backchannels to the user as well as an emotional feedback
[47]. Backchanneling can have an emotional effect on the perception
of the user [20]. Behaviors such as mimicry and affective matching
result from the innate capability of resonating with others during
social interaction. Mimicry is achieved by imitation of the perceived
facial expressions of others based on their emotional signals.In
contrast to mimicry, Affective matching [15] allows the ECA to
present and regulate emotions that are better perceived by the users.
During empathic interaction, not only the empathic mechanism but
also the content of the verbal response can affect the perception of
the empathic response [53]. Thus, the ability to generate empathic
responses during interactions also requires cognitive processing
such as perspective-taking, that is the ability of an observer to
imagine how the other feels. Thismechanism implies to combine the
appraisal of the situation given the context and the understanding
of what caused the other’s emotional state, in order to communicate
the understanding of the user’s action [23, 38].

2.2 Computational Models of Empathy
Several models of empathy generation have been proposed in the
literature [7, 27, 34, 38, 54]. Some of the work focus on the binary
classification of empathy of an agent as empathic or non empathic,
and positive or negative empathy [8]. Ochs et al. [34] provides a
theoretical model based on Scherer’s appraisal theory [46] while
concentrating mostly on the cognitive evaluation (or appraisal)
of emotions by the agent. The computation model proposed by
Boukricha et al.’s work [7] is founded on three processes includ-
ing empathy mechanism (the process by which an empathic emo-
tion arises), empathy modulation (the process by which both an
empathic emotion is modulated and a degree of empathy is deter-
mined), and expression of empathy (process by which an empathic
emotion is communicated and actions are taken). Recently, Yalcin

et al. [52, 54] have proposed a hierarchical framework to model em-
pathy for ECAs based on the ”Russian Doll” model of empathy [14]
which allows different levels of empathic behaviors. Furthermore,
[27] have also proposed a decision tree based module for generating
empathic response to the user. This model emulates both cognitive
and affective empathy, by capturing and processing user’s affective
states, and combining it with affect-related information elicited
from utterances to decide empathic responses for the agent.

Empirical approaches, relying on corpora collected in studies
that examine peoples’ social and emotional interactions, have also
been proposed. For example, an adaptive engine proposed in [42]
enables an agent to adapt its empathic behavior depending on the
user model, and the adaptive rules for the user model are generated
using a decision tree. The user model includes complex elements
such as the user’s verbal responses, personality, preferences, and
emotional state. Moreover, empirical evidences also supports the
clear relationship between different empathic features such as dia-
logue act, emotions and conversation management [26, 50, 56, 57].
For instance, when one adopts the encouraging dialogue act, she
usually expresses the EM caring instead of approval. If one expresses
empathy with exploration, she mostly adopts the questioning dia-
logue act and shows surprise.

These aforementioned computational models do not directly pro-
vide a real-time adaption of empathic behavior during interaction.
Moreover, the adaptive engine proposed in [42] relies on user pro-
file and computes the behavior of the agent before the interaction
with the user. These models also focus on the generation of ”natu-
ral” empathy, however to the best of our knowledge there exists no
model that focuses on ”therapeutic” empathic behavior of the ECA.

2.3 Interaction Models in Healthcare
Several studies have focussed on the use of empathic ECAs in the
field of healthcare. Thesemodels of interactions [11, 13, 19] between
a medical person (doctor/nurse) and a patientgenerate improved
interaction and better health outcome. For example, the attachment
theory of Cassedy et al. [11] provides different attachment styles
as the measure of interaction that directly affect health outcomes.
These categories illustrate the levels of physiological markers of
stress, risky behavior e.g. smoking and drinking, symptom report-
ing, and adherence to treatment. The Interaction Model of Client
Health Behavior (IMCHB) [13] is designed to explain patient-doctor
interaction that affects health outcome and relies on three main
concepts. Firstly, the patient singularity includes static variables
such as demographic characteristics as well as dynamic variables
such as the patient’s emotion knowledge or belief about her health
(cognitive appraisal) and her reaction to her health situation (affect).
Secondly, the patient-doctor interaction in which the doctor attends
and listens to the patient, includes affective support, health infor-
mation, and decision control. The third component is the health
outcome which includes health care status and satisfaction. This
model provides the bidirectional relationship between patient and
docto,r and unidirectional relation with health outcomes.

The Transactional Model of Stress and Coping (TMSC) [19]
describes the relationship between the transactional process (e.g.
stress) and the coping output. Two mediating processes occur in re-
sponse to a transaction event or stressor. Initially, primary appraisal



process perceives the impact of the event, and then appraises how
well the event can be controlled or emotionally managed. After
this process, coping response depends on coping effort, meaning-
based coping, and social support. The coping effort is broken down
into problem management (seeking more information about the
issue and actively engaging in problem resolution) and emotional
regulation (strategies that affect coping through the feeling about
the situation). Meaning-based coping refers to strategies that focus
on how to effectively handle events such as positive reframing of
the situation. Social support affects not only the perception of the
events but also the effectiveness of coping effortsoutcomes. The
IMCHB model provides the patient-doctor relationship but lacks
emphasis on behavioral mechanisms that influence emotional out-
comes, whereas the TMCC model uses appraisal to compute an
appropriate behavior that can help in achieving health goal and
user acceptance, but does not enlighten user relationships.

2.4 Discussion
Therapeutic empathic agents exhibit different characteristics: (a)
therapeutic empathy requires understanding of the user emotions
as well as cognition [38], (b) positive emotions are indicative of
active continuation [32], (c) they can improve user satisfaction [45],
(d) sources of events affect one’s emotions (appraisal theory), and
(e) empathic feedback is the key to building relationships. However,
several studies ([41] [42] [40]) conclude that these characteristics
are not always justifiable. For example, [42] stated that although
their agent is adaptive, these agents failed to produce appropriate
empathic response to the user, and sometimes provided empathic
utterances inappropriately. Furthermore, the use of empathic agents
does not always improve outcome and relationship with the agent
[41]. Pierre et al. [40] also demonstrated that only adding an em-
pathic agent does not provide better results. Indeed, the observed
acceptability is attributed to the information provided by the agent
rather than the agent itself. There is a need for an integrated model
of empathy behavior generation that takes the advantages of health-
care theories and that is also compliant with the results of empirical
findings. Our approach towards a computational model of ther-
apeutic empathic agent relies on a multimodal approach for the
recognition of user’s emotions in order to understand her socio-
emotional state, focussing on bridging the gap between the inter-
pretation and the generation of empathic behavior of the agent.
In this context, we propose an empathic agent model that unifies
the theories guided by the user-agent relationship, and generates
comprehensive therapeutic empathic behavior.

3 ADAPTIVE EMPATHIC BEHAVIOR MODEL
In the context of human-agent interaction in healthcare, the mul-
timodal Adaptive empathic behavior model that we propose is
inspired from two fundamental models : the IMCHB model [13]
and the TMSC model [19]. Cox’s IMCHB model emphasizes the
relationship between the user and the health provider, however
behavioral mechanisms that influence the socio-emotional outcome
of the model are not taken into account, whereas the TMSC model
focuses on personal coping abilities to achieve health goals and
improve treatment acceptance. Thus, combining TMSC with IM-
CHB model enables to provide a comprehensive empathic behavior

model in the context of human-agent interaction. The integrated
model for multimodal adaptive empathic behavior of an Embod-
ied Medical Agent (EMA), summarized in Figure 1, includes the
following components.

The stressors are stressful events or causes that occur during
the interaction and affect the agent’s perception of the user.

The static variables include demographic characteristics e.g.,
age, gender etc., and social influences such as environmental re-
sources. The dynamic variables include the user’s emotional re-
action during the interaction (cognitive appraisal from IMCHB). It
is responsible for the interpretation of the current state of the user.
This integrated model also includes the primary and secondary
appraisals from TMSC model as the sub-module of cognitive. These
last two appraisals occur as the response to stressor events. The
primary appraisal is the perceived impact of the event, e.g., the
severity of the event whereas the secondary appraisal is how well
the event can be emotionally managed. The static and dynamic
variables influence the agent’s perception of the user.

Dynamic variables are affected by the user-patient interaction
which includes providing emotional support and communicating
health information to the user.

Figure 1: Integrated Adaptive empathic Behavior model for
an EMA

The agent responds to the events by considering the variables and
interaction context through the coping process. It is influenced
by coping effort and meaning-based coping. Coping efforts play
the role of a mediator between the effect of the event and the
appraisal of emotional outcome. Coping efforts are further divided
into problem management and emotional regulation. The problem
management can include seeking more information from the user
or continue moving towards the goal. Emotional regulation intends
to create a change of belief or feeling about the situation [21].
Meaning-based coping refers to strategies to effectively handle
stressors such as positive re-framing of the situation and beliefs to
find a positive meaning for the patient.

The coping process leads to the adaptive outcome, which in-
cludes the health and emotional status indicator, and the satisfaction
with the system.



4 ADAPTIVE MULTIMODAL EMPATHIC
AGENT ARCHITECTURE

This section describes the different modules implemented to un-
derstand the socio-emotional state of the user and to generate the
multimodal empathic responses during the interaction.

4.1 Reflexive Listening and Affect Matching
This module intends to firstly understand the user’s feelings and
secondly convey the idea to the speaker that her feelings have
been correctly understood. It also includes displaying appropriate
backchannel behavior and mirroring the socio-emotional state of
the user, reflecting an emotional state with words and nonverbal
behavior while the user is speaking. Following the Russian-Doll
model of empathy [14], the agent mimics the user’s emotions using
affect matching behavior. This allows fast reaction to the behavior
of the user, relying on a perception-action mechanism while the
user talks. The process uses dynamic properties to regulate the emo-
tional state of the agent, requiring first the emotion recognition and
then the representation of the matching emotional state.The candi-
date emotion is determined using the weighted sum of the emotions
[55] from video and audio input signals from the user when she is
speaking. The intensity, duration and speed of the agents’ expres-
sions depend directly on the values from the perceived emotions.
Then, once the user has finished its turn, the agent evaluates the
current socio-emotional state of the user and uses the cognitive
reasoning in order to choose an appropriate empathic response.

4.2 Multimodal Emotion Recognition in
Conversation

The Multimodal Emotion Recognition in Conversation (MERC)
model predicts the emotional attitude associated with an utterance
by modeling the conversation history as well as notions of common
sense, while distinguishing the speaker from other participants
(listeners). It leverages the use of pre-trained architectures to create
feature vectors used as inputs for the main architecture. The MERC
model takes as input the following modalities: (1) the transcript of
the utterance and (2) the video clip associated with this utterance.
We employ deep-learning based pre-trained models to extract rele-
vant feature vectors: (a) a language model [28] to represent textual
information from the current utterance and its historical context; (b)
a commonsense model [6] to extract the speaker’s intent, the effect
of the speaker’s utterance on herself and the listener’s reaction to
the utterance; (c) the OpenCV toolkit to preprocess the video asso-
ciated to the utterance. Following [18, 29] we model memory banks
via deep neural recurrent networks [4]), representing different vari-
ables: the speakers’ state and the influence of the utterance on the
listeners. The importance of stored memory slots is weighted via a
multi-headed attention mechanism [25]. The final representation,
used for classification, is the combination of speaker representation,
influence on listeners and context-enriched utterance.

In the context of this experiment, the proposed MERC model
was trained using the IEMOCAP dataset, which provides social
interactions similar to our scenario. Given the full transcript and
the video clip associated to an utterance, the final output of our
component is the likelihood distribution of each label provided in

the training data (neutral, happiness, sadness, anger, frustration,
excitation).

4.3 Emotion and Mood Regulation
In this process, the agent evaluates the socio-emotional state of the
user when the user speech is over.

Based on the current emotion of the user determined by the
MERC model, the agent first updates the current emotional state
and regulates its dynamic variables e.g., mood. The intensity of the
agent’s emotions are calculated in function of the intensity of the
desirability of the events (user’s verbal and nonverbal attitudes),
the current mood of the agent and the influence of the mood on the
emotion of the user. As the agent reacts emotionally and appraises
the event, the OCC cognitive structure of emotion [37] is used to
generate agent’s emotions. The intensity of the emotion variation
is calculated as:

𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦𝑒+ =𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦𝑑𝑒𝑠𝑖𝑟𝑎𝑏𝑖𝑙𝑖𝑡𝑦 ∗ 𝑠𝑐𝑎𝑙𝑒∗
(𝑚𝑜𝑜𝑑𝑣𝑎𝑙𝑢𝑒 ∗ 𝐹𝑎𝑐𝑡𝑜𝑟𝑀𝑜𝑜𝑑𝐼𝑛𝑓 𝑙𝑢𝑒𝑛𝑐𝑒𝑂𝑛𝐸𝑚𝑜𝑡𝑖𝑜𝑛)

The events also affect the mood of the agent taking into account
the desirability of this event and the influence of emotion on the
mood. The mood of the agent is updated as:

𝑚𝑜𝑜𝑑𝑣𝑎𝑙𝑢𝑒+ =𝑠𝑐𝑎𝑙𝑒 ∗ (𝐼𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦𝑒∗
𝐹𝑎𝑐𝑡𝑜𝑟𝐸𝑚𝑜𝑡𝑖𝑜𝑛𝐼𝑛𝑓 𝑙𝑢𝑒𝑛𝑐𝑒𝑂𝑛𝑀𝑜𝑜𝑑 )

The mood of the agent changes the dynamic properties of the
emotions. It allows the emotions to be sustained and decay, enabling
consistent behavior over time.

4.4 Empathic Dialogue Adaptation
The therapeutic empathy Module is one of the main component
of our architecture. It enables the virtual agent to communicate
empathically with the user during intervention. During the adap-
tive empathic behavior generation, the agent uses both the socio-
emotional state of the user, the semantic or contextual information
from user’s input utterance and its own socio-emotional state in
order to choose the empathic response. The module is in charge of
determining what, when and how to adapt the therapeutic empathic
behavior during interaction with the user.

In order to provide affective support to the user during interac-
tion, we focus on empathic dialogue cues during the interaction
following the NURSE model of empathic cues [2, 22], that includes
naming, understanding, respecting, supporting and exploring cues.
Namingmeans giving the emotion of the user as a way of showing
that agent is attuned to what she is experiencing.
Understanding is important to determine the feeling or the mean-
ing of the user’s utterance. It may require some exploration, and the
active listening can be an effective way to validate user emotions.
Respecting and acknowledging a patient’s emotions is an impor-
tant step towards showing empathy. It indicates that not only the
user’s emotions is appropriate but also important during the inter-
action.
Supporting the user can be done by the agent in various ways
such as acknowledging the understanding of the user’s current
situation, and that the agent is available for the help.
Exploring refers to the asking question or expressing interest.



The model describes the techniques for expressing an empathic
behavior to the patient. This expression can be verbal or nonverbal
such as emotional gestures and sighing. In particular, this model
focuses on the semantics of the verbal response aligned with the ap-
propriate empathic emotion chosen by the agent in order to convey
empathy to user. However, the NURSE model [2] does not take into
account the social dimension, which is an important aspect of the
effective conversation. Therefore, we extend the existing NURSE
model by adding social dialogue cuesin ordre to build rapport with
the user [5] during interaction. The characteristics of the resulting
NURSES (NURSE + Social cues) model is also in line with empirical
findings [57] that, in a particular situation, a specific category of
empathic phrases can be used for interaction.

The decision making for the empathic dialogue adaptation re-
lies on medical psychological description based on the analysis
of patient-nurse interaction data proposed in [22], also substanti-
ated by [32, 57]. We use a rule based approach that constructs the
decision tree based on several parameters : the perceived user emo-
tion, the semantic information of the user’s input (user’s DA and
speech sentiment), the performance index 𝑃𝐼𝑑 , the agent’s previous
DA, user’s interest, and the response delay. The sentiment of the
user’s utterance is also calculated using the deep learning based
model which uses the french language model CamenBERT [30] and
transformers [51] for sentiment prediction. The perceived emotion
intensity is calculated with respect to the performance index of the
user as described in Youssef et al. [55]. The Figure 2 illustrates the
decision making mechanism in order to generate empathic dialogue
cue in conjunction with the current emotional state of the agent.

In this architecture, the Empathy Module provides both affective
and cognitive empathy. The proposed system perceives the user’s
emotions using multimodal input and semantic information of the
user’s input and reacts emotionally (verbal and nonverbal) to convey
affective empathy to the user.

Question 
Valence

AgentDA

AgentDA

+ve
-ve

Response

YesNo/Choice

emotion emotion

+ve sentiment
-ve sentiment

Neutral Neutral

Response

emotion emotion

+ve sentiment -ve sentiment

Respecting Neutral

Neutral

YesNo/Choice

Understanding

Response

SocialObligationAsk

Social

Response

Clarification

Support

Response

Exploring

InformationSeeking

joy sad
sad joyLow Low

Understanding Respecting

Figure 2: Empathic decision tree

The agent can expect whether her interaction will be pleasant or
unpleasant for the user. As the user reacts emotionally and appraises
the event, the OCC [37] cognitive structure of emotion is used to
predict agent’s emotions. The interpretation of the socio-emotional
state of the user and the appraisal of the events produced by the
user results in the generation of an empathic response. In our model,
the desirability appraisal variable from the OCC model is taken into

account. If the event produced by the user is appraised by the agent
as desirable event (e.g., if the user takes medicines on time or the user
indicates self-reported improved health, and the goal of the agent is
the well-being of user) and the user’s current potential emotion state
is positive, the agent expresses joyful emotion in conjunction with
the empathic dialogue and sustains its emotional state computed
during affect regulation until the next decision (aah! that sounds
really good). However, if the user’s event is appraised as undesirable
by the agent (e.g., if the user’s emotion is distress), the agent starts
with an empathic response matching with the socio-emotional state
of the use (I’m really sorry to hear that).

Displaying positive empathic support from agent triggers the
positive emotions in the user [32]. However expressing negative
empathy by taking the perspective of the user may imply a sense of
agreement with the user’s negative expressions. Thus, in order to
provide positive empathic response, the agent applies a meaning-
based coping process [19] which includes strategies for emotion
regulation. We have adapted the cognitive change strategy of emo-
tion regulation described in [21] in order to evaluate the event with
a different (more positive) perspective through the secondary ap-
praisal (re-appraisal) process. This type of cognitive change involves
changing a situation’s meaning in a way that alters its emotional
impact [21]. That is, if the primary appraisal process results in the
generation of a negative empathic response, then this response is
followed by the encouraging empathic response with joyful emo-
tion in order to construct more positive meaning of the original
event through interaction. The agent then sustains its emotional
state computed during affect regulation until the next decision.
Mimicking of positive emotion of a person interacting with a vir-
tual agent helps to build rapport and liking [32] and also it may
reduce the stress level of the user as the user may observe the
supportive behavior of the agent.

4.5 Discussion
This architecture has been integrated into a virtual environment
where the adaptive therapeutic agent is embodied as a virtual char-
acter. Figure 3 shows a screen-shot of the interaction scenario where
the agent plays the role of a therapeutic medical person that can
interact with the user using natural language interaction. The orig-
inality of the proposed model, compared to computational models
of ”natural” empathy (e.g. [7, 52]) lies firstly in the role of the MERC
Model that computes dynamically the cumulative emotion of the
user, which is then used for the affect regulation of the agent, and
secondly in the Therapeutic nature of the adaptive empathic dia-
logue model, where the agent uses the NURSES model and adaptive
dialogue model to produce therapeutic appropriate behavior. This
behavior is based on the integrated model of IMCHB and TMSC
interaction models in healthcare, that allows the generation of mul-
timodal responses suitable to the healthcare context. Compared to
the adaptive engine [42], the proposed empathic behavior exhibit
both cognitive and affective empathic behavior and can adapt the
empathic behavior during interaction.

5 EXPERIMENTAL EVALUATION
The goal of this experimental study is to gain insight into the ef-
fects of the therapeutic multimodal empathic behavior of the EMA.



In this experiment, the EMA collects information concerning the
stress and fear during the Covid-19 period through a dialogue. To
evaluate the effects of adaptive multimodal empathic behavior of
ECA on user’s engagement, following two experimental conditions
are considered.
Baseline Adaptable ECA (BA-ECA): One of the state of art ap-
proach to exhibit empathic behavior is by using an adaptive engine
to produce tailored empathic responses as proposed in [42]. The
agent uses the user profile to decide the preference of the user
for certain types of empathic responses. The user profile includes
the information about user’s demographics, personality, emotional
state and attitude. However, the agent only displays the lip-sync
while speaking and does not have any non-verbal behaviors ex-
cept a smile. The agent does not demonstrate any backchannel
or low level empathic behavior. It uses the user’s verbal response
(utterance) along with the user profile to select empathic responses.

Adaptive Therapeutic Multimodal EMA (ATM-EMA): The
proposed therapeutic multimodal empathetic behavior of the agent
uses both verbal and nonverbal modalities to understand the socio-
emotional state of the user, and to generate appropriate empathic
response. The agent uses both verbal (speech) and nonverbal be-
havior (backchannel, emotion expression, lip-sync and gestures) to
express empathy. In this model, while the user speaks, the agent
provides low level empathic response using affect matching and
backchannel. Once the user speech is over, the agent decides which
empathic behavior should be selected by taking into account the
perceived socio-emotional state of the user and the semantic in-
formation of the utterances. The nonverbal gestural behavior is
automatically generated by mapping the semantics of the utterance
to gestures.

We aim at answering the following research question: Do adap-
tive empathic behavior, and different modalities of embodied conver-
sational agent have any impact on patient-agent interaction? This
question is studied through two aspects of evaluation which include
(1) user perception of the empathic engagement of the ECA, and (2)
the engagement of the user during the interaction with the ECA.
In order to evaluate these aspects, we have defined the following
hypotheses:

• H[1]: By exhibiting both low level affect matching mecha-
nism and high level affect regulation and cognitive mech-
anism, the adaptive therapeutic EMA is perceived as more
empathic during the interaction with the user compared to
the baseline adaptive Agent.

• H[2]: Multi-modal adaptive empathic behavior of therapeutic
EMA increases user engagement during interaction.
– H[2.1]: with multimodal Empathic behavior, the user is
more involved in interaction.

– H[2.2]: with multimodal Empathic behavior, the user ex-
periences more enjoyment.

5.1 Method
5.1.1 Participants. For this experiment, 30 students from an en-
gineering school in France were recruited through a call for par-
ticipation. Because we focus on face-to-face multimodal verbal
interaction with an ECA, and to ensure the consistency of the study

panel, we imposed a controlled condition that the participants must
be fluent French speakers. There were 13 men and 17 women be-
tween the ages of 19 and 23 years (mean 20.41 years, SD = 1.37) and
we randomly associated them with one of the evaluation conditions.

5.1.2 Data Collection. In order to evaluate the impact of the be-
havior of the ECA, several subjective and behavioral measures were
used. Subjective measures are carried out using questionnaires in
three parts. The first part of the questionnaire includes the assess-
ment of demographic, psychological and mental state of the subject.
The second part of the questionnaires focuses on the user’s percep-
tion of empathic behavior of the ECA adapted from consultation
and relational empathy (CARE) measure [31] (Table 1). As in both
conditions, the agent uses the same scenario (only the empathic
behavior were different), there should be no significant difference
for questions q2, q7 and q8 in both conditions. The third part of
the questionnaires focuses on the evaluation of user’s engagement
with the ECA (Table 2).

q1 The agent’s manner made me feel completely at ease.
q2 The agent let me tell my story.
q3 The agent listened to everything I had to say with her full

attention.
q4 The agent seemed genuinely interested in me as a person.
q5 The agent was very sympathetic about my problems.
q6 The agent seemed to understand exactly the way I have been

feeling.
q7 The agent explained things in a way I could fully understand.
q8 The agent had a positive attitude.

Table 1: Perception of empathic behavior, adapted from [31]

q9 How engaging was the interaction?
q10 How relaxing or exciting was the experience?
q11 How completely were your senses engaged?
q12 I enjoy the agent talking to me.
q13 I enjoy participating in this session with the the agent.
q14 I find the agent enjoyable.
q15 I find the agent fascinating.

Table 2: User engagement during interaction

5.1.3 Procedure. The experimental process involves three steps.
In the first step before the experiment, participants were informed
on the general context of the activity to interact with virtual agent
and about the general course of interactions. The proposed EMA-
user interaction scenario includes the COVID-19 Student Stress
Questionnaire [58] and The Fear of COVID-19 Scale questionnaires
[1]. In this interaction scenario, the aim of the agent, playing the
role of the doctor, is to obtain the information from students in
order to perform their psychological evaluation. Figure 3 shows a
screenshot of the evaluation scenario where the user interacts with
the ECA. The scenario does not contain any empathic responses of
the agent: those are only generated by the empathic models.



Figure 3: Empathic Agent showing joyful empathic response
to user

In the second step, the subject is invited to perform the experi-
ment in one of the experimental conditions. The subject is left alone
in the room with experimental setup to avoid any effect of the pres-
ence of the observer. After the experiment, the subject is asked
to fill the questionnaires regarding her experience. The questions
assessment is made on a Likert scale of 5 categories (1- strongly
disagree, 2- disagree, 3- neutral, 4- agree and 5- strongly agree).

5.1.4 Design Analysis. In this study, since we have 28 participants
(therefore 14 participants in each condition), in order to obtain
cumulative results, we decided to split the Likert scale in two groups
(the first group with values of strongly disagree + disagree, and
the second group with the last three scales). Given the multiple
dependent measures, we use one-way analysis of variance (ANOVA)
to determine whether the mean of a dependent variable is the same
in two or more unrelated, independent groups. The significant level
for all of the analysis was set to 0.05.

5.2 Results
This sections describes the subjective evaluation of various factors
such as empathic engagement and user engagement with the agent,
based on the post-interaction questionnaires filled by the users.

5.2.1 Empathic Engagement of the User with an Agent. We want to
assess the user perception of empathic engagement with the ECA.
We have first run a univariate ANOVA on the user’s view about
ECA’s efforts for making her feel at ease in function of the condition
type of empathic agents (question q1). There is a significant effect
of the ECAs empathic condition (𝐹 (1, 27) = 8.49; 𝑝 = .007). The
user has a more positive view about ATM-EMA’s efforts towards in-
troducing herself to user, explaining the context of the intervention,
being warm towards user and treating user with respect (Mean
score=3.14, SD= 1.1), as compare to the BA-ECA condition (mean
score=2.14, SD= 0.54). Moreover, there is a significant effect of the
agent conditions on the user’s perception of the agent letting her
tell her story (𝐹 (1, 27) = 18.56; 𝑝 = .000) (question q2). The user
perceived that the ATM-EMA gave more time to user in order to
fully describe her condition in her own words; not diverting the
user while the user is telling her story (mean score=3.71, SD=1.2) as
compare to the BA-ECA (mean score=2.0, SD=0.8). The results of the
univariate ANOVA also indicate significant difference on the user’s
perception of agents attentive listening behavior (𝐹 (1, 27) = 15.81;

𝑝 = .000) (question q3). The user perceived that the adaptive mul-
timodel ECA paid close attention to what she was saying (mean
score=3.5, SD=1.28) as compare to the BA-ECA (mean score=1.93,
SD=0.73). The reason is that unlike baseline adaptive ECA, the
ATM-EMA shows low level empathic behavior (backchannel) while
the user is speaking.

There is a significant difference in user’s perception of whether
the agent is genuinely interested in her as a whole person during
the interaction (𝐹 (1, 27) = 5.08; 𝑝 = 0.034) (question q4). Users
perceived that the adaptive ATM-EMA was interested in knowing
relevant details about her situation (mean score=4.0, SD=0.55) as
compare to the BA-ECA (mean score=3.21, SD=1.1). The ATM-EMA
uses the exploring empathic cues when the user responds to an infor-
mation seeking question, and the support empathic cues to convey
acknowledgement and understating in response to the clarification
information provided by the user. There is significant difference in
the user’s perception about the ECA showing care and compassion
during the interaction (𝐹 (1, 27) = 7.15; 𝑝 = 0.013) (question q5).
The ATM-EMA is seemed as more genuinely concerned, connecting
with user on a human level and not being detached from the user
during the interaction (mean score=3.86, SD=1.03) as compared to
the BA-ECA (mean score=2.86, SD=0.95). The reason is that when
the user is speaking, the ATM-EMA provides low level empathic re-
sponse (backchannel and affect generation), and generates positive
empathic behavior using meaning-based coping in case when the
user is distressed, that builds the sense of rapport with the ECA.

There is a significant difference on the user’s view about the
agent’s understanding of her feeling (𝐹 (1, 27) = 5.41; 𝑝 = 0.028)
(question q6). The users considered that the ATM-EMA had com-
municated that she had accurately understood user’s concerns
and anxieties (mean score=2.5, SD=1.2) better than BA-ECA (mean
score=1.64, SD=0.63). The reason is that the proposed ATM-EMA
does not only display an empathic feedback while the user is speak-
ing, but also uses the overall emotion during the conversation
recognised by MERC model along with semantic information of
user’s utterance to determine the appropriate empathic response.

As the ECA in both conditions use the same interaction sce-
nario, the user perceived no significant difference in agent’s ability
of explaining things clearly and giving her adequate information
(𝐹 (1, 27) = 2.93; 𝑝 = 0.099) (question q7). However, due to the
presence of rhythm, stress or intonation on the adaptive multi-
modal agent’s voice, the ATM-EMA scored higher (mean score=3.76,
SD=1.12) as compared to the BA-ECA (mean score=3.0, SD=1.30)
having speech with no prosody. Moreover, the univariate ANOVA
reveals no significant difference in user’s view on both ECAs being
positive (𝐹 (1, 27) = 3.2; 𝑝 = .085) as both ECAs show joyful emo-
tion expression (question q8). However, ATM-EMA scored higher
(mean score=4.71, SD=0.47) for having a positive attitude and being
not negative about user’s problems as compare to BA-ECA. The rea-
son is that the ATM-EMA exhibits therapeutic empathic behavior,
whereas the BA-ECA shows natural empathy.

In order to evaluate the overall empathic engagement through
the perception of empathic behavior of ECA by the user, we com-
puted the sum of the scores of these 8 questions. The univariate
ANOVA reveals that there is a significant difference in the user’s
perception of overall empathic engagement of the ECA in function
of the condition type of empathic agents (𝐹 (1, 27) = 8.49; 𝑝 = .007).



The ATM-EMA is perceived more empathic (mean score=29.21,
SD=4.31) as compare to the BA-ECA (mean score= 20.92, SD=5.06).
Thus, according to the CARE measure of empathy [31], the ATM-
EMA shows medium empathic level whereas the BA-ECA shows
low level empathy aspects for the user.

We can conclude that these results support hypothesis H[1]
which states that, by exhibiting both low level affect matching
mechanism and high level affect regulation and cognitive mecha-
nism, the adaptive therapeutic EMA (ATM-EMA) is perceived as
more empathic during the interaction with the user as compare to
the baseline adaptive Agent (BA-ECA).

5.2.2 User Engagement during the interaction with an Agent. In
order to evaluate the engagement of user, several questions were
directed at eliciting the user’ feelings on how involved they were
with the EMA (questions q9-q11) and how much they enjoyed the
interaction with the EMA (q12-q15).

Impact of empathic behavior of EMA on user’s involvement during
interaction. In order to evaluate the involvement of the user during
the interaction with ECA, we run the univatiate ANOVA on the
user’s opinion about her engagement in function of the type of
the agent. There is a significant effect of the type of ECA on the
user’s engagement during interaction (𝐹 (1, 27) = 10.06; 𝑝 = .004).
The users feel more engaged with ATM-EMA (mean score=4.07,
SD=0.61) as compared to the BA-ECA (mean score=3.21, SD=0.8) .
Moreover, users find the interaction with ATM-EMA more relaxing
and exciting (mean score=3.92, SD=0.83) as compared to the inter-
action with the BA-ECA (mean score=2.43, SD=0.94) and the effect
of the type of ECA is significant (𝐹 (1, 27) = 20.12; 𝑝 = .000). There
is also a significant difference (𝐹 (1, 27) = 4.75; 𝑝 = .039) in the
sense of engagement for user in function of the ECA type. Taken
together, there is significant difference in the score of the user’s
involvement with agent in function to the condition types of ECA
(𝐹 (1, 27) = 20.75; 𝑝 = .000). That is, the user is more involved with
ATM-EMA (mean score= 8.0 , SD=1.36) as compared to BA-ECA
(mean score= 5.64 , SD=1.39). One of the reasons for this can be that
in the BA-ECA condition, the ECA does not show any backchannel
or nonverbal behavior while user speaks. Moreover, it computes
the list of empathic cues suitable for the user based on user profile
before the beginning of the interaction using a machine learning
based decision-tree algorithm whose accuracy is below 75%. On
the contrary, the ATM-EMA not only listens actively (backchannel
and affect maching empathic behavior) to the user when the user
speaks, but also adapts its multimodal empathic behavior during
interaction thanks to the empathic dialogue adaptation process and
the NURSES model. These results support the hypotheis H[2.1] that
with multimodal Empathic behavior, the user is more involved in
the interaction.

Impact of empathic behavior of EMA on user’s perceived enjoyment
with the Agent. The perceived enjoyment is defined as the extent to
which the activity of using computers is perceived to be enjoyable in
its own right [49]. It also referred to as an intrinsic motivation vari-
ables such as the doing of an activity for satisfaction rather than for
spcific outcomes. There is no significant difference (𝐹 (1, 27) = 3.54;
𝑝 = .07) in the opinion about the perceived enjoyment of the agent
talking to the user. However, as the prosody and mimicry play

an important role during interaction [48], users enjoyed more the
ATM-EMA agent talking to them (mean score= 4.0, SD=0.78) as
compared to the BA-ECA talking to them (mean score=3.35, SD=1.0).
Moreover, the users enjoyed more participating in the narrative in-
teraction with the ATM-EMA (mean=4.0, SD=0.88) as compare to an
interactive session with BA-ECA (mean score=3.0, SD=1.07), the dif-
ference begin significative (𝐹 (1, 27) = 6.295; 𝑝 = .019). The reason
is that the ATM-EMA communicates with user using both verbal
and nonveral modalities (speech with prosody, facial emotion ex-
pressions and gestures), whereas the BA-ECA only uses monotonic
voice and only smiles and lip-sync to communicate. Furthermore,
users find the ATM-EMAmore enjoyable (mean score= 4.7, SD=0.73)
than that of BA-ECA (mean score= 3.28, SD=1.68) with significant
difference (𝐹 (1, 27) = 5.157; 𝑝 = .03) in their scores. However, there
is no significant difference in the score about how fascinating the
agent is (𝐹 (1, 27) = 0.317; 𝑝 = .578). Taken together, univariate
ANOVA reveals that there is significant difference (𝐹 (1, 27) = 4.997;
𝑝 = .034) in aggregated scores of user’s perception of enjoyment
with the EVA in function to the condition types of agent. These
results validate the hypothesis H[2.2] that, with multimodal Em-
pathic behavior of EMA, the user perceives more enjoyment during
the interaction with the EMA.

In order to evaluate the overall impact of the empathic behavior
of ECA on user engagement, we compute the aggregated score
of these questions concerning the involvement and enjoyment of
the user during interaction. The ANOVA reveals that there is a
siginifant effect of the empathic agent conditions on the overall
scores for user engagement during the interaction with an Agent
(𝐹 (1, 27) = 14.734; 𝑝 = .0.01). The user feels more engaged with
ATM-EMA (mean score=27.00, SD=3.94) as compare to BA-ECB
(mean score=21.42, SD=3.756). during interaction. We can conclude
that the hypothesis H[2] stating that the multi-modal adaptive
empathic behavior of therapeutic EMA increases user engagement
during interaction, is supported by the results.

6 CONCLUSION
An empathic model is proposed in this article which endows a ther-
apeutic embodied virtual agent with multimodal adaptive empathic
behavior during interaction with a user. We then presented an ex-
perimental study to evaluate the impact of the proposed empathic
behavior model on the quality of user interaction in therapeutic
application. The adaptive agent has the means to communicate em-
pathic responses to the user. The results indicate that the users feel
involved in interaction with the proposed adaptive multimodel em-
pathic therapeutic agent and enjoy the interaction with the agent,
compared to an adaptive baseline. Results confirm the initial an-
ticipation that the real-time adaptive multimodal empathic agent
is perceived as more empathic and improves engagement of user
during interaction.

Future lines of work include a thorough exploitation of objective
measures collected during the experiment in conjunction to ques-
tionnaire results. Furthermore, the literature [42] shows that some
users prefer more neutral behavior from virtual medical persons,
so coupling profile information and dynamic adaptation might yet
improve the quality of interaction.
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